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Locality and Availability of Array Codes
Constructed From Subspaces

Natalia Silberstein, Tuvi Etzion

Abstract—We study array codes which are based on
subspaces of a linear space over a finite field, using spreads,
g-Steiner systems, and subspace transversal designs. We present
several constructions of such codes which are g-analogs of some
known block codes, such as the Hamming and simplex codes.
We examine the locality and availability of the constructed
codes. In particular, we distinguish between two types of locality
and availability: node versus symbol. The resulting codes have
distinct symbol/node locality/availability, allowing a more efficient
repair process for a single symbol stored in a storage node of a
distributed storage system, compared with the repair process for
the whole node.

Index Terms—Locally repairable codes, distributed storage,
availability, ¢-analog.

I. INTRODUCTION

ESIGNING efficient mechanisms to store, maintain, and

efficiently access large volumes of data is a highly rele-
vant problem. Indeed, ever-increasing amounts of information
are being generated and processed in the data centers of
Amazon, Facebook, Google, Dropbox, and many others. The
demand for ever-increasing amounts of cloud storage is sup-
plied through the use of Distributed Storage Systems (DSS),
where data is stored on a network of nodes (hard drives and
solid-state drives).

In the DSS paradigm, it is essential to store data
redundantly, in order to tolerate inevitable node fai-
lures [2], [19], [41]. Currently, the resilience against node
failures is typically the result of replication, where several
copies of each data object are stored on different storage nodes.
However, replication is highly inefficient in terms of storage
capacity. Recently, erasure-correcting codes have been used
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in DSS to reduce the large storage overhead of replicated
systems [8], [10], [24].

Apart from storage space, other metrics should be con-
sidered when designing an actual DSS. However, in contrast
with storage space, these metrics are adversely affected by the
straightforward use of simple erasure-correcting codes. One
such metric is the repair bandwidth: the amount of data that
needs to be transferred when a node has failed, and is thus
replaced. This metric is highly relevant as a prohibitively large
fraction of the network bandwidth in a DSS may be consumed
by such repair operations. Let us term all the information
stored by a DSS as the file. Traditional erasure-correcting
codes, and in particular maximum distance separable (MDS)
codes, usually require that all the file be downloaded in
order to regenerate a failed node. Recently, Dimakis et al. [9]
established a trade-off between the repair bandwidth and the
storage capacity of a node, and introduced a new family
of erasure-correcting codes, called regenerating codes, which
attain this trade-off. In particular, they proved that if a large
number of storage nodes can be contacted during the repair
of a failed node, and only a fraction of their stored data is
downloaded, then the repair bandwidth can be minimized.

Local repair of a DSS is an additional property which
is highly sought. The corresponding performance metric is
termed the locality of the coding scheme: the number of nodes
that must participate in a repair process when a particular node
fails. Local repair is of significant interest when a cost is asso-
ciated with contacting each node in the system. This is indeed
the case in real world scenarios, for example as the result
of network constraints. Codes which enable local repairs of
failed system nodes are called locally repairable codes (LRCs).
These codes were introduced by Gopalan et al. [20]. LRCs
which also minimize the repair bandwidth, called codes with
local regeneration, were considered in [28], [29], and [37].

Regenerating codes and LRCs are attractive primarily for
the storage of cold data — archival data that is rarely accessed.
On the other hand, they do not address the challenges posed
by the storage of frequently accessed hot data. For example,
hot-data storage must enable efficient reads of the same data
segments by several users in parallel. This property is referred
to as availability. Codes which provide both locality and
availability were first proposed in [39].

Recently, codes with locality and availability have found
another application in the well known area of private infor-
mation retrieval [7]. Shah er al. [45] were the first to consider
storage overhead for this important concept. In an important
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development, Fazeli et al. [15], [16] demonstrated how codes
with good availability can be used to save storage and to
obtain low storage overhead. Their new ideas have motivated
a series of papers with related results, e.g., [3], [4], [17], [31],
[35], [50], [51], [56]. Other codes which were studied in the
context of private information retrieval are batch codes [1],
[26]. These codes also have applications as distributed storage
system codes [40].

Regenerating codes are described in terms of stored infor-
mation in nodes (servers). In other words, regenerating codes
are usually array codes [49]. Reconstructing the files and
repairing failed nodes are the main tasks of regenerating codes.
LRCs and codes with availability are usually described as
block codes, and access and/or repair is described in terms
of symbols (scalars).

In this work we combine the two approaches and dis-
cuss two types of locality (respectively, availability): node
locality (availability), which resembles the first approach, and
symbol locality (availability), which resembles the second
approach. To our knowledge, such a combined approach was
not considered in the literature before. The motivation to
explore codes with different types of locality and availability
is the problem of latent sector errors (LSEs), where individual
sectors (symbols) on a drive (node) become unavailable [43].

Our solution approach will be based on array codes, con-
structed via subspaces of a finite vector space. A subspace
approach for DSS codes was considered for the first time
in [22] and later in [36]. Our approach is slightly different
from the approach in these two papers. We shall employ
spreads, g-Steiner systems, and subspace transversal designs in
our constructions. We will also analyze the node and symbol,
locality and availability, of the resulting codes. This subspace
approach for locality and availability is also novel.

A. Our Contribution

In this paper we present several constructions of array codes.
The parameters of these codes are summarized in Table I.
Note, that rg and r, denote symbol locality and node locality,
respectively, and 7, and #, denote the symbol availability
and node availability, respectively (for formal definitions see
Definitions 1-3 in the following section).

o Construction 1 is based on all the b-dimensional sub-
spaces of IF;” . When b = 1, it yields the classic simplex
code, and hence it can be considered as its generalization
and g-analog.

o Construction 2 is based on a b-spread of FM  which are
very important and well studied in projective geometry
(see the definition of a b-spread in Section III-B). This
construction also yields the simplex code when b = 1,
and when M = 2b, it yields an MDS array code.
Moreover, its dual code is a perfect array code (see
Lemma 7).

o Construction 1 and Construction 2 are based on the two
extreme cases of the g-analog of combinatorial designs.
More generally, we provide Construction 3, which gener-
alizes the previous two constructions. It uses the g-analog
of block designs, namely, g-Steiner systems. However,
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there is only one set of parameters (apart from the
parameters of Constructions 1 and 2) where they are
known to exist. Nonetheless, it is conjectured that infinite
families of such designs exist (see Section III-B).

« Construction 4 is based on a subspace transversal design.
These designs have similar properties to the ones of
g-Steiner systems, but unlike them, subspace transversal
designs are known to exist for many parameters (see the
definition of a subspace transversal design in Section III-
B). In particular, we consider two types of constructions
from subspace transversal designs, namely

1) based on a single parallel class of a subspace
transversal design;

2) based on all the subspaces in a subspace transversal
design.

When M = 2b, the first construction produces an MDS
array code. In addition, the dual code of the code obtained
from this construction is an asymptotically perfect array
code.

In addition to the node and symbol locality of the con-
structed codes summarized in Table I, we have node and
symbol availability for some of the codes. The code from
Construction 1 has symbol availability
V-1 1<b<m,
qM -1 _ 1

2

ts =

b=1.
and node availability
1
5 ([AZ”] — 1) 2=b < M,even q,

1 _
> 5(["{] —1-q(@*+q-D["; 2])
2=b < M,o0dd q.

The symbol availability of the code from Construction 4 (the
one based on all the subspaces in a subspace transversal
design) is 1, = gM =)= _

B. Related Constructions

Codes with locality r and availability ¢ allow us to recover
any code symbol by using ¢ disjoint sets of cardinality r
(usually for r relatively small). This line of research has been
extremely active in the last few years as a consequence of
its practical importance. The results of some known code
constructions with locality and availability and their gener-
alizations, mainly related to the constructions presented in
this paper, are summarized below. We note that our combined
approach, that distinguishes between node and symbol locality
and availability, was not considered before. Many known
constructions in the literature are not array codes, therefore
precluding the distinction between nodes and symbols. Thus,
actual comparison with previous works is mostly impossible,
except for one simple case mentioned below.

o Codes with locality and availability. Constructions of
codes with locality and availability were proposed in
[25], [34], [39], [48], and [53]. Specifically, the con-
struction presented in [34] is based on partial geometries.
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TABLE I
PARAMETERS OF THE CONSTRUCTED CODES

Reference [b xn,M,d]

Symbol locality Node locality

Construction A [bx [Y], M, gM-o M1

Construction B

M_q -
[bx 211_1 M, gM]

Construction D.1 M=b M, qM—b — gM=2t]

[bxq

Construction D.2

[b % q(M_b)t,M,q(M_b)(t_l)(qM_b

Resolvable combinatorial designs, and modified pyramid
codes were used in [39]. The approach in [48] is based
on orthogonal partitions and on product codes. One-step
majority-logic decodable codes and product codes are
used in [25].

Codes with locality and availability over small fields.
Codes over small alphabets (and in particular, binary
codes) are of particular interest due to their simple
implementation. The locality properties of the family of
binary simplex codes were proved in [6]. Modifications
of simplex codes based on anticodes technique yield opti-
mal codes with good locality and availability properties,
as shown in [47]. Binary cyclic LRCs were considered in
[21] and [54]. Binary codes for any given locality r and
availability ¢ are provided in [53].

Codes with local regeneration. Codes that combine the
properties of LRCs with regenerating codes, by allowing
to minimize the repair bandwidth locally, were presented
in [28], [29], and [37]. Most of these codes (i.e., [29],
[37]) are based on the properties of linearlized polyno-
mials. To the best of our knowledge, these are the only
previously known array codes that have locality proper-
ties. However, the locality for these codes is defined only
for nodes, and the symbol locality appears to be hard to
extract from the construction.

Other extensions and generalizations of LRCs. Codes
that enable cooperative local recovery from multiple
erasures were presented in [38]. In other words, these
codes allow to recover any small set of codeword symbols
from a small number of other symbols. Codes where
symbols have different localities were considered in [27]
and [55]. Codes with hierarchical locality, which enable
local recovery from multiple erasures were presented
in [42]. The PIR array codes considered in [3] and [4]
have optimal symbol availability, with symbol locality 2,
for large number of nodes, but their node locality and
availability were not considered and again, appear to be
hard to extract.

Fractional repetition codes. Construction of such codes,
e.g., in [11], [30], [46], and [57], provide arrays of
repeating symbols. These were not intended originally for
node and symbol locality and availability. However, their
relatively simple structure allows us to find their parame-
ters or bound them. In the notation of [46], an (n, a, p)-
FR code (Fractional Repetition code) is composed of
a x n arrays with & £ na/p information symbols,
each appearing in p distinct columns. Thus, trivially,

n=2

- 1 1<b< M,
T )2 b=1.

rs =2 2<rm<b+1
3 =2,
n=2 7“‘{2 Z>2.
g2y | =1 =2

the symbol locality is r¢ = 1, the symbol availability is
ts = p — 1. For nodes we have the trivial upper bounds of
rm <o and t, < p—1.In [46] we find three constructions
of FR codes: [a xn, an/2,2] codes, [a X pa, a?, p] codes
for p > 3,and [(t4+1)x (s+1)(st+1), t+1)(st+1), s+1]
codes for + > s (with further restrictions described in
detail in [46]). However, the main disadvantage of these
codes, compared with the codes we construct (see Table I)
is their low minimum distance.

C. Paper Organization

The rest of this paper is organized as follows. Preliminaries
are given in Section II. Our subspace approach, constructions
of codes, and analysis of their locality and availability, are
presented in Section III. We conclude in Section IV with a
short discussion and some open problems.

II. PRELIMINARIES

Let F, denote the finite field of size g. For a natural
number m € N, we use the notation [m] £ {1,2,...,m}.
We use lower-case letters to denote scalars. Overlined letters
denote vectors, which by default are assumed to be column
vectors. Matrices are denoted by upper-case letters. However,
the codewords of array codes, which are arrays (matrices),
will be denoted by bold lower-case letters. Thus, typically,
we shall have a generator matrix G, whose jth column is g i
and whose (i, j)th entry is g; ;. An array code will usually be
denoted by C, whose typical codeword will be denoted by c.
We use 0 to denote the scalar zero, 0 for the all-zero column
vector, and 0 for the all-zero matrix. Also, given a (possibly
empty) set of vectors, 01, ...,0, € IE‘Z, their span is denoted
by (01, ..., 0m)-

Our main object of study is a linear array code, formally
defined as follows.

Definition 1: A [bxn, M, d] array code over Iy, denoted C,
is a linear subspace of b x n matrices over F,. Matrices ¢ € C
are referred to as codewords. The elements of a codeword are
denoted by c;j, i € [b], j € [n], and are referred to as
symbols. Columns of codewords are denoted by ¢, j € [n].
We denote by M = dim(C) the dimension of the code as a
linear space over F,. The weight of an array is defined as the
number of non-zero columns, i.e., for ¢ € C,

wie) £ |{e; : ¢ #£0,j elnl}].
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Finally, the minimum distance of the code, denoted d, is the
defined as the minimal weight of a non-zero codeword,

d £ min wt(c).
ceC
c#£0

We make two observations to avoid confusion with other
notions of error-correcting codes. The first observation is that
by reading the symbols of codewords, column by column,
and within each column, from first to last entry, we may
flatten the b x n codewords to vectors of length bn. This
results in a code over IF; of length bn, dimension M, but
more often than not, a different minimum distance, since the
above definition considers non-zero columns and not non-zero
symbols. Assume G is an M x bn generator matrix for the
flattened code. By abuse of notation, we shall also call G the
generator matrix for the original array code C. Note that in
G, columns (j — 1)b+1,..., jb, correspond to the symbols
appearing in the jth codeword column in C. We shall call
these b columns in G by the jth thick column of G, similarly
to [28]. Thus, G is a matrix comprised of n thick columns,
corresponding to the n columns of codewords in C.

Example 1: Over T, let C be a [2 x 5,5,3] array code,

and let
c— 00001
“\01100
be a codeword of C with weight 3. The corresponding flattened

codeword is (0001010010), which is exactly the last row of the
following generator matrix G for C,

10{00|01{01{00
00{10{00|01{01
01]00{10]00{01 |,
01]01{00|10{00
00{01{01|00{10

which has 5 thick columns (separated by vertical lines).

The second observation is that we may use the well known
isomorphism ]FZ = F,», and consider each column of a
codeword as a single element from F ». We get an Fy-
linear code over th (sometimes called a vector-linear code),
of length n, minimum distance d, but with a dimension (taken
as usual over F ») not necessarily M.

In a typical distributed-storage setup, we would like to store
a file containing M sectors. We choose I, such that it is large
enough to contain all possible sectors as symbols. The file is
encoded into an array ¢ € C from a [b x n, M, d] array code.
Each codeword column of ¢ is stored in a different node. The
minimum distance d of the code ensures that any failure of at
most d — 1 nodes may be corrected. Figure 1 illustrates this
idea using the code from Example 1.

Two important properties of codes for distributed storage are
locality and availability. An important feature of this paper
is the distinction between symbol locality and node locality
(respectively, availability). Note that this approach is different
from the standard one, where only node locality and avail-
ability are considered. The motivation to explore codes with
different types of locality and availability is the problem of
latent sector errors (LSEs), where individual sectors (symbols)
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Fig. 1. Distributed storage system based on the binary [2 x 5,5, 3] array
code from Example 1.

on a drive (node) become unavailable [43]. As can be observed
in the sequel, symbol locality can be smaller when compared
to the node locality. Thus, a more efficient recovery of a
single symbol is possible, compared with the recovery of an
entire node, since fewer nodes need to be contacted. Similarly,
symbol availability can be larger when compared to the node
availability, which also enhances the recovery process of a
single symbol compared with an entire node.

Definition 2: Let C be a [b x n, M, d] array code. We say
a codeword column j € [n] has node locality ry, if its content
may be obtained via linear combinations of the contents of the
recovery-set columns. More precisely, there exists a recovery
set § = {jl, e, jrn} C [nI\{J} of rn other codeword columns,
and scalars aéi?n e Fy, i,0 € [b], m € [r], such that for all
i €[0],

In

b
R (ORS
Ci,j = Z Zaf,mcé’,m

m=1{=1

(1

simultaneously for all codewords ¢ € C. If all codeword
columns have this property, we say the code has node locality
of ry.

Similarly, we say the code has symbol locality rg, if for
every coordinate, i € [b] and j € [n], there exists a recovery
set § = {j], e, jrs} C [n]\{j} of rs other codeword columns,
and scalars a¢, € Fy, € € [D], m € [rs], such that for every
codeword ¢ € C,

T's

b
ij = D D atmCl.jn-

m=1 {=1

)

Thus, each code symbol may be recovered from the code
symbols in ry other codeword columns.

Note that the coefficients in (2) are not necessarily the same
as those in (1). Additionally, it is obvious that ry < ry.

Once locality is defined, we can also define availability.

Definition 3: The node availability, denoted t,, (respec-
tively, the symbol availability, denoted t) is the number of
pairwise-disjoint recovery sets (as in the definition of locality)
that exist for any codeword column (respectively, symbol).
Note that each recovery set should be of size at most ry
(respectively, rg).

Example 2: One can verify that the code from Example 1
has symbol locality r¢ = 2, but node locality r, = 3.
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Additionally, it has symbol availability t; = 2, but node
availability t, = 1.

We also recall some useful facts regarding Gaussian coef-
ficients. Let V be a vector space of dimension n over F,.
For any integer 0 < k < n, we denote by [Z] the set of
all k-dimensional subspaces (k-subspaces, in short) of V. The

Gaussian coefficient is defined for n, k, and g as

[n} A @ =@ "= (" =1
k], G =D -1)...(¢g-1
Whenever the size of the field, g, is clear from the context,
we shall remove the subscript g.

It is well known that the number of k-subspaces of an n-
dimensional space over I, is given by [}]. In a more general
form, the number of k’-subspaces of V which intersect a given
k-subspace of V in an i-subspace is given by

g ® =it [ =k [k
K —i]li]
Additionally, the Gaussian coefficients satisfy the following
recursions,

n n—1 nek|?—1
M‘[ k ]*" [k—l}

= . 4

AR e

For more on Gaussian coefficients, the reader is referred to
[52, Ch. 24].

3)

IIT. A SUBSPACE APPROACH TO LRCs

Let C be a [b x n, M, d] array code over IF,. Throughout
this section we further assume that b < M. We now describe
an approach to viewing such array codes which will lead to
the main results of this section.

Denote V £ IE‘(II"[ the M-dimensional vector space over F,.
Let G be a generator matrix for the (flattened) array code C.
For each j € [n], we define V;, such that V; € UZ:O [‘k/]
to be the column space of the jth thick column of G, i.e.,

Vi 2 (8(—1)p+1, B(j—typs2s -+ > &jb) -
We say V; is associated with the jth thick column of G, or
equivalently, associated with the jth column of the codewords
of C.

Example 3: The 2-dimensional vector space associated
with the second thick column of the code from Example 1
is Vo = ((OIOOO)T, (00011)T).

The following equivalence is fundamental to the construc-
tions and analysis of this section.

Lemma 1: Let C be a[bxn, M, d] array code over Fy, and
let Vj, j € [n], be the subspaces associated with the codeword
columns. Then S = {j1, ..., jm} € [n]\ {J} is a recovery set
for codeword column j € [n], if and only if

V] g V]l + V]Z +oe ij‘
Similarly, S is a recovery set for symbol (i, j), i € [b], if
8G-np+i €EVii +Vip +---+ Vi,

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 65, NO. 5, MAY 2019

where g(;_1)p4; is the ith column in the jth thick column of
a generating matrix G for C.
Proof: This is a simple restatement of (1) and (2). [ |

With this equivalence, we may obtain the node/symbol
locality/availability using subspace properties of the thick
columns of a generating matrix. Another definition of interest
is the following.

Definition 4: Let C be a [b x n,M,d] array code over
Fy, and let V; be the subspace associated with the jth thick
column. If dim(V;) = b for all j € [n] we call C full column
rank.

A. Generalized Simplex Codes via Subspaces

We start with a construction of array codes which may be
considered as a generalization and a g-analog of the classical
simplex code, the dual of the Hamming code (see [32, pp. 30]).

Construction 1: Fix a finite field F,, positive integers
1<b<M, and V = Fg’l. Construct a b x [IZI] array code
whose set of columns are associated with the subspaces [Z]
each appearing exactly once. To make the dependence on the
code parameters explicit, we denote this code by C g” .

Note that when we choose » = 1 in Construction 1 we
obtain the simplex code. This fact will be used in the proof
of Theorem 1 below.

We make a note here, which is also relevant for the construc-
tions to follow. Once we fix the set of subspaces associated
with the codeword columns, the code is constructed in the
following way: for each j € [n], and associated subspace V/,
we arbitrarily choose a set of b vectors from Fg” that form
a basis for V;. These b vectors are placed (in some arbitrary
order) as the columns comprising the jth thick column of
a generator matrix G. The resulting matrix G generates the
constructed code.!

Lemma 2: Fix a finite field F,, positive integers b < M,
and 'V = Ff]”_l. For any V' € [bzl], given as the column
space of an (M — 1) x (b — 1) matrix G’, and for any non-
zero vector U € Fg’l_l such that W' G' = 0, the following
hold:

1) Ifx,y € Fg”fl are in the same coset of V', then i X =

uly.

2) The number of cosets of V', all of whose vectors X satisfy
X = a, for some fixed a € Fy, is exactly gM=b-1,

Proof: Denote the columns of G” as g},...,8,_;. If X
and y are in the same coset of V', then there exist scalars
ai,...,ap—1 such that

ET

b—1
X=Y+ > a3}
j=1

Multiplying on the left by @', and recalling that @’ G’ =0,
we obtain the first claim.

The number of cosets of V' is exactly qM —b each con-
taining ¢”~! vectors. Since @ # 0, the number of vectors

lPermuting the thick columns in the construction results in equivalent codes.
If a canonical representation is required, we may choose the basis of each
thick column to be in reduced row echelon form.
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X € F)~! such that @' ¥ = a is ¢™ 2. Dividing this by the
number of vectors per coset we obtain the second claim. H
We are now ready for the first claim on the properties of
the codes from Construction 1.
Theorem 1: The array code obtained from Construction 1
isalbx [IZI], M, d] array code, with

IR PR

Additionally, except for the all-zero array codeword, all other
codewords have the same constant weight d.

Proof: Apart from the minimum distance of the code,
all other parameters are trivial. We shall prove the minimum
distance property by proving the constant-weight property of
the non-zero codewords by induction on M and b (we refer
to this induction as induction A). Additionally, we assert an
auxiliary claim on the thick columns of the generator matrix,
namely, that each thick column has rank . We will prove this
claim by induction as well (we refer to this second induction
as induction B).

For the basis of induction A we have the following cases.
When considering C M the codewords are M x 1 arrays, and
trivially, any non-zero codeword has weight

M =1
1 =g M|:M—li|'

Another base case is C {V’ . In the resulting generator matrix,
each thick column contains just a single column, and the
matrix is nothing but a generator matrix for the well known
simplex code. The codewords are 1 x (g™ —1)/(g — 1) arrays.
The weight of the non-zero codewords in the simplex code is
known to be ¢”~!, and indeed we get a constant weight of

M —1
M—1 _  M-1
=M

We additionally note that in both cases, each thick column has
rank b, i.e., the basis for induction B holds.

Assume now the claim holds for C;JW_ ]1 and for C;)W *1, for
both inductions, A and B. For the induction step we prove
the claim also holds for C g” . Let their respective generating
matrices be Gz/l:]l and Gg/l_l. Since we are not in any of the
induction-base cases, we additionally have 1 < b < M.

We construct a new matrix, G by concatenating modified
thick columns from GQ/I_ ]1 and GQ/I ~1. We first take each thick
column of GQ/I -1 append a bottom row of all zeros, and place
it as a thick column of G. We call these columns thick columns
of type I.

All the remaining thick columns of G, which we call
of type II, are formed by the thick columns of Gg”_ _11 as
follows. Consider such a single thick column, which is an
(M —1) x (b—1) matrix on its own. Denote its column space
by V' C Fg” —1, which by the hypothesis of induction B, has
rank b — 1. Thus, there are qM_b cosets of V/ in ny_l. Let
oY, 5; u_p be arbitrary coset representatives of the distinct
cosets of V’. We create g™ " thick columns in G from the
given thick column of Gg{ _11 by placing it, each time with 7 as
a bth column, and with an appended bottom row of 0, ..., 0, 1.
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(a) b |7

0,0,...,0,0 0,...,0] 1

Fig. 2. The two types of thick columns in the constructed matrix G: a
type I thick column, created by a thick column (a) from GIIJW _1, and a type

II thick column, created by a thick column (b) from GQ”_ _11 and one of its
column-space coset representatives.

In such thick columns of type II, the left b — 1 coordinates
are called the recursive part, whereas the last coordinate is
called the coset part. The two types of thick columns of G
(depending on their source) are depicted in Figure 2.

Simple bookkeeping shows that we have [Ml: 1] thick
columns of type I, and ¢™~*[""'] thick columns of type
II, for a total of

el =

thick columns, where we used (4). They are easily seen to have
distinct associated subspaces, each of dimension b, accounting
for all the b-subspaces of V = IF‘;” . Thus, G is indeed a
generator matrix for the code from Construction 1, where each
column has rank b.

Now that we have proven a decomposition for the generator
matrix G, we can proceed with the proof of the constant weight
of all non-zero codewords. It is easily seen that G has full
rank. We consider several cases, depending on the rows of G
participating in the linear combination creating the codeword
at question.

In the simplest case, if a codeword of Cl’,"’ is formed by
the last row of G only, then its weight is qM —b [1\}:1:11]’ as the
number of thick columns of type II.

For the second case, let us consider a codeword ¢ € C{,‘”
formed by a linear combination of some rows from the first
M — 1 rows of G. By the hypothesis of induction A, the thick
columns of type I contribute [Mb_ 1] - [Mb_ 2] to the weight
of ¢. Also by the hypothesis of induction A, the recursive
parts of thick columns of type II contribute g™ ~( [ZI:II]
[AI;I:IZ]) to the weight. Finally, even if for some thick column
of type II the recursive part may produce a combination of all
zeros, the coset part may be non-zero, thus contributing to the
weight of ¢. More precisely, we have [Alf:lz] recursive parts the
linear combination zeros. Therefore, by Lemma 2, the coset
part of exactly Al;[:lz] (g — )g™ == becomes non-zero, and
contributes to the weight of c¢. In total we get,

Wt(c):[Mb—l}_[Mb—Z}
L ([M =17 [M-2
+a" ([b—l}_[b—l})
+[A;__12}(q—l)qM‘b‘l

goNe,
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Finally, we consider a linear combination that, non-trivially,
uses some rows from the set of M — 1 first rows, as well as
the last row. The 1’s in the last row are located exactly at the
coset part of thick columns of type II. Since by Lemma 2, the
linear combination results in an equal number of appearances
of each element of F, in the coset parts, an addition of
a multiple of the last row will not change that, and the
weight of the codeword remains the same as in the previous
case. |

Lemma 3: The array code obtained from Construction 1,
with parameters b < M, has node locality of r, = 2, and

symbol locality of
1 b>1,
ry =
2 b=1.

Proof: Let C be a code generated by Construction 1 with
a generator matrix G. We first examine the case of b > 1.
For symbol locality, given any column of G, denoted g € F¥,
by (3), there are exactly [}/ ] b-subspaces of F)' containing
g, each corresponding to a thick column of G. Since b < M,
we have [Al;[:]l] > 1, and there exists a thick column different
than the one containing the column g, whose column space
contains g. Hence, rg = 1.

For node locality, given any subspace V; associated with the
Jjth thick column of G, we can easily find two other subspaces
Vi, and Vj,, j & {j1, j2}, such that V; € V; + Vj,. For
example: fix a basis for V;. Take the first basis element and
complete it to a basis of some b-subspace of FM denoted Vi
Take the remaining b — 1 basis elements of V; and complete
them to a different b-subspace, denoted Vj,. This can always
be done when 1 < b < M. Hence, r, = 2.

Finally, we consider the case b = 1. In this case, each thick
column of G comprises of a single column. By definition this
means that r, = rg, and since each column may be shown as
the sum of two other columns, we have r, = ry = 2. [ |

We note that we ignored the case of b = M in the previous
lemma, since then the array codewords have a single column,
and locality is not defined.

We now turn to consider availability. Symbol availability is
trivial.

Corollary 1: The array code obtained from Construction 1,
with parameters 1 < b < M, has symbol availability

]
s = -1
b—1
and for b=1t; = qM_zl_l.
Proof: We use (3) to find the number of associated

subspaces containing a given vector. [ ]

Unlike locality, it appears that determining the node avail-
ability is a difficult task. We consider only the simplest non-
trivial case of b = 2.

Lemma 4: The array code obtained from Construction I,
with parameters 2 = b < M, has node availability

-4
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when q is even, and

1 )
> 5([1‘2/[}—1—q(q2+q—1)[M2 D

when q is odd.

Proof: Let us consider some codeword column of the
code, and its associated subspace, V = (v, v2). We count the
number of pairwise-disjoint pairs of subspaces U, W # V,
such that V. C U + W. We show how all subspaces (except
for V) may be paired in such a manner, except perhaps for a
few due to parity issues. We distinguish between two different
kinds of subspaces, where the subspaces of the first kind
intersect V in a one-dimensional subspace (a projective point),
and where the subspaces of the second kind have only trivial
intersection with V.

First, we consider subspaces of the first kind. There are
[Y'] — 1 = ¢["?] associated subspaces different form V
that contain a given vector v € V, v # 0, and we denote
them by Vy. Since there are [ﬂ = g + 1 projective points
in V, denoted 1, ..., 0441, we have q(q+1)[Mf2] associated
subspaces which intersect V in a one-dimensional subspace.
Note that if U € V5, and W € ng, with i # j, then V C
U+ W. We now further partition each Vg, into ¢ sets of equal
size, arbitrarily. We denote these Vaj’_, where j € [¢q + 1]\ {i}.
The size of each such set is

:[Ml‘z}.

Finally, for each i, j € [g + 1], i # j, we arbitrarily create
pairs of elements, one from Vﬁji, and one from Vgi. The total

number of such pairs is (3")["].

Next we consider associated subspaces of the second kind.
There are [%f] — 1 — g(g + D[] ?] such subspaces. We will
prove that for even g one can partition all these subspaces into
disjoint pairs, and for odd ¢ one can partition all but a few
such subspaces into disjoint pairs. The statement of the lemma
then follows from this proof.

Given an associated subspace U = (u1,u2), U NV = {0},
we define a set Sy of q4 subspaces, as follows:

Vi

Vi

Sy ={{u1 +x1,u2 +x2): X1,Xx2 € V}.

Note that since UNV = {6} the vectors u1 +x1 and uy +x3
are linearly independent. One can easily verify that Sy is well
defined, and the choice of two basis vectors, ] and u», does
not change Sy .

Additionally, if we have two distinct associated subspaces
of the second kind, U # U’, then either Sy NSy = @ or
Sy = Syr. To see that, assume W) € Sy N Sy, i.e.,

Wi = (w1 + X1, u2 +x2) € Sy,
Wy = (0} + ), u5 +X5) € Sy,

with X1, %2, ], x5 € V. Then there exist

a1, 01,2, 02,1, 02,2 € Fy such that

U +x1 = a1,1(@) + X))+ a1,2@, +X5),

Uy + X2 = ap,1(@) +X7) + o202 (@ + X)),
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and
ap] a
A =det ("B 2) 20
02,1 022
We cannot have a1 = a1 = 0, and we assume a2 7# 0

where the other case is symmetric. Then, given W> € Sy,
Wy = (ﬁl + ¥, ux+ iz), where y;,y, € V, we define

a1 (o2, _ _

Y1 é)‘/1+—A (—(yl_xl)_(yZ_XZ)):
ain

_ _ | -

v, £ X5+ s O =% —ai,1 (] —x))) .

Obviously, ¥}, 75 € V. We also observe that

U+ = a1 @) + ) + 2@ +5),

Wy + 5, = 00,1 (@) +5Y) + a22@@) +5)),
and so Wy = (@} + 7}, %) +75) € Syr. Hence, if Sy NSy #
?, then Sy = Sy-.

Thus, as U ranges over all associated subspaces of the sec-
ond kind, Sy partitions that set of subspaces into equivalence
classes. We arbitrarily identify each such class with a subspace
U, and a pair of basis vectors, uy,us € U.

Depending on the parity of ¢ we have two cases. First we

consider even ¢g. We partition each class Sy, identified by U
and u, uz € U, into disjoint pairs as follows: We pair each

W = (u; +x1,u2 +x2) € Sy,
with
fW)={(u;+x14+01,us +x2+702) € Spy.

Since ¢ is even, this is indeed well defined since f(f(W)) =
W. Additionally, the objective is met since

V = (01,02) S W+ f(W).

When ¢ is odd, we partition each class Sy, identified by U
and u1, up € U, into disjoint pairs by pairing

W = (u; +x1,u2 +x2) € Sy,
with
fW) = (a1 —x1,u2 —X2) € Sy.
Except for ¥; = x> = 0, this is indeed a pairing since
f(f(W)) = W. Additionally, whenever x| and X, are linearly
independent, we have
V =(01,02) S W+ f(W).

The number of such pairs is %(q2 — 1)(¢® — g). Hence, we

are not using g (g2 + ¢ — 1) subspaces of the g* subspaces in
Sy, and there are [M; ] sets Sy . [ |
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B. Codes From Subspace Designs

In this subsection we focus on constructing codes by using
certain subspace designs. We first present a different gener-
alization of simplex codes by using spreads. The resulting
code is known, and we analyze it for completeness, and for
motivating another construction that uses subspace designs.

Consider a finite field F,, and the vector space V = FJ'.
A b-spread of V is a set {Vi,Vp,...,V,} C [IZI] such that
VinV; = {0} for all i, j € [n], i # j, and additionally,
Uie[n] Vi=V = IFS’[ . Thus, except for the zero vector, 0,
a spread is a partition of ny into subspaces. It is known that
a b-spread exists if and only if b|M. Simple counting shows
that the number of subspaces in a spread is

¢"-1_[1]
¢ =1 [
Let us start with a code obtained from a single spread. This
code was already described in [33], in the context of self-
repairing codes, and we bring it here for completeness.

Construction 2: Fix a finite field FZ positive integers b| M,
and V = Fg’l. Construct a b x [AI/[]/[]] array code whose set
of columns are associated with the subspaces of a b-spread of
V, each appearing exactly once.

Theorem 2: The array code obtained from Construction 2
isalbx [1\1/1] / [11’], M, g™ ="] array code. Additionally, except
for the all-zero array codeword, all other codewords have the
same constant weight.

Proof: Denote u 2 [M]/[4]. Consider an M xbu generator
matrix G for the code C from Construction 2. It contains u
thick columns, each made up of b columns. Let G;, i € [u],
be the M x b submatrix of G containing the b columns of the
ith thick column, i.e., G = (G|G3]...|Gy).

We now take each G;, i € [u], and construct from it an
M x (¢” — 1) matrix we call G, whose columns are the
column space of G; except for 0. We concatenate those to
obtain the M x (g™ — 1) matrix

Gext L (G?Xt|G3Xt| o |szt) .

M

n =

Since the thick columns of G form a b-spread of FM  the
columns of G*' contain each possible vector exactly once,
except for 0.

We now observe that a row of G?Xt is 0 iffitis 0" in Gi.
Additionally, a non-zero row of G$*' contains exactly gl
occurrences of each non-zero element of F,. Finally, each
non-zero element of F, appears g™~ times in each row of
G Thus, given a row of G, exactly g™~ /gb~1 = gM~?
of its u thick columns are non-zero, implying the same for
the corresponding row in G, and then the associated array
codeword has weight g™ —?.

We now want to prove the same thing for every non-trivial
linear combination of the rows of G. First, note that having
a b-spread of IE‘S’[ is equivalent to having rank(G;) = b, and
rank(G;|G;) = 2b, for all i,j € [u], i # j. Consider a
linear combination of rows iy, i2,...,i¢ of G, each with a
non-zero coefficient, resulting in a row vector o’ . Replace
row i¢ of G by the vector o’ to obtain a new matrix
G' = (G}|G}]...|G}). Since the rank is invariant to such
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operations, rank(G;) = b and rank(G;|G/j) = 2b for all
i, j €[ul,i # j. Thus, G’is equivalent to a b-spread (perhaps
different from the original one induced by G). Using the same
logic as before, exactly g™ ~? of the thick columns of 57 are
non-zero, completing the proof. [ ]

Lemma 5: The array code obtained from Construction 2,
b < M, has symbol locality rs = 2, and its node locality
satisfies 2 < rn < b + 1. Moreover, there exist such array
codes with r, < M/b.

Proof: To prove the symbol locality, we note that any
column of G can be presented as a linear combination of
two other columns which belong to two other distinct thick
columns. Otherwise, if these two columns belong to the same
thick column, we obtain a contradiction to the definition of a
spread. Thus, ry < 2. We also obviously have rg > 2, otherwise
we contradict the partitioning property of the spread.

For the node locality, since in general ry < r, we have that
2 < ry. Let {vy,...,0p} be a basis for a thick column of G
which represents an element (subspace) V; of the spread. Take
an arbitrary w ¢ V; and define u; £ 5, +w, for all i € [b].
Observe that w and all the vectors u;, i € [b], belong to
b+ 1 different subspaces (corresponding to thick columns) in
a spread, or else these would intersect V; non-trivially. Clearly,
Vi can be reconstructed from these b + 1 subspaces.

For the remainder of the proof let us assume that the
spread is constructed in a specific way, inferred from [13],
given in more detail in [18], and described as follows. Every
element (subspace) in the constructed spread is presented as
the row space of a row-reduced echelon-form b x M matrix
(0]0]...]10/Ip|A1]A2|...]A;), where each block is of size
b x b, I is the b x b, identity matrix, and (Aq]...|A;) is
a codeword of a Gabidulin code of length bt and minimum
rank distance b. Of particular interest are the “unit” subspaces,

U; £ rowsp(0]...[0[1,[0]...]0),
——
i—1
for all i € [M/b]. Obviously,

M/b

> Ui =F).
i=1

Thus, except for unit subspaces from U = {Uitietmpy> for
every other subspace of the spread, the set U is a recovery set
of M /b thick columns.

We are left with the task of finding recovery sets of unit
subspaces of the form U;. For every i € [M /b — 1], we have

Ui C Uit +r1owsp(0]...10]15|A]0]...|0),
——
i—1
where A # 0 is a codeword of the above-mentioned Gabidulin
code. Finally,
Umip S Upp—1 +rowsp(0] ... [0]1,|A),

since A is full rank due to the minimum rank distance of
the Gabidulin code. Thus, each U; has a recovery set of size
2 < M/b. [ |
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The code of Construction 2 is also a generalization of the
simplex code. Indeed, when we take b = 1 the resulting
generator matrix is that of a simplex code.

Corollary 2: When M = 2b, the code from Construction 2
is an MDS array code with r, = rg = 2.

Proof: The node and symbol locality are trivial since
the subspaces associated with thick columns have a pair-wise
trivial intersection, and therefore the sum of any two such
subspaces gives the entire space since M = 2b. The code is
MDS since it is a [b x (g” 4 1), 2b, ¢*] array code. [ |

Up to this point we constructed codes by specifying their
generator matrix. We now turn to consider their dual codes by
reversing the roles of generator and parity-check matrices. We
first require the following simple lemma.

Lemma 6: Let C be a [b x n, M,d] array code over F,
that is full column rank. If the size of the smallest recovery
set for a symbol of C is of size €, then the dual code, C*,
isalbxn,bn— M,l+ 1] array code. In particular, if the
symbol locality of every symbol of C is rs, then Ct is a
[b x n,bn — M, rs + 1] array code.

Proof: Let G be a generator matrix for C. The smallest
recovery set of size ¢ together with the full column rank
property imply that the smallest set of linearly dependent
columns of G includes columns from exactly £ 4+ 1 thick
columns. Considering G as a parity-check matrix for C*,
we obtain that the any non-zero codeword of C* has at least
¢ 4+ 1 non-zero columns. The rest of the code parameters are
trivially obtained. u

The dual code of the code from Construction 1 has a small
distance d = 2, and is therefore not very interesting. However,
the code from Construction 2 presents a more interesting
situation.

Lemma 7: Let C be a code from Construction 2. Then its
dual, C+, is a [b x [Af]/[lf],b[ﬂl/l]/[ll’] — M, 3] array code.
Additionally, C* is a perfect array code.

Proof: The minimum distance follows from Lemma 6
since the locality of all symbols in C is 2. To show that C+
is perfect, note that the ball of radius 1 has size

V]
D21+ 52" 1) =qM.
[V]
Hence,
‘CJ-’ LDy = qb[l‘f]/[lf],
which is equal to the size of the entire space. |
We note that the code of Lemma 7 has already been
described as a perfect byte-correcting code in [12] and [23].
At this point we stop to reflect back on Construction 1
and Construction 2. We contend that the two are in fact two
extremes of a more general construction using the g-analog of
Steiner systems.
Definition 5: Let F, be a finite field. A g-analog of a Steiner
system (a g-Steiner system for short), denoted S,(t, k, nl, is a

n

set of subspaces, B C [H‘;(Z] such that every subspace from []th ]
is contained in exactly one element of B.

In light of Definition 5, we note that the subspaces asso-
ciated with the columns of Construction 1 form a ¢g-Steiner
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system S, [b, b, M]. Similarly, the subspaces associated with
the columns of Construction 2 form a g-Steiner system
Sq[1, b, M]. Both are therefore extreme (and trivial) cases of
a more general construction we now describe.

Construction 3: Fix a finite field ¥, and let B C [FI;IIW] be a
q-Steiner system S;[t, b, M]. Construct an array code whose
set of columns are associated with the subspace set B, each
appearing exactly once.

The main problem with the approach of Construction 3 is
the fact that we need a g-Steiner system. Such systems are
extremely hard to find [5], [44], with the only known ones,
different S>[2, 3, 13], found by computer search [5]. But, there
is still a potential in this construction as it is believed that
infinite families of g-Steiner systems exist [5].

An alternative approach uses a structure that is “almost” a
g-Steiner system, and is more readily available — a subspace
transversal design (see [14]).

Definition 6: Let IF be a finite field. A subspace transversal
design of group size ¢ = q" %, block dimension k, and
strength t, denoted by STD,(t,k,m) is a triple (V,G,B),
where

D V&[S \ V"N, called the points, where V™ is

defined to be the set of all 1-subspaces of Fg all of whose
vectors start with k zeros, and where |V| = []f]q’".

2) G is a partition of V into []1‘] classes of size q™, called

the groups.

3) BC [Ii‘f] called the blocks, is a collection of subspaces

that contain only points from V, with |B| = q™.

4) Each block meets each group in exactly one point.

5) Each t-subspace of F%, with points only from V, which

meets each group in at most one point, is contained in
exactly one block.

An STDy(t, k,m) = (V, G, B) is called resolvable if the set B
may be partitioned into sets By, . .., B, called parallel classes,
where each point is contained in exactly one block of each
parallel class ;.

Unlike g-Steiner systems, subspace transversal designs are
known to exist in a wide range of parameters, as shown in the
following theorem [14].

Theorem 3: Forany 1 <t < k < m, and any finite field IF,,
there exists a resolvable STDy (t, k,m) = (V, G, B), where the
block set B may be partitioned into ¢~V parallel classes,
each one of size q"™, such that each point is contained in
exactly one block of each parallel class [14, Th. 7].

Construction 4: Fix a finite field ¥,, M > 2b, and let
(V,G,B) be a STDy(t,b, M — b) with parallel classes
Bi, B, ..., Bs. Construct the following two array codes:

e An array code Cpyr whose set of columns are associated
with the subspaces in a single parallel class, B;, each
appearing exactly once.

e An array code C whose set of columns are associated
with the subspaces in B, each appearing exactly once.

The code Cpy is in fact an auxiliary code we shall use to

prove the parameters of the code C, and is perhaps of interest
on its own.

Theorem 4: Let Cpyr be the code from Construction 4. Then

Cpar s a [b x qM_L;’,M,qM_b — qM_zb] array code, with
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20 — 1 codewords of full weight g™ =", and the other non-zero
codewords of weight gM=b — gM=20 Moreover, the symbol
locality of Cpar is rs = 2, and its node locality is

3 9=12,
n =
2 g >2.

Proof: The size and dimension of the array code follow
from Theorem 3. The rest of the proof follows the same logic
as the proof of Theorem 2.

Denote u £ ¢gM~". Consider an M x bu generator matrix
G for Cpyr. It contains u thick columns, each made up of
b columns. Let G;, i € [u], be the M x b submatrix of G
containing the b columns of the ith thick column, i.e., G =
(G11Gal ... 1Gu).

We now take each G;, i € [u], and construct from it an
M x (¢” — 1) matrix we call G, whose columns are the
column space of G; except for 0. We concatenate those to
obtain the M x u(g” — 1) matrix

Gext L (G?Xt|G3Xt| o |szt)‘

Since we used a single parallel class, the columns of G
contain each possible vector exactly once, except for columns
beginning with b zeros. In other words, the subspaces of
dimension b that correspond to the thick columns of G,
together with the subspace of dimension M — b of all vectors
starting with b zeros, form a partition of the non-zero vectors
of ]Fg” .

We now observe that a row of G?Xt is 0 iffitis 0" in Gi.
Additionally, a non-zero row of G$*' contains exactly gl
occurrences of each non-zero element of F,. It is now a matter
of simple counting, to obtain that each of the first b rows
of G has all of its u = qM ~b thick columns non-zero,
and the remaining lower M — b rows of G**' have exactly
gM=b — gM=2b non-zero thick columns in each row.

Finally, consider a linear combination of the rows of G
that involves rows iy, i2, ..., i¢z, all with non-zero coefficients,
and resulting in a row o . As in the proof of Theorem 2, let
us replace row iy of G with o7 to obtain a new generator
matrix G’. Again, the subspaces the correspond to the thick
columns of G’ induce a partition of the non-zero vectors of
IF(II"[ into subspaces of dimension b and a single subspace of
dimension M — b. Therefore, we conclude that the result-
ing row corresponds to an array codeword of weight either
gM=" or gM=b — gM=2b depending on whether i1, ...,i; €
[b] or not. This gives us a total of qb — 1 codewords in Cpyr
of weight g™ ~", and the remaining non-zero codewords of
weight gM—b — gM=2b,

To complete the proof, the symbol locality is ry = 2,
since any column of G may be easily be given as a sum of
two other columns of G (which must also reside in distinct
thick columns), due to the partition of Fg” discussed above.
To prove the node locality we recall that any thick column of
G corresponds to a lifted MRD codeword, i.e., (IblA)T, where
A is a codeword of a linear MRD code of dimension M — b.
When ¢ = 2, we can recover (I,|A)” by noting that

(1,1 A)" = (1A + (1A + AN + (1,10)7,
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where A’ is a codeword of the lifted MRD code, A" # A,
and where we use the fact that M — b > 2. When g > 2, let
a € Fy, a # 0,1. Then we can recover (I»|A)T) by noting
that

(1A = a " (IhlaA) + (o — Da ' (1,10)7,

thus proving r, =2 for g > 2. [ ]
Corollary 3: When M = 2b, the code Cpy: from Construc-
tion 4 is an MDS array code with r, = ry = 2.

Proof: The node and symbol locality are trivial since
the subspaces associated with thick columns have a pair-wise
trivial intersection, and therefore the sum of any two such
subspaces gives the entire space since M = 2b. The code is
MDS since it is a [b x qb, 2b, qb — 1] array code. [ |

Corollary 4: Let Cpy be the code from Construction 4.
Then its dual code, C;r isalbxg"=" bg"="—M, 3] array
code that is asymptotically perfect.

Proof: The parameters of the code follow from Lemma 6
and from the proof of Theorem 4. Note that the size of a ball
of radius 1 is equal to

D 21 —i—qM*h(qb —1).

. . . M—b
The size of the entire space is g?¢" . Then

‘CPLM O b M g Mob (g )
b = gba"
M M—b
— WI—MQ :1+q—M_q—b,
q
and this ratio tends to 1 when b, M — oo, implying the code
family is asymptotically perfect. [ ]

Example 4: Let b = 3, M = 6, g = 2. A generator
matrix G for the [3 x 8,6,7] MDS array code Cpar from
Construction 4 is given by

100|100{100|100{100|100{100|100
010/010{010|010{010|010{010]|010
001/001{001|001{001|001{001|001
000{100|001|010|101|011|111|110
000{010|101|011|111]|110]{100|001
000{001|010{101|011|111]|110{100

We now move on to examine the second code of Construc-
tion 4. To avoid degenerate cases, we consider only ¢t > 2.

Theorem 5: Let C be the code from Construction 4, with
t >2 Then C is a [b x q(M_b)’, M, d] array code

d = gM-Da=D)(gM=b _  M=2by

The symbol and node locality of the code satisfy rs = 1, and
ro = 2. Its symbol availability is t; = gM=2)=D _ 1,

Proof: The codeword size, as well as the minimum dis-
tance follow immediately by noting that there are g(M—?)(=1)
parallel classes, and a generator matrix for C is simply the
concatenation of generators for Cp,r (for each of the parallel
classes). The minimum distance then follows from Theorem 4.

Additionally, each point (i.e., a column of G) is contained
exactly once in each of the ¢ ~2(=1 parallel classes in a
single subspace (i.e., the column span of a thick column of G).
Thus, as long as r > 2, the symbol locality is s = 1, and the
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availability is t, = ¢~ =D _1_ Trivially, by the properties
of the subspace transversal design, no subspace associated with
a thick column appears twice, and hence r, > 2. |

IV. CONCLUSION

We have suggested the usage of codes based on subspaces
for the purpose of locality and availability in distributed
storage codes. We introduced the concepts of symbol locality
and symbol availability in addition to the known node locality
and node availability. We constructed generalized simplex
codes and Hamming codes from subspaces and subspace
designs (including g-Steiner systems, and subspace transversal
designs). We have found some of their locality and availability
parameters, or bounded them. In addition to the unsolved
questions in this paper, this topic has many more directions
for future research, e.g.:

1) Find new codes and designs, based on subspaces, with
good locality and availability properties.

2) Find upper bounds on the symbol locality and availabil-
ity for codes based on subspaces and find codes which
attain these bounds.

3) Develop the theory of PIR codes based on subspaces
and find such good codes which outperform the known
codes.

REFERENCES

[1] H. Asi and E. Yaakobi, “Nearly optimal constructions of PIR and
batch codes,” in Proc. IEEE Int. Symp. Inf. Theory, Aachen, Germany,
Jun. 2017, pp. 151-155.

[2] R. Bhagwan, K. Tati, Y.-C. Cheng, S. Savage, and G. M. Voelker, “Total
recall: System support for automated availability management,” Netw.
Syst. Design Implement., vol. 4, pp. 337-350, Mar. 2004.

[3] S. R. Blackburn and T. Etzion. (Aug. 2016). “PIR array codes with
optimal PIR rates.” [Online]. Available: https://arxiv.org/abs/1609.07070

[4] S. R. Blackburn and T. Etzion, “PIR array codes with optimal PIR
rates,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), Aachen, Germany,
Jun. 2017, pp. 2658-2662.

[5] M. Braun, T. Etzion, P. R. J. Ostergérd, A. Vardy, and A. Wassermann,
“Existence of g-analogs of steiner systems,” Forum Math., Pi, vol. 4,
no. e7, pp. 1-14, 2016.

[6] V. R. Cadambe and A. Mazumdar, “Bounds on the size of locally
recoverable codes,” IEEE Trans. Inf. Theory, vol. 61, no. 11,
pp. 5787-5794, Nov. 2015.

[7] B. Chor, E. Kushilevitz, O. Goldreich, and M. Sudan, “Private informa-
tion retrieval,” J. ACM, vol. 45, no. 6, pp. 965-981, 1998.

[8] A. Datta and F. Oggier. (Sep. 2011). “An overview of codes tailor-
made for better repairability in networked distributed storage systems.”
[Online]. Available: https://arxiv.org/abs/1109.2317d

[91 A. G. Dimakis, P. B. Godfrey, Y. Wu, M. J. Wainwright, and

K. Ramchandran, “Network coding for distributed storage systems,”

IEEE Trans. Inf. Theory, vol. 56, no. 9, pp. 45394551, Sep. 2010.

A. G. Dimakis, K. Ramchandran, Y. Wu, and C. Suh, “A survey on

network codes for distributed storage,” Proc. IEEE, vol. 99, no. 3,

pp. 476489, Mar. 2011.

S. El Rouayheb and K. Ramchandran, “Fractional repetition codes for

repair in distributed storage systems,” in Proc. 48th Annu. Allerton

Conf. Commun., Control Comput., Monticello, IL, USA, Sep. 2010,

pp. 1510-1517.

T. Etzion, “Perfect byte-correcting codes,” IEEE Trans. Inf. Theory,

vol. 44, no. 7, pp. 3140-3146, Nov. 1998.

T. Etzion and N. Silberstein, “Error-correcting codes in projective spaces

via rank-metric codes and ferrers diagrams,” IEEE Trans. Inf. Theory,

vol. 55, no. 7, pp. 2909-2919, Jul. 20009.

T. Etzion and N. Silberstein, “Codes and designs related to lifted

MRD codes,” IEEE Trans. Inf. Theory, vol. 59, no. 2, pp. 1004-1017,

Feb. 2013.

[10]

(1]

[12]

[13]

[14]



SILBERSTEIN et al.: LOCALITY AND AVAILABILITY OF ARRAY CODES CONSTRUCTED FROM SUBSPACES

[15]

[16]

(17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

(32]

[33]

[34]

[35]

[36]

(371

[38]

[39]

[40]

A. Fazeli, A. Vardy, and E. Yaakobi, “Codes for distributed PIR with
low storage overhead,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT),
Hong Kong, Nov. 2015, pp. 2852-2856.

A. Fazeli, A. Vardy, and E. Yaakobi. (May 2015). “Private informa-
tion retrieval without storage overhead: coding instead of replication.”
[Online]. Available: https://arxiv.org/abs/1505.06241

S. L. Frank-Fischer, V. Guruswami, and M. Wootters. (Apr. 2017).
“Locality via partially lifted codes.” [Online]. Available: https:/
arxiv.org/abs/1704.08627

E. M. Gabidulin and N. Pilipchuk, “Multicomponent network coding,”
in Proc. WCC Workshop Coding Cryptogr., Paris, France, Apr. 2011,
pp. 443-452.

S. Ghemawat, H. Gobioff, and S. Leung, “The Google file system,” ACM
SIGOPS Oper. Syst. Rev., vol. 37, no. 5, pp. 2943, 2003.

P. Gopalan, C. Huang, H. Simitci, and S. Yekhanin, “On the locality
of codeword symbols,” [EEE Trans. Inf. Theory, vol. 58, no. 11,
pp. 6925-6934, Aug. 2012.

S. Goparaju and R. Calderbank, “Binary cyclic codes that are locally
repairable,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), Honolulu, HI,
USA, Jun./Jul. 2014, pp. 676-680.

H. D. L. Hollmann, “Storage codes—Coding rate and repair locality,”
in Proc. Int. Conf. Comput., Netw. Commun. (ICNC), San Diego, CA,
USA, Jan. 2013, pp. 830-834.

S. J. Hong and A. M. Patel, “A general class of maximal codes
ror computer applications,” IEEE Trans. Comput., vol. C-21, no. 12,
pp. 1322-1331, Dec. 1972.

C. Huang et al., “Erasure coding in Windows Azure storage,” in
Proc. USENIX ATC, Boston, MA, USA, vol. 12, 2012, pp. 15-26.

P. Huang, E. Yaakobi, H. Uchikawa, and P. H. Siegel, “Linear locally
repairable codes with availability,” in Proc. IEEE Int. Symp. Inf. The-
ory (ISIT), Hong Kong, Jun. 2015, pp. 1871-1875.

Y. Ishai, E. Kushilevitz, R. Ostrovsky, and A. Sahai, “Batch codes and
their applications,” in Proc. 36th Annu. ACM Symp. Theory Comput.,
Chicago, IL, USA, Jun. 2004, pp. 262-271.

S. Kadhe and A. Sprintson, “Codes with unequal locality,” in Proc.
IEEE Int. Symp. Inf. Theory (ISIT), Barcelona, Spain, Jul. 2016,
pp. 435-439.

G. M. Kamath, N. Prakash, V. Lalitha, and P. V. Kumar, “Codes with
local regeneration and erasure correction,” [EEE Trans. Inf. Theory,
vol. 60, no. 8, pp. 4637-4660, Aug. 2014.

G. M. Kamath et al., “Explicit MBR all-symbol locality codes,”
in Proc. IEEE Int. Symp. Inf. Theory, Istanbul, Turkey, Jul. 2013,
pp- 504-508.

J. C. Koo and J. T. Gill, “Scalable constructions of fractional repetition
codes in distributed storage systems,” in Proc. 49th Annu. Allerton
Conf. Commun., Control, Comput., Monticello, IL, USA, Sep. 2011,
pp. 1366-1373.

H.-Y. Lin and E. Rosnes. (Jul. 2017). “Lengthening and extend-
ing binary private information retrieval codes.” [Online]. Available:
https://arxiv.org/abs/1707.03495

F. J. MacWilliams and N. J. A. Sloane, The Theory of Error-Correcting
Codes. Amsterdam, The Netherlands: North Holland, 1978.

F. Oggier and A. Datta, “Self-repairing homomorphic codes for distrib-
uted storage systems,” in Proc. INFOCOM, Shanghai, China, Apr. 2011,
pp. 1215-1223.

L. Pamies-Juarez, H. D. L. Hollmann, and F. Oggier, “Locally repairable
codes with multiple repair alternatives,” in Proc. IEEE Int. Symp. Inf.
Theory (ISIT), Istanbul, Turkey, Jul. 2013, pp. 892-896.

S. Rao and A. Vardy. (May 2016). “Lower bound on the redundancy of
PIR codes.” [Online]. Available: https://arxiv.org/abs/1605.01869

N. Raviv and T. Etzion, “Distributed storage systems based on inter-
secting subspace codes,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT),
Hong Kong, Jun. 2015, pp. 1462-1466.

A. S. Rawat, O. O. Koyluoglu, N. Silberstein, and S. Vishwanath, “Opti-
mal locally repairable and secure codes for distributed storage systems,”
IEEE Trans. Inf. Theory, vol. 60, no. 1, pp. 212-236, Jan. 2014.

A. S. Rawat, A. Mazumdar, and S. Vishwanath, “Cooperative local repair
in distributed storage,” EURASIP J. Adv. Signal Process., vol. 2015,
p.- 107, Dec. 2015.

A. S. Rawat, D. S. Papailiopoulos, A. G. Dimakis, and S. Vishwanath,
“Locality and availability in distributed storage,” IEEE Trans. Inf.
Theory, vol. 62, no. 8, pp. 4481-4493, Aug. 2016.

A. S. Rawat, Z. Song, A. G. Dimakis, and A. Gdl, “Batch codes through
dense graphs without short cycles,” IEEE Trans. Inf. Theory, vol. 62,
no. 4, pp. 1592-1604, Apr. 2016.

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

Natalia Silberstein

2659

S. C. Rhea, P. Eaton, D. Geels, H. Weatherspoon, B. Zhao, and
J. Kubiatowicz, “Pond: The oceanstore prototype,” in Proc. 2nd USENIX
Conf. File Storage Technol. (FAST), San Francisco, CA, USA, vol. 3,
Mar. 2003, pp. 1-14.

B. Sasidharan, G. K. Agarwal, and P. V. Kumar, “Codes with hierarchical
locality,” in Proc. Int. Symp. Inf. Theory, Hong Kong, Jun. 2015,
pp. 1257-1261.

B. Schroeder, S. Damouras, and P. Gill, “Understanding latent sector
errors and how to protect against them,” in Proc. 8th USENIX Conf.
File Storage Technol. (FAST), San Jose, CA, USA, Feb. 2010, pp. 1-14.
M. Schwartz and T. Etzion, “Codes and anticodes in the Grassman
graph,” J. Combinat. Theory A, vol. 97, no. 1, pp. 27-42, 2002.

N. Shah, K. Rashmi, and K. Ramchandran, “One extra bit of download
ensures perfectly private information retrieval,” in Proc. IEEE Int. Symp.
Inf. Theory (ISIT), Honolulu, HI, USA, Mar. 2014, pp. 856-860.

N. Silberstein and T. Etzion, “Optimal fractional repetition codes based
on graphs and designs,” [EEE Trans. Inf. Theory, vol. 61, no. 8,
pp. 4164-4180, Aug. 2015.

N. Silberstein and A. Zeh, “Optimal binary locally repairable codes via
anticodes,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), Hong Kong,
Jun. 2015, pp. 1247-1251.

I. Tamo and A. Barg, “A family of optimal locally recoverable codes,”
IEEE Trans. Inf. Theory, vol. 60, no. 8, pp. 4661-4676, Aug. 2014.

I. Tamo, Z. Wang, and J. Bruck, “Zigzag codes: MDS array codes
with optimal rebuilding,” IEEE Trans. Inf. Theory, vol. 59, no. 3,
pp. 1597-1616, Mar. 2013.

M. Vajha, V. Ramkumar, and P. V. Kumar. (Feb. 2017). “Binary,
shortened projective Reed Miiller codes for coded private information
retrieval.” [Online]. Available: https://arxiv.org/abs/1702.05074

M. Vajha, V. Ramkumar, and P. V. Kumar, “Binary, shortened projective
Reed Miiller codes for coded private information retrieval,” in Proc.
IEEE Int. Symp. Inf. Theory (ISIT), Aachen, Germany, Jun. 2017,
pp. 2648-2652.

J. H. van Lint and R. M. Wilson, A Course in Combinatorics, 2nd ed.
Cambridge, U.K.: Cambridge Univ. Press, 2001.

A. Wang, Z. Zhang, and M. Liu, “Achieving arbitrary locality and
availability in binary codes,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT),
Hong Kong, Jun. 2015, pp. 1866-1870.

A. Zeh and E. Yaakobi, “Optimal linear and cyclic locally repairable
codes over small fields,” in Proc. IEEE Inf. Theory Workshop (ITW),
Jerusalem, Israel, Apr./May 2015, pp. 1-5.

A. Zeh and E. Yaakobi, “Bounds and constructions of codes with mul-
tiple localities,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), Barcelona,
Spain, Jul. 2016, pp. 640-644.

Y. Zhang, X. Wang, H. Wei, and G. Ge. (Sep. 2016). “On pri-
vate information retrieval array codes.” [Online]. Available: https:/
arxiv.org/abs/1609.09167

B. Zhu, K. W. Shum, H. Li, and H. Hou, “General fractional repetition
codes for distributed storage systems,” IEEE Commun. Lett., vol. 18,
no. 4, pp. 660-663, Apr. 2014.

received her B.A. degree in Computer Science

(cum laude), B.A. degree in Mathematics (cum laude), M.Sc. degree in
Applied Mathematics (summa cum laude), and Ph.D. degree in Computer
Science from the Technion, in 2004, 2007, and 2011, respectively. She then
spent several years as a postdoctoral fellow at the Department of Electrical
and Computer Engineering at the University of Texas at Austin, USA, at the
Computer Science Department at the Technion, and at the Department of
Electrical and Computer Engineering at Ben-Gurion University, Israel. She is
currently a research scientist at Yahoo! Research Labs, Haifa, Israel. Her
research interests include coding for distributed storage systems, network
coding, algebraic error-correcting codes, applications of combinatorial designs
and graphs to coding theory



2660

Tuvi Etzion (M’89-SM’94-F’04) was born in Tel Aviv, Israel, in 1956.
He received the B.A., M.Sc., and D.Sc. degrees from the Technion — Israel
Institute of Technology, Haifa, Israel, in 1980, 1982, and 1984, respectively.
From 1984 he held a position in the Department of Computer Science at
the Technion, where he now holds the Bernard Elkin Chair in Computer
Science. During the years 1985-1987 he was Visiting Research Professor
with the Department of Electrical Engineering — Systems at the University
of Southern California, Los Angeles. During the summers of 1990 and
1991 he was visiting Bellcore in Morristown, New Jersey. During the years
1994-1996 he was a Visiting Research Fellow in the Computer Science
Department at Royal Holloway University of London, Egham, England. He
also had several visits to the Coordinated Science Laboratory at University
of Illinois in Urbana-Champaign during the years 1995-1998, two visits to
HP Bristol during the summers of 1996, 2000, a few visits to the Department
of Electrical Engineering, University of California at San Diego during the
years 20002017, and several visits to the Mathematics Department at Royal
Holloway University of London, during the years 2007-2017.

His research interests include applications of discrete mathematics to
problems in computer science and information theory, coding theory, network
coding, and combinatorial designs.

Dr. Etzion was an Associate Editor for Coding Theory for the IEEE
TRANSACTIONS ON INFORMATION THEORY from 2006 till 2009. From
2004 to 2009, he was an Editor for the Journal of Combinatorial Designs.
From 2011 he is an Editor for Designs, Codes, and Cryptography. and from
2013 an Editor for Advances of Mathematics in Communications.

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 65, NO. 5, MAY 2019

Moshe Schwartz (M’03-SM’10) is an associate professor at the Depart-
ment of Electrical and Computer Engineering, Ben-Gurion University of the
Negev, Israel. His research interests include algebraic coding, combinatorial
structures, and digital sequences.

Prof. Schwartz received the B.A. (summa cum laude), M.Sc., and
Ph.D. degrees from the Technion — Israel Institute of Technology, Haifa,
Israel, in 1997, 1998, and 2004 respectively, all from the Computer Science
Department. He was a Fulbright post-doctoral researcher in the Department
of Electrical and Computer Engineering, University of California San Diego,
and a post-doctoral researcher in the Department of Electrical Engineering,
California Institute of Technology. While on sabbatical 2012-2014, he was a
visiting scientist at the Massachusetts Institute of Technology (MIT).

Prof. Schwartz received the 2009 IEEE Communications Society Best
Paper Award in Signal Processing and Coding for Data Storage. He has also
been serving as an Associate Editor for Coding Techniques for the IEEE
TRANSACTIONS ON INFORMATION THEORY since 2014.



