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Aeroelastic Control-oriented Modeling of an
Air-breathing Hypersonic Vehicle
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Modeling aeroelastic effects for an air-breathing hypersonic vehicle is
challenging due to its tightly integrated airframe and propulsion system
that leads to significant deflections in the thrust vector caused by flexing of
the airframe. These changes in the orientation of the thrust vector in turn
introduce low frequency oscillations in the flight path angle, which make
control system design a challenging task. The air-breathing hypersonic
vehicle considered here is assumed to be a thin-walled structure, where
deformations due to axial, bending, shear, and torsional loads are modeled
using the six independent displacements of a rigid cross section. Complex
interactions between the airframe and the associated hypersonic flow field
may introduce lightly damped high frequency modes. Such high frequency
free vibration modes are computed accurately using a novel scheme previ-
ously developed. The nonlinear equations of motion for the flexible aircraft
are derived, these equations are then linearized about a computed cruise
condition, and selective modal analysis is carried out on the linearized sys-
tem. Further, a linear quadratic regulator (LQR) is designed to compensate
for perturbations in initial conditions, where a novel and practical approach
is used to populate the weighting matrices of the LQR objective function.
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Vector of instantaneous deformations

Cost functional

Optimal feedback constant

Linearized stiffness matrix

Lift, N

Lagrangian

Length of the forebody, m

Length of the nacelle, m

Length of the aftbody, m

Linearized mass matrix

Moment due to thrust, N-m

Mass matrix

Vehicle mass, kg

Conservative forces and moments vector

Position vector of a point P on the airframe with respect to vehicle fixed frame, V'
Position vector of a point P on the airframe with respect to the inertial frame, I
Position vector of vehicle fixed frame, V'

Aerodynamic force vector

Control forces and moments vector

Vector of generalized coordinates

Rotation matrix from V frame to [ frame

Kinetic energy, J

Thrust, N

Time, s

Vector of control surface deflections

Displacement of the cross section along x;

Elastic strain energy stored in the structure, J

Vehicle weight, N

State variable vector

Independent spatial coordinate along the longitudinal axis, m
Independent spatial coordinate along the lateral axis, m
Independent spatial coordinate perpendicular to the lateral and longitudinal axes, m
Angle of attack

Perturbed generalized coordinate

Vector of modal coordinates

Lame’s first parameter, G Pa

Lame’s second parameter or shear modulus, G Pa

Diagonal matrix with free vibration natural frequencies
Mode shape function

Vector of Euler angles describing the orientation of the vehicle fixed frame
Material density, kg/m?3

Natural frequency, rad/s

Subscript

1=1,2,3 Forces along z; axis

Jj=4,5, 6 Moments along x; axis

cg  Center of gravity
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eq  Equilibrium condition

I. Introduction

Air-breathing hypersonic vehicle (AHV) technology finds potential applications in single
stage to orbit (SSTO)/two stage to orbit (TSTO) space missions and long range cruise mis-
sions. The advancement in aircraft structures and propulsion technology has fueled interest
in developing a full scale air-breathing hypersonic vehicle. Although AHVs offer attractive
benefits such as making low-earth orbit space missions reliable and affordable [1], long range
cruise missions cheaper [2], high speed commercial air travel possible [3], etc., they pose myr-
iad technological challenges in the form of aerothermoelastic effects [1], integrated airframe
and propulsion system [5], and nonminimum phase behavior [6].

An air-breathing hypersonic vehicle is a long, slender lifting body with a sharp leading
edge for drag reduction [7]. Such an aircraft would experience aerodynamic heating at the
stagnation point, in the nacelle region close to the combustion chamber, and along the aft
body panel housing the exhaust nozzle [5]. This would influence the associated flow field
over the aircraft and material properties of the structure. Coupling between the unsteady
aerodynamics, thermodynamics, and structural dynamics will result in aecrothermoelastic ef-
fects. Studying such effects requires a trade-off between using simplified analytical methods
against obtaining reduced order models from high fidelity computational tools [%].

The design vision for a hypersonic vehicle dates back to the end of World War I, supported
by the works of Konstantin Tsiolkovsky, Robert H. Goddard, and Werner von Braun [1)]. It
wasn’t until the late 1930s that these ideas were put to practice through experimental work.
The first experiments were attributed to the development of a pre-World War II German
A-series winged aircraft housing a V-2 rocket capable of reaching speeds beyond Mach 4 [10].
The modern day air-breathing hypersonic vehicle wasn’t conceptualized until the early 1960s,
fueled by the success of some of the early X-series aircraft developed in the United States
of America [I1]. The subsequent years would see the hypersonic vehicle’s flight envelope
extended up to Mach 14 through a joint U.S. Air Force and NASA program called ASSET
(Aerothermodynamic/elastic Structural Systems Environmental Tests). These flight tests
were carried out on aircraft with a waverider configuration, however, the propulsion system
was still rocket based [12]. The hypersonic vehicle concept evolved into using a supersonic
scramjet engine, as opposed to the conventional rocket propulsion, giving significant fuel sav-
ings and weight reduction by completely losing the oxidizer [13]. The projected performance
benefits included a significant increase in range and endurance, reduction in fuel consumed,
making the aircraft reusable, potential to land and take-off like conventional aircraft, re-
duction in time spent on preflight preparations, etc [11]. The benefits of using a scramjet
engine were compelling, but came with a fair share of challenges. The only viable location
for the scramjet engine was in the underbelly of the aircraft, resulting in a tightly integrated
airframe and propulsion system. Moreover, the inflow into the engine was influenced by the
forebody flexing, etfectively coupling the aerodynamics, structural dynamics, and propulsion
system [ 0]. Efforts to design a blended body aircraft encapsulating the nacelle of the scram-
jet engine began in the early 1970s and extended until the early 1980s [/ (]. Another joint
U.S. Air Force and NASA program called NASP (National Aero-Space Plane) was initiated
in the late 1980s to design a single stage to orbit air breathing hypersonic vehicle capable of
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reaching speeds as high as Mach 25 [17]. Such a vehicle would have to fly at lower altitudes to
achieve reasonable hypersonic propulsive efficiency leading to extreme aerothermal loads and
adverse temperature gradients [15]. This period saw the emergence of several mathematical
models that dealt with varying levels of complexity in order to model the dynamics of a single
stage to orbit hypersonic reentry vehicle [19]. The aeropropulsive models developed under
this program were later used in the Hyper-X program by NASA. The mission statement of
this initiative was to incrementally achieve technological progress, as opposed to developing
a full-scale vehicle. Further, the cruise speed decreased from Mach 25 to Mach 5-10 and the
single stage to orbit vehicle was revised to a two stage to orbit vehicle [2(]. The prototypical
Hyper-X demonstrator vehicle was 12 feet long and was envisioned to be scaled to a 200 foot
long full-scale aircraft [21]. The focus of this period was to tackle several control challenges
that seemed too far fetched earlier. Subsequent efforts in this area were made in developing
the two stage to orbit reusable launch vehicle for low earth orbit space missions by NASA
as part of the Hyper-X program, and a long range high altitude hypersonic cruise vehicle by
the U.S. Air Force as part of the HyTech program [16].

The available literature of interest pertaining to the design of AHVs can be broadly
classified into three mutually exclusive groups: studies on aerothermoelastic effects, vehicle
dynamics modeling, and control system design.

A. Aerothermoelastic Studies

Studies on aerothermoelastic effects date back to the early 1960s. As the focus shifted
towards scramjet propulsion, the nature of these effects changed drastically requiring a
complete revamp of the aerothermoelastic modeling efforts. Recent efforts by McNamara
and Friedman [7, 8] explored the effects of coupling between unsteady hypersonic aerody-
namics and thermodynamics on the structure. Klock et al. [1] carried out simulations of
the aerothermoelastic effects on the longitudinal dynamics of the flexible aircraft. Culler,
Williams, and Bolender [22] extended the nonlinear longitudinal dynamics model by Bolen-
der and Doman [5] to account for the effects of varying mass and average temperature along
the trajectory. Notable studies on the effect of aerothermoelasticity on control surface pan-
els for flutter analysis include those by Chao et al. [23], Abbas et al. [21], and Falkiewicz et
al. [25]. Although each of these works contribute to a growing body of literature in their own
way and provide valuable insight, they are not high fidelity control design worthy models.

B. Vehicle Dynamics Modeling

Most of the hypersonic vehicle dynamics models developed in the past two decades are
restricted to nonlinear ODE models describing the aircraft’s behavior along the longitudinal
direction. Early efforts by Chavez and Schmidt [19] account for flexibility effects in the
transverse direction and modeled aeropropulsive effects for the first time. Seminal works
by Bolender and Doman [5, 26] extended this work by advancing the aerodynamics model
from Newtonian impact theory to oblique shock theory to including viscous effects. Torrez
et al. [27] furthered this work by improving the propulsion system modeling through a
dual mode scramjet engine. The focus then shifted to control-oriented modeling, where
the modeling focus is to facilitate implementation of efficient control laws [2,28-31]. The
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aforementioned works consistently focus on studying the longitudinal dynamics of the vehicle.
The only work that studies the impact of longitudinal and lateral-directional dynamics is by
Keshmiri [32]. However, this work only addresses low-fidelity flexibility effects. All efforts
unanimously ignore high frequency effects, assuming them to be easily damped out. A
major contribution of our work is to acknowledge that this assumption needs to be verified
by modeling and studying the effects of these high frequency modes.

C. Control System Design

The Hyper-X program’s test flights shed some light on the impending control challenges to
be tackled in making hypersonic air-breathing flight a reality. Over the past two decades,
control system design efforts for an air-breathing hypersonic vehicle range from treating the
airframe as a rigid body, to modest introduction of the airframe’s coupling effects, using a
linearized hypersonic aerodynamics model, etc. Works by Fiorentini et al. [0, 33, 34] focus
on the nonminimum phase behavior of the aircraft, and propose to use nonlinear control
techniques to compensate for such behavior. Sigthorsson et al. [35,30] use robust linear and
nonlinear control techniques by taking only the first three fundamental modes of vibration
into consideration. A control-oriented model developed by Parker et al. [37] shows control
laws that work for low fidelity structural models don’t necessarily work for high fidelity ones,
thus emphasizing the need for greater fidelity in the control models in order to develop re-
alistic control laws.

The body of literature developed so far, despite being diverse, leaves some voids, like
studying the effect of high frequency modes on the dynamics, modeling lateral-directional
dynamics, implementing high fidelity structural modeling accounting for shear effects, etc.
Therefore, there is a growing need for a comprehensive approach with a computationally
tractable, high fidelity model. Bolender [26] lists nine subject areas pertaining to AHV mod-
eling that need to be addressed. Two of the nine subject areas were isolated to be addressed
in this paper, namely, the capability for 6DOF simulations using a 3D aerodynamic model,
and the development of accurate first principles based models that do not require CFD and
FEM analysis to be run apriori.

In this work an air-breathing hypersonic vehicle is characterized by an airframe tightly
integrated with a scramjet propulsion system. The aerodynamic loads cause relatively large
deformations of the forebody that affect the air flow into the inlet, causing significant changes
in both magnitude and orientation of the resulting thrust vector. The airframe is modeled as
a thin-walled structure assuming that a plane section remains plane and not necessarily per-
pendicular to its instantaneous axis taking into account axial, bending, shear, and torsional
effects. None of the control-oriented models presented in the available literature account for
such high fidelity flexibility effects, making this approach unique and its impact significant.
Such a treatment also allows for the lateral-directional dynamics to be modeled, and its
interaction with the longitudinal dynamics to be studied. Six independent displacements of
a rigid cross section are used to describe the deformation at a given point on the vehicle
making the free vibration problem one-dimensional. The deformation at a given point on
the vehicle is expressed as a superposition of the first n significant modes, where each mode
is expressed as the product of a mode shape function ¢(z) and a modal coordinate 7(t).
The free vibration problem is solved to compute the mode shapes for the first n significant
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modes, using the Ritz method to estimate natural frequencies for the first n modes as ini-
tial guesses for a two-point boundary value problem solver SUPORE [38], which solves the
governing equations subject to appropriate boundary conditions to accurately compute the
mode shapes of the vehicle [39]. The first 14 free vibration modes are used to study the
flexibility effects of an AHV by deriving a system of nonlinear equations of motion. These
equations are derived using the principle of virtual work, where the virtual work due to ap-
plied (aerodynamic, gravitational, and control) forces is equated to the virtual work due to
internal forces (inertial effects and elastic forces) using the Lagrangian approach. These form
the nonlinear second order equations of motion for the flexible air-breathing hypersonic vehi-
cle taking into account the interaction between aerodynamic, gravitational, control, inertial,
and vibrational effects. Free vibration analysis of the vehicle’s geometry reveals that the
axial and transverse modes, and lateral and torsional modes, are coupled [!]]. The proposed
vehicle dynamics model accounts for flexibility etfects due to the first ten axial-transverse
modes and the first four lateral-torsional modes. Studying the effects of lateral vibration
and torsion in a control-oriented paradigm is a first for this class of vehicles. Further, the
nonlinear equations of motion are linearized about a given cruise condition to obtain the
linearized dynamics model. The first order linearized system’s stability about the cruise con-
dition is analyzed and the effect of unstable modes on the state variables is studied. The
primary objective of this work is to study the effect of high frequency modes on the stability
and performance of an air-breathing hypersonic vehicle. In order to stabilize the aircraft,
a linear quadratic regulator (LQR) is proposed. The normalized weighting matrices for the
objective function are expressed as a function of four independent parameters. Parametric
analysis is conducted to find a set of parameters that maximize the stability margin. The
closed-loop eigenvalues are presented for the most stable configuration resulting from a novel
parametrization.

II. Problem Description

The nonlinear equations of motion for a flexible AHV integrate a structural dynamics
model, an aeropropulsive model, and an actuator model for the control surfaces using the
principle of virtual work. Inertial and vibrational interactions are considered internal to the
structure, while aerodynamic, gravitational, and control forces are considered external.

A. Structural Dynamics Model

The airframe is modeled as a thin-walled structure, where six independent displacements
of a rigid cross section define the deformation at a given point allowing for axial, bending,
shear, and torsional effects. Figure 1 presents a three sided view of the airframe geometry.
The upper fore body panel, shown in the side view, extends the entire length of the aircraft
with an angle of inclination 7, with respect to the longitudinal axis, while the lower fore
body panel spans the length of the fore body L; and makes an angle 7y; with the axis. The
panel of the lower nacelle region is parallel to the axis and has a length L,,. The lower aft
body panel that forms a part of the exhaust nozzle stretches through the length of the aft
body L, and makes an angle 7, with the upper fore body panel. The upper panel, shown in
the top view, is modeled as an isosceles trapezoid with a height equal to the length of the
aircraft L, and base lengths equal to the width of the aircraft at the fore body tip and the
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aft body tip. This view also shows the location of the rudders and elevons located aft of the
aircraft. The cross section, shown in Fig. 1, is modeled as a rectangle above the longitudinal

L = 30.84m
L = 14.3256 m
L,= 6.096 m
L, = 10.0584m

TIU =3¢
T = 6.2°
T, =14.41°

I, Imo

Top View
— lu, If,
E
Cross Section
fu(xl) X3

i Ifsuixi) lug= 5.29167 m | |lu = 8.99635 m
- If = 4.022m If, = 6.24427 m
! ‘{s\(xl)

NS

Side View

L

Figure 1: Three sided view of a typical air-breathing hypersonic vehicle (Figures not to scale)

axis and as an isosceles trapezium below. The trapezoidal lower cross section derives from
the requirement that a fore body compression ramp needs to be flat in the lateral direction
as opposed to being curved. A curved lower cross section would create a shear layer across
the compression ramp (laterally) leading to nonuniform flow at the engine inlet. The length
of the rectangular section [, is the width of the upper panel, while [¢, the base of the trape-
zoidal section, is the width of the lower panel of the aircraft. The height of the rectangular
section [, and that of the trapezoidal section Iy are heights of the upper and lower side
panels of the aircraft. The cross section from Fig. 1 is defined by

lsu(ml) = {

lsl(xl) =

T1 tan Ty,
Le+L

(L — x]_) ( fLa

T1 tan 7,

Lf tanTu,

lu(.Tl) = luO -+ 2!L’1 tan Cu:
Lp(x1) = lyo + 227 tan (;.

n

nglgLf-l—Ln,

Jtan i, Ly+ Lo < < L,

OS‘TISL]"7
Ly <z < Lj;+ Ly,

(L — x1) (tan (To + T1u) — L%tanﬁu> ., Ly+L, <z <L,

(1)

Nonstructural mass of the aircraft is modeled as a rigid circular disc circumscribed by the
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Airframe Mass = 1587553 kg Non-structural Mass = 89496.98 kg

Airframe Material Properties:

p = 4437.114 kg/m3
A = 62.3736G Pa
L= 44GPa ‘

Airframe Thickness = 0.28in Airframe Mass {\ /
\ Non-structural

Mass

e

T sien

Figure 2: Nonstructural mass distribution

cross section as shown in Fig. 2. The disc density depends on the weight of each of the non-
structural elements considered. For a detailed description of the distribution of nonstructural
mass and computation of free vibration mode shapes, see Ref. [].

B. Aeropropulsive Model

The airframe is assumed to have a long, wedge shaped fore body and a sharp leading edge
that creates at the tip of the aircraft an oblique shock, which is almost entirely swallowed by
the engine inlet [7]. The lower fore body panel acts as a compression ramp for the scramjet
engine housed in the under belly of the nacelle region. The aft body is also wedge shaped
where its lower panel forms a part of the exhaust nozzle for the engine along which a shear
layer is created between the exhaust gases and the adjacent free stream. Aerodynamic panel
pressures are computed using the models described in Fig. 3. The aeropropulsive model
in the logitudinal direction is inherited from the literature []. Aerodynamic pressures on
the side panels are computed using Newtonian impact theory. Based on its mission profile
an AHV would have to be trimmed at a wide range of altitudes. The following atmospheric
model estimates freestream conditions for altitudes ranging from 85, 000 ft to 110,000 ft [ 1].
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Figure 3: Longitudinal aeropropulsive model

The freestream temperature, pressure, and density at a given altitude are

i (1o () &

h. —h —g/(KoR)
Poo =D <1+K0( gT 0)) : (6)

0
h —h —g/(KoR)—1
Poo =P0 (1+K0( gT 0)) ; (7)

where the geopotential altitiude is

hR
B M
g9 h+Re7 (8)

g is the acceleration due to gravity, R, is the radius of the earth, and R is the specific gas

constant. For a detailed derivation of the aerodynamic pressure distributions and thrust, see
Ref. [12].

Table 1: Table of constants for the atmospheric model.

Alt Range (k ft) | Base Alt, ho (ft) | po (Ib-f/ft2) | Ty (°R) | po (slug/ft®) | Ko (R/ft) |

65 — 104 104986.878 114.343 389.97 0.0001708 0.00054864
104 — 154 154199.475 18.12831 411.57 | 2.566003x107° | -0.00356616
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C. Actuator Model

The air-breathing hypersonic vehicle has four control surfaces: two elevons and two rudders
located aft of the aircraft as shown in Fig. 4. Control surfaces are modeled as rigid flat plates,
hinged at the mid-chord location and free to rotate about their axis. It is assumed that all
the control surfaces are located wide enough on the fuselage so that the freestream hyper-
sonic flow would be incident on the control surfaces, as opposed to a mixture of freestream
and associated flow field over the airframe. Figure 5 shows a side view of the elevon with the

Top View: -

Elevons

Figure 4: Top view showing the locations of the four control surfaces.

effect of the neutral axis bending captured through the angle

[ 06, 05, | "
edef = { 8$1 i) axl } ’I’](t) (9)

The blue line is the neutral axis and the black slab is the elevon, where ag is the angle of
attack of the undeformed aircraft, M., is the freestream Mach number, and J., is elevon
deflection about its mid chord point. The airframe’s deformation reduces total available con-
trol surface deflection for implementing closed-loop control. When the angle of incidence

Computing Angle of Incidence:
/ Oblique Shock

/8
/ It

M — g ~_Expansion Fan

i=d, +9def —i,

Figure 5: Side view of neutral axis and the elevon, showing the angle of incidence.

is greater than zero, the upper surface of the elevon experiences compression due to an
oblique shock and the lower surface sees a Prandtl-Meyer expansion fan, as shown in Fig. 5.
When the angle of incidence is less than zero, the upper surface experiences expansion and
the lower surface experiences compression. Similarly, aerodynamic pressure distribution over
the rudders is computed and all control forces are assumed to act on the respective hinged
locations as point forces, see Ref. [ 2] for derivations.
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III. Equations of Motion

A conventional aircraft modeled as a rigid body has six degrees of freedom in a six di-
mensional configuration space. A flexible aircraft, on the other hand, has infinitely many
degrees of freedom in a infinite dimensional configuration space. Modal decomposition in a
free vibration paradigm allows the first n significant modes to be used to describe flexibility
effects, approximating the configuration space by a finite dimensional space. This is a key
step in developing a control-oriented model, as it allows known control theoretic principles
to be applied. Nonlinear equations of motion expressed in terms of a generalized coordinate
vector uniquely describe the position of every point on the aircraft using six transport vari-
ables and n modal cordinates. There are three coordinate frames of interest, namely, the
structural frame (fixed at the tip of the aircraft and aligned with the neutral axis of the
undeformed body, used to compute free vibration mode shapes), the pseudo body frame (a
floating frame of reference, fixed relative to the undeformed body), and the inertial ground
frame (a non-accelerating frame of refernce, inertial with respect to the ground). Free vi-
bration mode shape functions are computed in the structural frame, modal coordinates are
expressed with respect to the pseudo body frame, and transport variables are measured with
respect to the inertial ground frame. It would be convenient to choose the structural frame
as the pseudo body frame to avoid transforming all the mode shape functions. Moreover, the
surface of the earth is assumed to be flat and the effect of its rotation on the dynamics of
the aircraft is neglected.

Figure 6: Location of vehicle frame and ground frame (Figure not to scale).

Figure 6 shows the location of the pseudo body frame, henceforth referred to as the
vehicle frame V, relative to the inertial ground frame I, where the position and orientation
of V with respect to I are given by the position vector p, and the vector of 3-2-1 sequence
Euler angles 0y;. The location of any point P on the aircraft with respect to I can be
expressed in terms of p,, Oy, and 7, the modal coordinates. The location of all points
on the aircraft at a given instant of time determine the configuration of the vehicle and a
generalized coordinate vector is composed of variables required to define this configuration.
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The generalized coordinate vector q has size 6 + n and is given by

Py
q= OV,I . (10)
n

Since q(t) describes the configuration of the vehicle for all time, the kinetic energy 7" of the
vehicle is expressed in terms of ¢ and q by

T(G, ) = 5" M(@)a (1)
where
IENE (I +Id(77))3><3 (I‘P)an
M) = | (I7+ITM), oy (Lp+ Laa(m) + (La(n) + L))y (Lo + Laa(m))s,,, |
(73) s (Lo + Lis(m) . (123),,5n
(12)
Ip—/v(pRBX)Tpdv, (13)
Lp:/CI)pdV, (15)
Ipp:/v(pRBX)T (PrB™) pdV, (16)
Idd:/v(dEX)T(dEX)pdV, (17)
[pd_/v(pRBX)T (dg™) pdV, (18)
o= [ (oae) Bpav (19)
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o = [ (@) @pav, (20)

]§¢::/n®T®pdV; (21)
1%
[543 is a 3 x 3 identity matrix,
0 —ys ¥
V)= w5 0 -wu (22)
Y2y 0

is a 3 x 3 skew symmetric matrix, prg is a position vector of a point on the undeformed
aircraft,

dg = [®(z1, 79, 73)| (?) (23)

is the vector of instantaneous deformations at a point, and ®(z1, s, 23), or ® is a matrix of
mode shape functions (See Ref. [12] for a complete derivaton). The elastic strain energy U,
and the gravitational potential energy U, of the vehicle are given by

Uela) = 50" [ Iaa] n, (24)
Uy(q) = —mg'p, — 8" Crs — g" [lo]n, (25)

respectively, where €0 is an n x n diagonal matrix of natural frequencies for the first n
significant modes obtained in Ref. [10], Cgp is the first moment of inertia of the undeformed
aircraft, and g is the gravity vector in the inertial frame of reference. The Lagrangian is

L=T(q4, q) — Uca) — Uy(a). (26)

The nonlinear equations of motion for the flexible aircraft obtained using the Lagrangian are

d (oL oL
% (a_q) - a_q - Qa + Qw (27)

where Q, and Q, are the generalized forces due to aerodynamic and control forces and
moments, respectively, derived from the virtual work due to these actions. The aerodynamics
model inherited from Ref. [5] is used to compute the aerodynamic generalized forces and the
thrust (See Ref. [10]). The generalized control forces vector is comprised of forces and
moments due to the thrust and control surface deflections. The second order nonlinear
equations of motion for a flexible aircraft obtained from Eq. (27) are

M(q)d + C(q, 4) — Qalaq, 4) + K(a) = Qu(q, 4, u), (28)

where u is the vector of control inputs, C(q, q) represents the Coriolis forces, K(q) represents
forces due to the conservative force fields such as the gravitational potential energy and elastic
strain energy. The effect of the airframe tightly integrated with the propulsion system
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described earlier is modeled here through the angle of attack «, which depends on the
structural deflection at the forebody tip of the aircraft, and to which the thrust is sensitive.
Assuming that the AHV mission profile is predominantly cruise and that the vehicle does not
turn into or away from the flow, the effect of shock induced transverse vibration dominates
the longitudinal dynamics, which is modeled via the change in the angle of attack. Further,
changes in the angle of attack affect the quality of the inflow into the engine inlet that
influences the direction and magnitude of the thrust vector. Therefore, this model captures
the effect of a flexible airframe on the thrust and through that the effect on the overall
dynamics of the aircraft. It is important to note that «(t) is a function of n(t),

a(bﬁg
a.’L‘l

alt) = ap+ { Zlo} n(t), (29)

and hence depends on q.

IV. Equilibrium Conditions

A typical air-breathing hypersonic vehicle’s mission profile is predominantly cruise. Hence,
it would be appropriate to use this as the desired equilibrium configuration and design an
appropriate closed-loop control system to ensure that the aircraft is stable while cruising.
In this configuration, the aircraft does not accelerate, and hence attains dynamic equilib-
rium, which is characterized by zero net acceleration. The aircraft would be required to be
trimmed at this desired cruise condition (no rotation) and it is assumed that it has struc-
turally reached a steady state, with vibrations damped out. These conditions are expressed
mathematically as

The above conditions are substituted into the nonlinear equations of motion, to obtain a
set of n + 6 nonlinear algebraic equations

M(q)d + Cleq) + K(q) = Qu(q, 4) + Qes(q, 4, ue,, FER) (30)

in n + 14 variables — three components of p,,,, three components of p,,,, three Euler an-
gles By, 1, fuel equivalence ratio FER, n modal coordinates m, two elevon deflections (0.,
des, ), and two rudder deflections (d.s,, Ocs,) as shown in Fig. 4. These four control surface
deflections are populated in u.,.

The n modal coordinates m(t) are coupled to the transport variables dynamically. At
equilibrium, the first six algebraic equations decouple from the remaining n equations. This
simplifies the trim problem considerably. The n algebraic equations present a linear relation-
ship between 1(t) and aerodynamic panel pressures due to the assumption of linear elasticity
of the structure.

Ny = [1669%] " {Qus_, (h, voo, FER)}. (31)
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—x_cosb, +x; sinb,

cg
p,, = 0
h+x,_sinb, +x, cosb,

321 Rotation
X —v, cos(6, — )
p = 0
v, sin(6, —a,)

Figure 7: Simplifying assumptions at equilibrium.

This leaves six nonlinear algebraic equations in 14 variables. Carefully choosing the location
and orientation of vehicle frame V as shown in Fig. 7 yields six equations in eight variables,
namely, cruise altitiude /.4, cruise velocity v, pitch angle 8, aeroelastic angle of attack c.q,
and four control surface deflections in u.s. There are two angles of attack for this vehicle
due to its flexible nature, namely, aeroelastic angle of attack a., measured from the instan-
taneous body axes x| — zf, and inertial angle of attack measured from the undeformed body
axes 1 — x3 (pseudo body frame V). The former is used in computing aerodynamic panel
pressures over the aircaft, while the latter serves the purpose of resolving velocity vector
components with respect to the inertial ground frame I. Equation (29) evaluated at the
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equilibrium yields a4, and is used to compute a.

( ) ( ) \
0 D(h, veo, FER) cos 6y + L(h, v, FER) sin 0,
0 0
< w | _ L(h, vso, FER) cosy — D(h, v, FER) sin 6, >
Py(h, veo, "7@q> Qas (P, v, FER)
P5(ha Voo ﬂeq) Qa5(h> Voo FER)
[ Ps(P, Voo Meg) \ Qus(h, Vs, FER) )
( —T (h, Vs, FER) cos 05 ) ( Qesy (M Voos Mgy Ues) )
0 Qesy (P, Voo, Meygs Ues)
n T (h, Voo, FER) sin 6, N Qess (M Vooy Mgy Ues)
0 Qesy (N Voos Mgy Ues)
MT(h7 Voo, FER) ch5(h7 Vooy Megs ucs)
. 0 ) L Qese (B Voo, Meg, Ues) )

(32)

Symmetry about the z; — x5 plane, and the assumpton that the aircraft doesn’t turn into
or away from the flow, leads to aerodynamic forces and moments canceling each other out
in lateral-directional planes. By choosing the two rudder deflections d.s, and d.s, equal, the
second, fourth, and sixth equations associated with side slip, roll, and yaw result in zero
equations. From a mission design standpoint it would be desirable to choose cruise velocity
and altitude, resulting in three equations and four varibles. A solution to this system was
computed using a Lipschitzian-based search algorithm called DIRECT that minimizes the
sum of squares of residuals for the three equations [ 1].

For a desired cruise altitude of 110, 000 ft and cruise Mach number of 10, the equilibrium
conditions are

heq = 110, 000 ft, aeq = —0.43081527°, M., =10, FER¢q = 0.93999677,
= Oesy,, = 2°, ap = 0y = —0.0068572°

Sesr,, = Ocsy,, = —45916°,  Oe,,

Figure 8: Side view of AHV’s equilibrium configuration.

A side view of the deformed aircraft at equilibrium (in the foreground) with exaggerated
deformations is presented in Fig. 8 and compared to the shape of the undeformed aircraft in
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the background. Notice the change in the angle of attack at the front and the displacement
of elevons at the back due to deformation.

V. Linearized Model

The primary performance expectation from a typical air-breathing hypersonic vehicle is
to travel half way across the globe in about two hours, by consuming less than 50% of liquid
hydrogen (LHs) fuel available at take-off. Such extreme expectations are typical of high-
speed, high-altitude, long range aircraft. This narrows down the mission profile to cruising at
a very high altitude and a high Mach number, like the ones obtained in the previous section.
At 110,000 ft, due to highly rarefied atmosphere, the threat of high speed winds and gusts
perturbing the aircraft from its equilibrium state is significantly lowered. The typical wind
speeds above 100, 000 ft are about 50 — 60 knots, as found experimentally in Ref. [14]. The
effect of gusts of magnitude 30 — 60 m/s on the dynamics of an aircraft weighing 107, 000 kg,
traveling at speeds as large as 3000 m/s can be studied by linearizing the nonlinear equations
of motion about the equilibrium conditions obtained earlier.

The nonlinear equations of motion derived earlier are

M(a(®))d(t) + C(a(t), 4(t)) + K(a(t)) = Qa (a(t), a(t)) + Qe (a(t), a(t), u(?)),  (33)

where M(q(t)) is the matrix that represents the translational, rotational, and vibrational
inertia of the aircraft, C (q(t), q(t)) is a vector that represents Coriolis forces and gyroscopic
moments, K (q(t)) represents gravitational and elastic forces, Q, (q(t), q(t)) represents the
aerodynamic forces, and Q. (q(t), q(t), u(t)) represents the control forces. Equations (33) are

.

linearized about a nominal solution (g, q) using small perturbation theory, where the state
variables are expanded using a Taylor series approximation. By neglecting second order and
higher order terms, a system of linear equations is obtained that represents the dynamics of
the system of nonlinear Eqs. (33) accurately enough, provided the perturbations are small.
The linearized equations of motion about an equilibrium flight are given by

M, 8q(t) + C. 8q(t) + K.0q(t) = B.ou(t) (34)
where

M, :M(Q)7

C. =V4C (,4) — V4Qu (@,d) — V4Q. (.4, 1),

K. =VqK Q)+ V4C (9,d) — VqQu (a0, ) — VqQ. (q, g, 1) ,
B. =V.Q.(q,q,1).

A typical first-order dynamical system is given by

x(t) = Ax(t) + Bu(t). (39)
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Equation. (34) when transformed into a first order system, assume the form described by
Eq. (39), where

_ 0n><n In><n _ Onxm _ 5Q(t)
4= ( — (MK, — (M C)ncn ) P ( (Be)scm ) - _{ 34(t) }

For the analysis presented in subsequent sections, the perturbed air-breathing hypersonic
vehicle dynamics are represented by a linearized system consisting of 12 rigid body modes,
with six displacements and six velocities describing motion in a six degree of freedom space,
and 28 flexible modes, where 14 of them represent vibrational displacement, while the other
14 represent vibrational velocities.

VI. Open-loop Stability Analysis

Equation (34) governs the behavior of the system under the influence of perturbed initial
conditions that are small in magnitude. The linearized system is modeled by taking into
account longitudinal, lateral, and directional dynamics coupled with transverse and lateral
bending, transverse and lateral shear, and torsion. Neglecting higher order flexible modes,
which usually get damped out rapidly during motion, results in a system that has a dimension
of 40. Further, five control inputs are used to compensate for deviations from the equilibrium
during cruise, given by the normalized fuel equivalence ratio, two elevon deflections, and two
rudder deflections. Figure 9 presents a comparison between the open-loop eigenvalues from
Bolender-Doman model and the proposed model. It can be seen that the inclusion of higher
free vibration modes has resulted in several lightly damped/weakly unstable high frequency
eigenmodes, which were neglected in the modeling etforts made so far. The existence of such
modes presents a control problem that is much more challenging than the ones tackled in
the literature.

Table 2 presents a comparison between the first 12 free vibration frequencies and eigen-
frequencies of the aeroelastic system. Due to the separation between the eigenfrequencies of
the first 12 eigenmodes and the remaning 28 modes, it can be concluded that the first 12
modes represent motion dominated by transport variables

. . . T
{pvl7 Pugs Pus, GVIN GVIzy HVIgv Puys Pvyy Puss 0\/[17 0\/[27 0\/13} .

Further, modal analysis is carried out on the linear time-invariant system Eq.(39).

Early efforts in estimating the relative contribution of a given mode on a particular state
in linear time-invariant systems (LTI) date back to the early 1980s, where van Ness et al. [17]
and Verghese et al. [10] carried out modal analysis to estimate the extent of impact unstable
modes have on state variables of systems that model the dynamics of large scale complex
power system networks. The method implemented by van Ness et al. [15] utilizes the relative
element magnitudes of the right eigenvector associated with a certain mode to estimate the
relative impact on state variables if that particular mode were excited. The relative element
magnitudes of the right eigenvector represent the peak amplitudes of various components
of the state vector for a given mode. When dealing with large scale coupled systems, it is
important to study the relative distribution of modal energies among state variables as the
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Open-loop Eigenvalues - BolenderDoman Model
Imsginary

Real

L 1 1
-2 -1 0 1

Fig. 9a)

Open-loop eigenvalues obtained from Bolender-Doman
model for an air-breathing hypersonic vehicle

Open-loop Eigenvalues - Proposed Model
Imaginary

120 |

100

50
unstable high

/frequency modes

Lightly damped/weakly |

-150

1 1 L
-£0 2 g0 100

Fig. 9b)

Open-loop eigenvalues obtained from the proposed

model for an air-breathing hypersonic vehicle

Figure 9: Open-loop eigenvalues in complex plane.

Table 2: Frequencies of first 12 eigenmodes.

Free vibration frequency (rad/s) ‘ Open-loop frequency (rad/s) ‘

0

S O OO O OO oo oo o o o

—2.82848 x 107" — 50.00725462
—2.82848 x 107" + 50.00725462
6.07419 x 1077 — j0.00943816
6.07419 x 1077 + j0.00943816
—0.303404
0.161859 — j0.501131
0.161859 + j0.501131
0.582026 — j0.298133
0.582026 + j0.298133
1.51106
—1.593 — 70.0832272
—1.593 + 70.0832272
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Table 3: Axial-transverse eigenfrequencies.

Free vibration frequency (rad/s) ‘ Open-loop frequency (rad/s) ‘

24.68151
24.68151
37.810596
37.810596
53.711302
53.711302
69.504044
69.504044
79.086391
79.086391
93.51508
93.51508
111.746287
111.746287
123.390325
123.390325
135.48118
135.48118
151.72034
151.72034

—0.212027 — 523.8293
—0.212027 + j23.8293
0.915203 — j55.0409
0.915203 + j55.0409
8.56883 — j72.8971
8.56883 + j72.8971
—74.969
—8.12756 — j77.192
—8.12756 + j77.192
6.9294 — j96.4822
6.9294 + j96.4822
—7.66357 — j102.625
—7.66357 + j102.625
119.267
0.323248 — j124.017
0.323248 + j124.017
7.30685 — j137.952
7.30685 + j137.952
—5.59096 — j147.4
—5.59096 + j147.4

Table 4: Lateral-torsional eigenfrequencies.

Free vibration frequency (rad/s) ‘ Open-loop frequency (rad/s) ‘

54.05765
54.05765
91.47149
91.47149
130.27299
130.27299
168.28852
168.28852

—78.3153
1.34903 — j91.6782
1.34903 — +j91.6782
112.376
6.40034 — j143.048
6.40034 + i143.048
—2.29565 — j167.122
—2.29565 + 7167.122
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dynamics of such systems are driven by continuous exchange of energy between modes. The
method implemented by Verghese et al. [10] extends the work of MacFarlane [17] to carry
out selective modal analysis of large scale, coupled, linear time invariant systems. Let the
eigenvectors for the linearized state matrix A be a basis U = {uy, us,ug, ..., u,} and the set
of vectors representing the reciprocal basis be given by V' = {vy, va,vs, ..., v,} such that

o] uj = 0y, i,j=1,23 ..., n (40)

(2

The unforced (open loop) response x(t) of the system depends on the state variable vector,
the system’s transient dynamics around the equilibrium, and the initial condition xq,

x(t) = exp(At) xo, for t > 0. (41)

Assuming A is not a defective matrix, which is typical for systems representing aircraft dy-
namics, the fractional contribution of the jth eigenmode’s response in the ith state variable
at t =0is

Wij = (Uj)i (uj)i7 Z?] = 17 27 37 ceey, N (42)

where (-), is the ith element of the vector (-). The modal participation factor matrix is
formed by accumulating these element-wise products for all the eigenmodes. The percent
contribution of a given state variable z; due to the j* eigenmode is

PMPF(G, j) = 100—"]

> fwy]

=1

(43)

Table 3 presents a comparison between the axial-transverse free vibration modes and
aeroelastic eigenmodes dominated by axial-transverse modal coordinates. Note the jump in
eigenfrequency from mode 12 to 13 between Tables 2 and 3, where the frequency goes from
0.158458 rad/s to 23.8296 rad/s marking the beginning of eigenmodes dominated by modal
coordinates. The classification between eigenmodes dominated by axial-transverse modal co-
ordinates and lateral-torsional modal coordinates is done by analyzing the PMPF matrix.
Two modes of interest in this analysis are modes 29 ( 112.376 rad/s, classified as lateral-tor-
sional) and 30 (119.267 rad/s, classified as axial-transverse), which are unstable, seen to the
far right in Fig. 9. From the percent modal participation factor plots shown in Fig. 10 for
these modes, it can be concluded that rigid body states (yaw rate 6,, and pitch rate 6,,)
dominate the participation for each of these modes. In other words, the energies associated
with these two high frequency unstable modes receive an 81.5% contribution from yaw rate
(mode 29, 112.376 rad/s) and a 78.2% from pitch rate (mode 30, 119.267 rad/s), respectively.
When excited, these modes could be detrimental to the aircraft’s stability. Further, due to
such high participation from transport variables these modes can not be damped out due to
material damping, and require efficient feedback control laws to achieve stability.
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Mode - 30 Mode - 29
For Eigenvalue = 119.267 For Eigenvalue = 112.376
% Participation % Participation
i 78.2 81.5
80+
60F 60!
40+ 40!
20+ 20!
334 703 4.87 7.56
0 - - T 0 ; ; : —
8, M N2 N 6, N4
(a) The states, from left to right, are évz, 7, and | (b) The states, from left to right, are 7y, 9U3,
2. and 74.

Figure 10: PMPF bar plots for modes 30 and 29.

VII. Linear Quadratic Regulator

With the advent of multidisciplinary design optimization tools, the need for an integrated
modeling and analysis environment for high speed aircraft has increased substantially over
the past two decades. The ever growing increase in performance expectations has made
the traditional design approach of optimize first, integrate later obsolete. Integrated design
methodologies focus on optimizing the overall design, as opposed to individual subsystems.
Control-oriented modeling is an approach that involves making appropriate assumptions
while modeling various subsystems in order to facilitate the inclusion of control design tools
during the conceptual design phase. The design framework developed so far is tailored
towards obtaining optimal control laws in order to ensure that the aircraft stays on the
desired trajectory. At its core, this problem involves compensating for deviation in initial
conditions caused by sudden gusts. For the problem defined here, a linear quadratic regulator
(LQR) is a good choice due to its reliability and ease of implementation. Just like any
optimization problem, optimal control design involves minimizing an objective function that
is of particular interest to the user.

In order to guarantee closed loop stability, the linearized system of equations, given by
Eq. (39), must satisfy (using standard LQR notation and terminology) [18]

1. The system (A, B) must be stabilizable.

2. The state weighting matrix ) must be positive semidefinite and the control weighting
matrix R must be positive definite.

3. The system (A, v/Q) must be detectable.

From Fig. 9, it is evident that the open-loop system is unstable and, hence, the system
requires a compensation mechanism, for example through full-state feedback. Full state feed-
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back for flexible vehicles can be practically achieved via fiber optic sensing system (FOSS)
that employs thousands of fiber Bragg grating (FBG) sensors integrated into a single fiber
along with a combination of optical frequency domain reflectometry (OFDR) and wavelength
division multiplexing (WDM) for high spatial resolution and high speed strain measure-
ments [1V]. In additon to its high temporal and spatial sampling rate, FOSS can operate at
temperatures as high as 1000°C and is immune to electromagnetic interference [7()]. Strain
measurements are multiplexed from the sensors and fed to algorithms that estimate the
shape of the aircraft [7!] and loads along the fiber [7”] in real-time.

In optimal control, it is important to pick an appropriate objective function that has
some physical significance. Consider minimizing the objective function

J = /OOO P3P (nii(éxl(ﬂ? +0a(1) + dus(1)?) + nig(fsm(tf +dzs5(t)° + 5136(”2)) “

o 1 1
+ / P1P3P4 (ﬁ(5$n+1<t)2 + 5$n+2 (t)Q + (51‘n+3(t>2) + F(6$n+4<t)2 + (S.Tn+5 <t>2 -+ 5xn+6(t>2)> dt
0 v

6
> do(t)? Abes, (1)2 Abes, () Abesy (1)?  Ads, (1)?
(), (M0 Mt? | it S
0 n¢ nALQ nAl,z nA3,4 nA3,4

(44)

where py, ps, ps3, and py are positive parameters. Further, the first two rows of Eq. (44)
represent a normalized measure of the perturbed rigid body states, where n,, ny, and n,
are expected maximum perturbations of the respective states. These constants are used for
normalization purposes, hence, they are lumped based on the order of the states. Row three
of Eq. (44) is a normalized measure of the control inputs. The designer has the choice to
prioritize between the rigid body positions and velocities by choosing the parameter p; and
the choice to prioritize between the fuel equivalence ratio and control surface deflections via
pe. Further, the designer has a choice to prioritize between the deviation in states (dx) and
the additional control effort needed (du) through ps, and p, is a stability tuning parameter
for the algebraic Riccati solver. The objective function used in optimal control design is of
the form

7= [ () a2 Qo)) (62} + (50} s Ripa)) (5} (15)
0
where
(1/n2) I3« 033 O3xn—6 03x3 0343 03xn—6
O3x3 (1/n2)I3x3  O3xn_s 0343 O3x3 03xn—6
Q(pl) — 0n—6><3 0n—6><3 On—6><n—6 On—26><3 0n—6><3 0n—6><n—6 7
03x3 0343 O3xn-6  (p1/n7) I3xs O3x3 03xn—6
033 0343 03xn—6 0343 (p1/n2) I3 O3xn—o
0,,—6x3 0—6x3  On—6xn—6 0,—6x3 0,,—6x3 0,—6xn—6
(46)
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/20 0 0 0
0 Z?Q/HQAL2 0 0 0
and R(ps) = 0 0 P2/, , 0 0 (47)
0 0 0 p2/nA,, 0
0 0 0 0 po/ni,,

For the present analysis, the normalization factors were chosen to be the maximum
permissible deviations from equilibrium. The values for the present case are

5
ny, = 100 m, ng = FSTO rad, n, = 10 m/s,
™ ™
ng =1, Ay, = 4.5916@ rad, NAz, = 21_80 rad.

The cost function, J, is parametrized by p1, p2, ps3, ps, where p; shifts emphasis between
rigid body positions and velocities, p, shifts emphasis between fuel equivalence ratio and
control surface deflections, p3 shifts emphasis between the state variables and control vari-
ables, and p, is a stability tuning parameter for the algebraic Riccati solver.

The optimal control law for the case of full state feedback is
u(t) = =K z(t), (48)
where
K=-R'B'P. (49)
The optimal control gain is computed by solving the matrix algebraic Riccati equation
PA+A"P - PBR'B'"P+Q =0 (50)

for the positive definite matrix P. A parametric study was conducted, where parameters p;,
P2, and p3 were varied within the range 0.1 to 10. p4, on the other hand, was tuned to a value
of 10 as the algebraic Riccati solver consistently converged in that range. The effectiveness
of the tuned parameter is expressed in the form of a scalar stability measure SM, which is
given by the perpendicular distance between the least stable, stable mode and the imaginary
axis

SM = min {Re ()

i=1,...n

Re (\) < 0} , (51)

where ); is the 7th eigenvalue of the linearized state matrix A. In other words, a search
is conducted for the parameter that yields closed-loop performance, where the least stable
eigenvalue has the largest real part across the entire parameter range. Figure 11 shows that
the maximum stability measure is observed at p3 = 0.1. Figure 12 presents a parametric
variation of weights p; and py when p3 = 0.1. The parametric analysis indicates that placing
greater emphasis on deviations in positions (as opposed to velocities), and fuel equivalence
ratio (as opposed to control surface deflections) result in more stable control laws, as per
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Figure 11: Parametric variation of p3 and the maximum stability measures.

the scalar stability measure defined above. Figure 11 presents a parametric variation of ps
indicating that placing greater emphasis on control effort (as opposed to perturbations in
state) yield a higher stability measure. The best stability measure over the parameter range
is observed at

pr=0.160714,  p, =0.189474,  p3=0.1,  ps = 10.

The closed loop eigenvalues for the parameters presented above are shown in Fig. 13 in
comparison to the open-loop eigenvalues. It is important to note that although the closed-
loop system is exponentially stable for all the parameter values, the above set of parameters
give the best stability measure by moving the least stable mode(s) farther left from the
imaginary axis.

VIII. Conclusions

The design of future high speed aircraft requires advanced modeling tools to make the
design process affordable and reliable. Such vehicles experience extreme aerodynamic loads
causing significant flexing of the airframe, which leads to deflections in the thrust vector
due to an airframe tightly integrated with the propulsion system. Second order nonlinear
equations of motion were derived for the flexible air-breathing hypersonic vehicle using the
Lagrangian and principle of virtual work with the free vibration mode shapes and natural
frequencies previously obtained. These nonlinear equations of motion were linearized about a
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Figure 12: Stability measures for a parametric variation of p; and p,, while p3 = 0.1.
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Figure 13: Closedloop eigenvalues in complex plane.
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desired trajectory to obtain the linearized equations of motion, for which open-loop stability
analysis was carried out. Further, a linear quadratic regulator was designed to compensate
for deviations from the desired trajectory. A parametric analysis was conducted to find a set
of parameters that define the most appropriate cost function (within the range of parameters
chosen) to be minimized for the compensator.

Open-loop eigenvalues of the linearized system confirm the initial hypothesis that lightly
damped high frequency modes arise in air-breathing hypersonic vehicle (AHV) dynamics.
The proximity of high frequency modes to the imaginary axis conclusively establishes the
need to include high frequency modes during the modeling phase. Modes 29 and 30 classi-
fied as unstable flexible modes with purely real eigenvalues had a considerable impact on at
least one transport variable indicating a stronger coupling between modal coordinates and
transport variables. Parametric variation of the cost function via ps reveals that a higher
penalty should be placed on the control cost to obtain the highest stability margin. Further,
when p3 = 0.1 the parametric study showed that a higher stability margin was observed
when a higher penalty was placed on positions (compared to velocities) and fuel equivalence
ratio (compared to control surface deflections). The designed compensator placed closed-
loop eigenvalues as far to the left as possible, for the range of parameter values considered.
The algorithm DIRECT mentioned earlier could be used to set the penalties to maximize
stability margin.
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