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ABSTRACT

Matching markets with historical data are abundant in many appli-

cations, e.g.,matching candidates to jobs in hiring, workers to tasks

in crowdsourcing markets, and jobs to servers in cloud services. In

all these applications, a match consumes one or more shared and

limited resources and the goal is to best utilize these to maximize

a global objective. Additionally, one often has historical data and

hence some statistics (usually first-order moments) of the arriving

agents (e.g., candidates, workers, and jobs) can be learnt. To model

these scenarios, we propose a unifying framework, called Multi-

Budgeted Online Assignment with Known Adversarial Distributions.

In this model, we have a set of offline servers with different deadlines

and a set of online job types. At each time, a job of type j arrives.

Assigning this job to a server i yields a profitwi, j while consuming

ae ∈ [0, 1]K quantities of distinct resources. The goal is to design

an (online) assignment policy that maximizes the total expected

profit without violating the (hard) budget constraint. We propose

and theoretically analyze two linear programming (LP) based algo-

rithms which are almost optimal among all LP-based approaches.

We also propose several heuristics adapted from our algorithms and

compare them to other LP-agnostic algorithms using both synthetic

as well as real-time cloud scheduling and public safety datasets.

Experimental results show that our proposed algorithms are ef-

fective and significantly out-perform the baselines. Moreover, we

show empirically the trade-off between fairness and efficiency of

our algorithms which does well even on fairness metrics without

explicitly optimizing for it.
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1 INTRODUCTION

Large-scale matching markets are abundant in many modern ap-

plications. A canonical example is the online advertising market,

which is the main source of revenue for internet companies like

Google. Online bipartite matching models and their variants pro-

vide mathematical insight into the design and analysis of these

ubiquitous markets. In the basic version, we are given a bipartite

graph G = (U ,V ,E) where U and V represent sets of advertisers

and keywords, respectively. There is an edge e = (u,v) if and only if

the advertisement of u is relevant to a keyword v . Keywords arrive

one-by-one in an online manner and must be matched to a potential

advertiser immediately and irrevocably. Matching a keyword v to

an advertiser u gives a profit ofwu,v .

However, the above abstraction for online advertising can be

used to model the more general assignment problem in various

emerging applications, ranging from crowdsourcing marketplaces

(e.g., Amazon Mechanical Turk [49], matching online workers to

offline tasks), ride-sharing platforms (e.g., Uber, matching online

requests to drivers [40]), to assignment of jobs to servers in cloud

services [27]. There are several other applications of online match-

ing models in advance admission scheduling and online recommen-

dations (e.g., matching online users to service providers or offline

products [17, 42, 52]). These problems can be abstracted as a variant

of online bipartite matching where (1) there are two sets of agents

with at least one coming online; in any online step an immediate

and irrevocable decision has to be made; (2) there is a set of offline



(limited) resources with each having a given total budget; every

match consumes a subset of these resources.

Assadi et al. [9] considered the Online Task Assignment (OTA)

problem arising in crowdsourcing marketplaces. They assumed a

global budget on a single resource. Each match of an online worker

to an offline task will require a payment to the worker. The goal is

to design an online matching policy such that the expected num-

ber of tasks completed is maximized without violating the budget

constraint. Ho and Vaughan [32] studied a capacitated OTA where

every task has several copies and thus can be matched multiple

times. Hence the number of copies of each task is an offline re-

source. Huang et al. [33], Ma et al. [40], Tong et al. [51] considered

OTA emerging in the real-time spatial crowdsourcing platforms

(e.g., Grubhub in the online food-ordering business). In this con-

text, we can assign multiple online orders to a single worker where

each worker has two kinds of budgets: the number of orders they

can handle in each trip and the total working hours and/or travel

distance over all trips.

In this paper, we propose a unifying framework to handle the var-

ious budget constraints in the above applications. Additionally, we

consider a realistic arrival assumption inspired from real datasets;

these help us get much better provable performance. The following

are the two distinctive features in the model.

Multi-Budgeted Constraints. We have a set of K resources with

each resource having a known total budget. Each online match (or

assignment) is associated with a vector-valued cost of dimension

K with the kth element denoting the amount of resource k the

match consumes. We call a resource integral if and only if the

value consumed by all possible matches is integral (e.g., number of

sub-jobs); otherwise we call it non-integral (e.g., the total running

time).

KnownAdversarial Distributions. Common assumptions on the

arrival sequence include Adversarial Order (AO) where the arrival

sequence is fixed by an adversary (e.g., [9]), Random Arrival Order

(RAO) where the arrival sequence forms a random permutation

over the set of online agents (unknown but fixed) (e.g., [50, 56])

and Known Independent and Identical Distribution (KIID) where

online agents present themselves, in every time-step, as a sam-

ple (with replacement) from a known and identical distribution

(e.g., [24, 47, 48]). In this paper, we consider a generalization of KIID,

called Known Adversarial Distributions (KAD), where the arrival

distributions are allowed to change over time [23]. We motivate

KIID and its generalization KAD as follows. In practice, allocation

algorithms are implemented in episodes. We have L episodes (where

an episode could last a few hours as in cloud platforms to a day as in

ride-sharing). Within each episode, algorithms use the information

from the past episodes to łlearnž the arrival patterns which are

then used as an estimate for the current episode. This model has

a two-fold challenge; first is to learn the patterns across episodes

and the second is to have an efficient allocation mechanism within

an episode (which is the focus of this paper).

We now give a few concrete examples and show how our model

can be used to capture thesewith experiments on real world datasets

in the experiments section.

Resource allocation in datacenters. In modern data centers, one

of the challenges is to allocate various resources such as CPU,

memory, clusters, to various heterogenous tasks with different re-

quirements. The tasks usually fall into broad categories with very

structured demands for various resources [36]. A number of recent

works in the systems literature have empirically studied both ef-

ficient allocation as well fair division of resources [20, 26, 27, 35].

Our model can efficiently capture this multi-resource setting where

we have multiple shared resources with high sparsity (e.g., every

computer is associated with its CPU, while the set of resources are

CPU’s for all computers). The tasks arrive online and should be

allocated to a machine immediately and irrevocably. We look at

a small time-span of one-two minutes where multiple tasks are

run simultaneously on a machine with hard constraints on lim-

ited resources (i.e., every machine has a finite amount of CPU and

memory to simultaneously be utilized). The goal is to maximize

the number of tasks performed and/or to drop as few requests as

possible.

Public safety. Law enforcement in a given city or region is an

important task for any government. The challenge is to allocate

limited resources such as cops, vehicles, breath analyzers, etc. to

various regions where potential violations can occur while reducing

the response time and maximizing the efficiency (see, e.g., [16, 28,

39, 46] for some work in this area). This general problem can be

captured as an online resource allocation problem and naturally fits

in our model. We have a set of offline vertices which corresponds

to patrol team with multiple resources (e.g., number of cops, type

of vehicle, chase capabilities) stationed at various locations. When

a potential violation occurs, it has to immediately be matched to a

certain patrol team where the match fetches a reward proportional

to the nature of the violation.

Hiring candidates to jobs. Consider the scenario where an HR

division wants to hire new employees for a set of job positions

(see, e.g., [19, 54]). In practice they can hire at most one or two

new employees per post (due to a total budget) and need to train

each new employee to acquire the other skills needed. The training

process demands several kinds of related resources such as expe-

rienced staff, time, money (paid to trainers), machines, to name a

few. Suppose we have a finite budget allotted for each resource and

every successful hire fetches a monetary reward to the HR. Then

the problem facing the HR division can be precisely captured by

our model: each match of a candidate j to a post i will consume

various related resources due to the training process for j to acquire

skills required by i while absent from j.

Our contributions.We make several contributions in this paper.

First, we propose a general model that effectively captures the

online resource allocation problems in various matching markets

with historical data. Our model exploits the fact that historical data

can be used to learn the arrival distributions of online agents at

various times (e.g., [19] in case of hiring). Second, we present algo-

rithms that are provably correct and yield improved performance

over models where distributions are assumed to be unknown. In

particular, we first consider the simple case when only integral

resources are involved with sparse resource consumption. We show



Figure 1: Five shared resources with budgets B1, B2, . . . , B5.

that in this case, our algorithms are near-optimal among all LP-

based algorithms. Next we consider the general case when both

integral and non-integral resources are involved. We show that to

achieve a target competitive ratio, our model admits algorithms

which have significantly improved lower-bound requirements over

the budgets of non-integral resources, compared to previous ones

when arrival distributions are unknown. In particular, our results

completely eliminate the dependence on the ratio of largest to the

smallest bid [9]. This is crucial since this ratio can typically be very

large if the bids are non-uniform. Third, we consider a special case

when each assignment consumes a single non-integral resource

with no assumptions on its budget. We devise an algorithm with

theoretical guarantees and also show hardness results. Finally, we

give an empirical study of our algorithms and compare them with

natural heuristics on real datasets to validate and complement our

theoretical results. We also define two natural metrics for fairness

for this setting and explore how efficiency maximizing algorithms

perform on these fairness metrics.

2 PRELIMINARIES

We first formally define the model considered in this paper and then

describe the required background for the technical sections of this

paper. As a notation, denote [k] := {1, 2, . . . ,k} for any positive

integer k .

Multi-BudgetedOnlineAssignment (MBOA-KAD). Let I = {i ∈

[m]} be the set of (offline) servers, J = {j ∈ [n]} be the set of types

of (online) jobs and T be the time horizon. Every server i has a

(hard) time-out di ∈ [T ] after which it shuts down. LetG = (I , J ,E)

be the bipartite graph with an edge e = (i, j) iff job-type j can be

run on server i . Let N (j) = {i : (i, j) ∈ E} be the set of servers

that can handle job-type j and N (i) = {j : (i, j) ∈ E} be the set of

job-types that can run on server i . Each edge e = (i, j) has a weight

we denoting the profit obtained by allocating server i to job-type j.

Each assignment e = (i, j) consumes one or more of a given set of

K resources. The cost of an allocation e is given by a K-dimensional

vector ae ∈ [0, 1]K , where the kth dimension ae,k represents the

amount of resource k consumed by assignment e . Each resource k

has a budget Bk ∈ R+ that must not be exceeded. For each e , let

Se = {k ∈ [K] : ae,k > 0}, i.e., the set of resources it consumes.

At any instant t ∈ [T ], a job of type j arrives with a probability

pjt such that
∑

j pjt ≤ 1 (thus, with probability 1 −
∑

j pjt , no job

arrives at time t ). Let Ejt = {e = (i, j), i ∈ N (j) : di ≥ t} denote the

set of available assignments (i.e., the corresponding servers should

be active at time t ) for the job-type j at time t .1 For each e ∈ Ejt , we

say e is safe or valid iff for each k ∈ Se , resource k has a remaining

budget larger or equal to ae,k . When a job of type j arrives at t , we

have to make an immediate and irrevocable decision: either reject it

or choose a safe option e ∈ Ejt and get a resultant profitwe . Once a

safe assignment e is scheduled, the budget of each resource k ∈ Se
will be reduced by ae,k . Our goal is to design an online assignment

policy such that the expected profit is maximized.

Note that all algorithms presented in this paper are applicable

to a more general setting where each successful match e yields a

random profitWe (independent from others). All the algorithms

need to know iswe � E[We ] for each e 2.

The performance of online algorithms is usually measured using

the notion of competitive ratio (see [13]). For our problem, we

define the competitive ratio as follows.

Definition 2.1 (Competitive Ratio). Let ALG denote a given online

algorithm whose performance we want to measure. Consider an

instance I of the problem. Let E[ALG(I)] denote the expected

profit obtained byALG for this instance (here expectation is over the

randomness in the input as well as any randomness the algorithm

uses). Similarly, let E[OPT(I)] denote the expected value of the

optimal offline solution (i.e., the expected value of the optimal

solution on seeing the entire arrival sequence). The competitive

ratio is defined as infI E[ALG(I)]/E[OPT(I)].

For any maximization problem like the one studied here, we say

ALG achieves a ratio at least α ∈ (0, 1) if for any instance of the

problem the expected profit obtained by ALG is at least a fraction

α of the offline optimal solution. Typically computing the value

of E[OPT(I)] directly is hard. A common methodology to bypass

this is to construct a linear program (called benchmark LP) whose

optimal value is an upper bound on E[OPT(I)]. Hence comparing

E[ALG(I)] to the optimal value of this LP gives a lower bound on

the competitive ratio. We will now describe the benchmark LP used

in this paper.

Recall Ejt be the set of available assignments for a job of type

j arriving at time-step t . For any t , let Et =
⋃

j Ejt be the set

of all possible assignments (a-priori before the execution of any

online algorithm) at t . Further, for each t and e ∈ Et , let xe,t be the

probability that an assignment e is made at round t in an offline

optimal algorithm. Then the benchmark LP we use is as follows.

maximize
∑

t
∑

j
∑

e ∈Ej,t wexe,t (1)

subject to
∑

e ∈Ejt xe,t ≤ pjt ∀j ∈ J , t ∈ [T ] (2)
∑

t
∑

e ∈Et xe,tae,k ≤ Bk ∀k ∈ [K] (3)

0 ≤ xe,t ≤ 1 ∀e ∈ E, t ∈ [T ] (4)

This LP can be interpreted as follows. Constraint (2) Ð for any

given job of type j and time t , the probability that we assign a server

to j is at most the probability that j arrives at step t . Constraint (3) Ð

for any (integral or non-integral) resource k , the expected consump-

tion cannot be larger than its budget (Bk ). The last constraint (4)

1In this paper, we assume w.l.o.g. that each server can be allocated for an arbitrary
number of times before its shutdown. Any potential restriction on the number of
allocations can easily be modeled by an additional budget constraint.
2An allocation does not imply a completion of a job, hence this uncertainty can be
handled in our model.



is due to the fact that all {xe,t } are probability values and hence

should lie in the interval [0, 1]. The above analysis suggests that

any offline optimal solution {xe,t } should be feasible for the above

LP. Formally, we have Lemma 2.2 which claims that the optimal so-

lution of this LP is an upper bound on the expected offline optimal

value.

Lemma 2.2. The optimal value to LP-(1) is a valid upper bound

for the offline optimal solution.

The benchmark LP-(1) has previously been used in [7] and the

proof of Lemma 2.2 can be found there.

Integral and non-integral resources. For an integral resource

k , we have that for any e ∈ E, ae,k ∈ {0, 1} while for a non-

integral resource k , we have that for any e ∈ E, ae,k ∈ [0, 1].

For any integral resource k , WLOG we assume that Bk ∈ Z+. Let

K1 = {1, 2, · · · ,K1} and K2 = {K1 + 1, · · · ,K1 + K2} denote the

set of integral and non-integral resources respectively. For any

assignment e , we assume |Se ∩K1 | ≤ ℓ1 and |Se ∩K2 | ≤ ℓ2, where

ℓ1 and ℓ2 are the integral and non-integral sparsity respectively.

Adaptive and non-adaptive algorithms. For an LP-based ALG,

we say ALG is non-adaptive if for a given LP solution, the computa-

tion of strategy in each round t does not depend on the strategies

in the previous rounds from 1, 2, . . . , t − 1. Otherwise, we call it

ładaptivež. Here we distinguish ładaptivež and łnon-adaptivež to

highlight the computations of strategies in the łonlinež phase.

3 OTHER RELATED WORK

We now describe some related works other than those already

described. Our problem falls under the online packing family of

problems. Some representative works on this include [4, 6, 14, 15,

22, 37]. The most relevant to this paper is that of Devanur et al. [22]

who study it in the unknown i.i.d. setting. We have the following

important distinctions. First, our work assumes the known i.i.d.

setting. Second, Devanur et al. [22] study this problem in the large

budget regime (i.e., B ≥ Ω( 1
ϵ 2
)) and obtain 1 − ϵ approximation.

This paper however considers regimes where the lower bound

on the budget is only Ω( 1
log ϵ

). We circumvent the necessity for a

large lower-bound on the budget is by assuming sparsity in the

packing program. Closely related to the online packing problems

literature is another line of work on a family of problems called

bandits with knapsacks [2, 3, 5, 10, 11, 45]. These works consider

the learning variant of the online packing problems and obtain

approximation ratios that are comparable to [22]. Many special

cases of online packing problems and bandits with knapsacks have

been studied across communities including dynamic pricing ([21]

and references within), network routing and optimization ([10]

and references within), network revenue management ([12] and

references within).

4 ALGORITHMS

In this section, we describe our two main algorithms NADAP and

ADAP.

Non-adapative algorithm (NADAP).AlgorithmNADAP is a non-

adaptive algorithm based on LP. Suppose {x∗e,t |t ∈ [T ], e ∈ Et } is

an optimal solution to the LP-(1). The main idea behind NADAP

(described in Algorithm 1) is as follows. Suppose a job of type

j arrives at time t : sample a server i from Ejt with probability

αx∗e,t /pjt , where α ∈ (0, 1] is a parameter optimized in the analysis.

Make the assignment e = (i, j) iff e is safe (i.e., it will not violate

any budget constraint at t ).

ALGORITHM 1: The non-adaptive algorithm (NADAP)

For each time t , let the arriving job be denoted by j .

Let Êjt ⊆ Ejt be the set of safe assignments available for j .

If Êjt = ∅, then reject j ; else sample an assignment e ∈ Êjt with

probability αx ∗
e,t /pjt .

The last step of Algorithm 1 is well defined since we have
∑

e ∈Êjt
αx∗e,t /pjt ≤

∑

e ∈Ejt x
∗
e,t /pjt , which is at most 1.3

Adapative algorithm (ADAP). Algorithm ADAP is an adaptive

algorithm which uses Monte-Carlo simulations. The main idea

is as follows. Suppose we aim to develop an online algorithm

achieving a competitive ratio of γ ∈ [0, 1]. Consider an assign-

ment e = (i, j) ∈ Et for a job j at time t . Let Se,t be the event

that e is safe (i.e., we can choose this assignment without budget

violation for all resources) conditioning on the arrival of e at t . By

using Monte-Carlo simulation of the strategy up to t , we can get

a sharp estimate of Pr[Se,t ], say βe,t , with polynomial number

of samples. Therefore if e is safe at t , we choose it with probabil-

ity
xe,t
pj,t

γ
βe,t

, which implies that e is chosen with probability γxe,t

unconditionally.

The simulation-based attenuation technique has been used pre-

viously in other stochastic optimization problems (e.g., stochastic

knapsack [41], stochastic matching [1]). We assume that the sharp

estimate βe,t of Pr[Se,t ] for all t and e is exact, since the sampling

error can be accounted as a multiplicative factor of (1 − ϵ) in the

competitive ratio by a standard Chernoff bound argument. Formally

our algorithm, denoted by ADAP, is described in Algorithm 2. The

running time of this algorithm is polynomial in 1/ε .

ALGORITHM 2: The adaptive algorithm (ADAP)

At time t , let j be the job that arrives.

Let Êj,t ⊆ Ej,t be the set of safe assignments available for j .

If Êj,t = ∅, then reject j ; else sample an assignment e ∈ Êj,t with

probability
x∗
e,t
pj,t

γ
βe,t

.

To ensure the above algorithm is mathematically well-defined

with parameter γ , we need to show that βe,t ≥ γ for every t and e .

Lemma 4.1 (Validity of ADAP). By choosing γ = 1/(ℓ + 1), we

have βe,t ≥ γ for all t ∈ [T ] and e ∈ Et .

Both the algorithms presented do not work in the regime when

B is small. To overcome this, we propose a new algorithm with

additional restrictions when Bk = 1. Consider MBOA-S which

has the following setting: (1) all resources are non-integral and

have a unit budget Bk = 1; (2) each assignment requires only one

3In other words, with probability 1 −
∑

e∈Êjt
αx ∗

e,t /pjt , we will do nothing and

reject job j .



single resource (ℓ = 1); (3) servers have no deadline (di = T ); (4)

the arrival distributions over all job-types are identical across all

rounds, i.e., for each job-type j, pjt = pj for all t ∈ [T ]. It can be

shown that the performance of ALG1 and ALG2 can be arbitrarily

bad (see full version).

This new setting requires a modified benchmark LP. For each

e ∈ E, let xe be the expected number of times the assignment e

is made in the offline optimal over the T rounds. For each e , we

use ae to denote the cost of e for the unique resource it consumes.

For a given threshold α = 1/2, we say e is big if ae > α and small

otherwise. For each resource k , let BIG(k) (SM(k)) refers to the set

of big assignments (small) participating on constraint (or resource)

k . We use the following benchmark LP.

max
∑

e ∈E wexe (5)

s.t.
∑

e ∈Ej xe ≤ pj ∗T ∀j ∈ J , t ∈ [T ] (6)
∑

e ∈BIG(k ) xeae +
∑

e ∈SM(k ) xeae ≤ 1 ∀k ∈ [K] (7)
∑

e ∈BIG(k ) xe ≤ 1 ∀k ∈ [K] (8)

Constraint (8) is valid since in any offline optimal, at most one

big assignment from BIG(k) can be made, for each k . We design

a new algorithm for this setting, whose main idea is as follows.

We split the whole T rounds into two stages, where the first stage

consists of the first T ∗ β rounds and the second stage consists

of the remaining rounds. In the first stage, our algorithm only

considers big assignments and drops any small assignment while in

the second stage it considers only small ones while dropping the big

ones. For each job-type j , let BIG(j) (SM(j)) be the set of big (small)

assignment with respect to j. Suppose {x∗e } is an optimal solution

to the new benchmark LP (5). We can then formally describe the

algorithm as in Algorithm 3.

ALGORITHM 3: MBOA-S(β, γ1, γ2)

The first stage:

For each time t ∈ [T ∗ β ], assume some job j arrives.

Sample a big assignment e ∈ BIG(j) with probability
γ1x

∗
e

pj ∗T
.

If e is safe, then make it; otherwise reject it.

The second stage:

For each time t ∈ {T ∗ β + 1, T ∗ β + 2, . . . , T ], assume some job j arrives.

Sample a small assignment e ∈ SM(j) with probability
γ2x

∗
e

pj ∗T
.

If e is safe, then make it; otherwise reject it.

5 MAIN RESULTS AND TECHNIQUES

We now describe the main results and theoretical techniques used.

Detailed proofs are deferred to the full version.

First, we present two algorithms based on LP-(1), NADAP and

ADAP, which are non-adaptive and adaptive respectively. For the

integral MBOA-KAD where all resources are integral, we have the

following theorems.

Theorem 5.1 (Performance of NADAP for integral case).

For MBOA-KAD when all resources are integral with sparsity ℓ,

NADAPwith α = 1
ℓ+1 achieves a competitive ratio of at least 1

ℓ+1 (1−
1

ℓ+1 )
ℓ ≥ 1

e(ℓ+1)
using LP-(1) as the benchmark. The analysis for this

is tight.

Theorem 5.2 (Performance of ADAP for integral case). For

MBOA-KAD when all resources are integral with sparsity ℓ, ADAP

with γ = 1
ℓ+1 achieves a competitive ratio of at least 1−ϵ

ℓ+1 , for any

given constant ϵ > 0. Moreover, no adaptive algorithm can achieve a

ratio better than 1
(ℓ−1+1/ℓ)

.

From the above two theorems, we have that NADAP and ADAP

are almost optimal among all algorithms that use LP-(1) as bench-

mark, for the integralMBOA-KAD.Additionally, Theorem 5.1 achieves

the best possible ratio that NADAP can get based on LP-(1). For

algorithms which do not use LP-(1) as benchmark, the hardness

result is O(ln ℓ/ℓ) since the inapproxibility result of ℓ-uniform hy-

pergraph matching [30] carries over to this setting.

We now show an example to show that the results proved in

Theorem 5.1 is tight.

Example 5.3 (Tight Example for Integral Resources). Consider a

star graphG = (I , J ,E)where |I | = 1, |J | = ℓ+1,E = {ej |j ∈ [ℓ+1]}

with T = ℓ + 1. Let d1 = T , i.e., no deadline constraints. For each

t ∈ [T ], pjt = 1 iff j = t and 0 otherwise. We use aj and x
∗
j to denote

the terms aej and x
∗
ej ,t=j

. Let K = ℓ with Bk = 1 for each k ∈ [ℓ]

and aj = ej for each j ≤ ℓ, where ej is the jth standard-basis unit

vector of dimension K , and aj = 1 (of dimension K) for j = ℓ + 1.

Let the optimal solution to LP-(1) be x∗j = 1 − ϵ for each j ≤ ℓ and

x∗
ℓ+1
= ϵ for a proper weight vector. Now consider the assignment

e = eℓ+1 when j = ℓ + 1 comes at t = T . Let us compute the

probability Pr[Se,T ] that e is safe at T in NADAP(α). Assignment

e will be safe at t = T iff none of ej , j ≤ ℓ is made before. At each

time t < T , NADAP(α)makes the assignment ej=t with probability
αx ∗

j

pj
= α(1− ϵ). This implies that Pr[Se,T ] = (1−α(1− ϵ))ℓ , which

matches the lower bound. □

Next, we consider a general case, where we have both integral

and non-integral resources while making a mild assumption that

the budget of any non-integral resource is large enough. Let B be

the minimum budget for any non-integral resource. We then prove

the following two theorems.

Theorem 5.4 (Performance ofNADAP for the general case).

For MBOA-KAD with integral and non-integral sparsity ℓ1 and ℓ2,

NADAP with α = 1
ℓ1+1

achieves a competitive ratio of 1
ℓ1+1

(

(1 −

1
ℓ1+1

)ℓ1 − ε
)

, for any ε > 0, assuming B ≥ 2 ln( ℓ2ε )
(

1 + 3ℓ1+2
ℓ21

)

+ 2.

Theorem 5.5 (Performance of ADAP for the general case).

For MBOA-KAD with integral and non-integral sparsity ℓ1 and ℓ2,

ADAP with γ = 1−ϵ
ℓ1+1

achieves a competitive ratio of 1−2ε
ℓ1+1

for any

given ε > 0, assuming B ≥ 3 ln( ℓ2ε )(1 +
1
ℓ1
) + 2.

Our results imply that with the knowledge about arrival distri-

butions we can obtain significant improvements over the results for

the adversarial model. Let us compare our results with those of [9].

The setting in [9] can be viewed as a special case of our model with

ℓ1 = ℓ2 = 1. From Theorem 5.5, we obtain a ( 12 − ϵ) competitive

ratio assuming B ≥ 12 ln(1/ϵ) while [9] obtain a ratio ofO( 1
Rϵ lnR

),

assuming B ≥ R
ϵ and R �

maxbi, j
minbi, j

(i.e., the ratio of the largest bid to

the smallest bid over all possible assignments). Note that our results

completely removes the dependency on R and also significantly relax



the lower bound assumption on B. This is a theoretical evidence to

advocate the use of historical data to learn arrival distributions.

Third, we consider the case of MBOA-KAD when both integral

and non-integral resources are involved but no lower bound is

known for the budgets of non-integral resources. To make the

problem tractable, we make the following three assumptions: (1)

each assignment consumes only a single resource (ℓ = 1); (2) dead-

line constraints on all servers are removed; (3) the arrival distribu-

tions over all job types are identical across all rounds. We refer to

MBOA-KAD under these three simplifying conditions as MBOA-S.

Note that MBOA-S still generalizes the well-known online bipar-

tite matching problem and several variants such as Adwords and

Display Ads (e.g., [25, 29, 34, 43]). It can be shown that the perfor-

mance of the two previous algorithms, NADAP and ADAP, can be

arbitrarily bad in this case. We propose a strengthened benchmark

LP and obtain the following theorem.

Theorem 5.6. There exists an online algorithm which achieves an

online ratio of 1
4 forMBOA-S. Meanwhile, no online algorithm can

achieve a ratio better than e−1
2e−1 ∼ 0.387.

6 EXPERIMENTS

In this section we describe our experimental results. We use the

Google cluster trace data [18, 31] which was used by Kash et al.

[36]. This dataset contains traces of job allocation to servers within

Google’s datacenters. We process this dataset for our purposes,

which we describe below. To further show the generality of our

model, we also run additional experiments modeling an allocation

problem in the public safety domain.

Experimental setup. Every machine is characterized by an id, the

total CPU capacity and the total memory capacity. Each sample is

from an interval of 2 minutes in the dataset and hence is a short

enough time-span to consider hard total budget on the resources.

A job type is characterized by the CPU and memory requirements.

Hence there can be multiple jobs of the same type (which we use to

construct our arrivals). Every machine consumes two resources and

these resources are not shared by other machines (this application

has a simpler notion of shared resources compared to the generality

our model can handle). Therefore we have total of 2m resources

with a sparsity ℓ = 2. We assume that all machines are active

throughout.

Dataset and preprocessing. Our experimental setup is inspired

from the experiments of Kash et al. [36]. We use a random subset

of the dataset by samplingm machines and n jobs randomly for

m = 10 and n = {20, 100}. Our experiments are run for both the

(m,n) pairs. We assign arrival rates randomly to each of the jobs

and use it for all the experiments. For every (m,n) pair we generate

the compatibility graph by choosing 5 machines at random, that

a job j can be run on. All experiments are reported by running

100 independent trials and taking the sample average. Assignment

weights are assigned by generating an independent random number

between 0 and 1.

Algorithms. We compare our main algorithm NADAP with the

following three baselines. These baselines have been used previ-

ously in the literature [23]. The baselines are as follows. Suppose

job j arrives at time t . (1) SCALED: sample an assignment e ∈ Ejt

with probability
x ∗
e,t

∑

e∈Ejt
x ∗
e,t

and assign e iff safe. (2) USamp: sample

an assignment e ∈ Ejt uniformly from Ejt and assign e iff safe.

(3) Greedy: choose the assignment e ∈ Ejt , which has the largest

weight we among all safe options in Ejt . Finally note that ADAP

had similar performances as NADAP in our experiments and for

clarity we omit those from the figures. Deviating from the conser-

vative estimate predicted by theory for α in NADAP, throughout

the experimental section we set α = 1. We chose this by tuning for

optimal performance on a small holdout of the dataset. The reason

this value is different from what theory predicts is that, in theory

we are optimizing for the worst case input, while, as will be evident

from the results, these datasets do not represent the worst-case

graphs.

Throughput experiments.We compare the total weight of all the

assignments made by each of these algorithms. The first column

in Figure 2 describes the details. It is clear that our main algorithm

NADAP performs the best. Among the baselines Greedy is better

than the other algorithms. Despite SCALED having the information

of the optimal solution from the LP, it is not able to perform as good

as Greedy. This shows the inherent power of adaptive algorithms.

Fairness experiments. We run further additional experiments to

study the fairness of these algorithms. Fairness is a broad topic

and our goal in this paper is to show that despite not explicitly

optimizing for it, NADAP performs well compared to the baselines.

We discuss two notions of fairness which are inspired from the

max-sum and max-min fairness of Kash et al. [36]. Our setting dif-

fers from theirs and hence we cannot directly use their definitions.

However we define two notions, namely drop-sum and drop-max

fairness. For a give type j, let dsj be defined as the expected differ-

ence between the number of times this type appears in an arrival

sequence and the number of times an algorithm assigns it success-

fully. Drop-sum metric calculates the sum of dsj for every type j

while drop-max calculates the maximum over all types j of dsj .

Intuitively, higher the value of either of these metrics, the more

unfair the algorithm is. In the second column of Figure 2 we show

how the baselines and our algorithm performs on the drop-sum

metric. Our algorithm once again comes on top with almost no

difference among the other three baselines. On the drop-max metric

in the third column of Figure 2, however, we see an interesting

result where our algorithm is slightly worse than the three base-

lines. However the difference is not too significant, suggesting that

alongside maximizing throughput, NADAP is also inherently fair.

Does graph sparsitymatter? 4 We further study if either through-

put or the two fairness metrics significantly change for the algo-

rithms when the graph sparsity is varied. We use the setup of 10

machines, 20 jobs types and 1000 arrivals as the underlying pa-

rameters. Graph sparsity is varied by controlling the number of

neighbors each job-arrival can be assigned to. Figure 3 shows the

results for this experiments. As evident, there is some variation

in the absolute numbers, but these are not significant enough in

4Term sparsity is overloaded. Here it refers to the number of edges, which is different
from sparsity of resources used throughout the paper.



Figure 2: Allocation experiments on the Google cluster trace dataset. The upper row corresponds to 10 machines and 20 job types, while the

lower row corresponds to 10machines and 100 job types. First column is the results for Throughput experiments, second column is the results

for the drop-sum fairness experiments and the third column is the results for the drop-max fairness experiments.

absolute terms. Additionally, these numbers do not change the rel-

ative ordering for the performance of the algorithms in either of

the three metrics.

Discussion. The main experiments suggest that NADAP performs

well in practice, alongside having good theoretical guarantees. In

fact, the throughput experiments indicate that the performance

guarantee is far better than the theoretical prediction of around 0.3.

We also show that for a reasonable definition of fairness metrics,

our algorithm performs as good or better than the baselines. This

suggests that our model and algorithm is suitable for scenarios

where we want to maximize both throughput and fairness proper-

ties. It is also an interesting future direction to explicitly account

for fairness to further improve the performance of NADAP.

6.1 Additional Experiments for the Public
Safety Application

We use a large-scale policing dataset [44] for the public safety

application.

Dataset and assumptions. The policing dataset [44] contains

records from the Texas state since 2010. Every record in this dataset

contains the following: County, Latitude and Longitude, Time, Vi-

olation, Officer id, whether there was a search, stop outcome and

driver details such as gender, age, race (which we do not require for

our purposes). We use this information to create offline and online

vertices as well as the graph as follows. For every county we create

one offline vertex and pick one of the locations within this county

as the station (we assume that dispatch for this county is from this

station). For the online side, we create one online vertex for every

pair of (location, offense).5 For each vertex or type (offline and

5Location is a latitude longitude pair rounded to the nearest integer.

online), the set of neighbors is the set of 5 counties that are within

a radius r = 2 (in terms of differences in latitude and longitude) of

the location associated with this vertex. The dataset provides the

time rounded to the nearest minute. We regard every minute as a

time-step and set the time horizon T = 24 ∗ 60 = 1440 (24-hour

period). We sample 20 frequently appearing counties for the offline

side, 120 frequently appearing (location, offense) pairs for the on-

line types. To learn pjt ’s, we average the arrival frequencies in a

randomly chosen 90-day period and use another randomly chosen

14-day period for testing. We consider the unweighted case and

are only interested in maximizing the total number of unlawful

activities handled.

We assume that there are 7-types of resources, namely, total

travel distance, officers, patrol vehicles and equipments for speed-

ing, search, citation and arrest. The first 3 resources are owned by

each offline vertex (station) while the last four are shared across

vertices (therefore a total of 3 ∗ |I | + 4 resources). The first resource

captures the total working hours each station can continuously be

engaged in and account for it as the total travel distance travelled.

The last four represent the resources involved for detecting and issu-

ing a speeding violation, for conducting a search on the vehicle, for

issuing a citation and for making an arrest on the spot respectively.

Each match e = (i, j) (assignment of online offense type j to station

i) will consume 7 resources; the consumption of the first three re-

sources is jointly determined by the pair (i, j) (denoted by ae,1) and

the consumption of the last four resources is determined by type j

(denoted by ae,2). By averaging over all records from the dataset, we

compute and normalize such that ae,1 ∈ [0, 1]3 and ae,2 ∈ [0, 1]4.

To make ae,2 depend on station i , we uniformly sample a number

λi from [0, 1] and set the final cost ae as (ae,1, λi ∗ ae,2).
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