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Abstract. We detail a new prediction-oriented procedure
aimed at volcanic hazard assessment based on geophysi-
cal mass flow models constrained with heterogeneous and
poorly defined data. Our method relies on an itemized ap-
plication of the empirical falsification principle over an arbi-
trarily wide envelope of possible input conditions. We thus
provide a first step towards a objective and partially auto-
mated experimental design construction. In particular, in-
stead of fully calibrating model inputs on past observations,
we create and explore more general requirements of consis-
tency, and then we separately use each piece of empirical data
to remove those input values that are not compatible with
it. Hence, partial solutions are defined to the inverse prob-
lem. This has several advantages compared to a traditionally
posed inverse problem: (i) the potentially nonempty inverse
images of partial solutions of multiple possible forward mod-
els characterize the solutions to the inverse problem; (ii) the
partial solutions can provide hazard estimates under weaker
constraints, potentially including extreme cases that are im-
portant for hazard analysis; (iii) if multiple models are ap-
plicable, specific performance scores against each piece of
empirical information can be calculated. We apply our pro-
cedure to the case study of the Atenquique volcaniclastic de-
bris flow, which occurred on the flanks of Nevado de Colima
volcano (Mexico), 1955. We adopt and compare three depth-

averaged models currently implemented in the TITAN2D
solver, available from https://vhub.org (Version 4.0.0 — last
access: 23 June 2016). The associated inverse problem is not
well-posed if approached in a traditional way. We show that
our procedure can extract valuable information for hazard
assessment, allowing the exploration of the impact of syn-
thetic flows that are similar to those that occurred in the past
but different in plausible ways. The implementation of mul-
tiple models is thus a crucial aspect of our approach, as they
can allow the covering of other plausible flows. We also ob-
serve that model selection is inherently linked to the inver-
sion problem.

1 Introduction

Hazard assessment of geophysical mass flows, such as land-
slides or pyroclastic flows, usually relies on the reconstruc-
tion of past flows that occurred in the region of interest us-
ing models of physics that have been successful in hindcast-
ing. The available pieces of data D; € D, are commonly re-
lated to the properties of the deposit left by the flows and
to historical documentation. In general, this information can
be affected by relevant sources of uncertainty (e.g., erosion
and remobilization, superposition of subsequent events, un-
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known duration, and source). Physical models provide us
with a deterministic system to relate inputs and outputs of
the dynamical system of the mass flow (Gilbert, 1991; Patra
et al., 2018a) and are traditionally used to explore “what if”
scenarios and more recently in ways to supplement observed
data with physically consistent synthetic data (Bayarri et al.,
2015) for probabilistic analysis. However, this relation is de-
pendent on the difficult choice of a model and parameters for
future events.

In a probabilistic framework, for each model M € M we
define (M, Pyp), where Py is a probability measure over the
parameter space of M. While the support of Py can be re-
stricted to a single value by solving an inverse problem for
the optimal reconstruction of a particular flow, the inverse
problem is not always well posed. That is, no input data or
multiple input data are able to produce outputs consistent
with the observed information (Tarantola and Valette, 1982;
Tarantola, 1987). Choices based on limited data using clas-
sical inversion are often misleading since they do not reflect
all potential event characteristics and can be error prone due
to incorrectly limited event space. Sometimes the strict repli-
cation of a past flow may lead to overconstraining the model,
especially if we are interested in the general predictive ca-
pabilities of a model over a whole range of possible future
events. In this study, we use a multi-model ensemble and
a plausible region approach to provide a more prediction-
oriented probabilistic framework for hazard analysis. In par-
ticular, we generalize a poorly constrained inverse problem,
decomposing it into a hierarchy of simpler problems. We re-
mark that our hazard assessment is related to plausible flows,
similar to the event that occurred in 1955. A comprehensive
hazard assessment for any kind of future debris flow event is
beyond the scope of this work, though such an approach is
likely a necessary element of any comprehensive future ap-
proach using diverse data.

1.1 Probabilistic description

Our approach is characterized by three steps:

1. For each model M; € M, we initially set up a uniformly
probabilized general input space that we define as arbi-
trarily wide, namely (2}, P). At this stage, we only
require essential properties of feasibility in the models,
namely the existence of the numerical output and the re-
alism of the underlying physics. These initial input val-
ues are not subjectively incorporated or derived from
literature or experiments.

2. After a preliminary screening, we characterize a spe-
cialized input space, Q/ € Q7 under additional require-
ments of plausibility! that are related to the macroscopic
properties of the outputs. For instance, a robust numeri-
cal simulation without spurious effects, meaningful flow

10ur notion of output plausibility is not related to the model
plausibility defined in Farrell et al. (2015).
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dynamics, and/or the capability to inundate a designated
region.

3. Through more detailed testing, Vi € I, we can thus de-
fine the subspace Qlj C QJ of the inputs that are consis-
tent with a piece of empirical data D;.

We remark that the specialized input space is the inverse im-
age of the set of plausible outputs D¢ through the input—
output functions f; characterizing the models (see following
section). We also note that, Vj, all the described subspaces
of Q{), if not negligible, are trivially probabilized by the mea-

sures P/ and P/, defined by
Pl =R )/R) (2]).

for each measurable set® A.

The philosophy of our method is based on an item-
ized application of the empirical falsification principle of
Karl Raimund Popper (Popper, 1959), over an arbitrarily
wide envelope of possible input conditions. We remark that
this statement is not related to the model selection effort but
to the model inversion effort, i.e., to the iterative compari-
son of the members of a set of disparate data to the outputs
of models. We use multiple models to cover a wider span of
outputs, not to seek for a best model. Indeed, we empirically
falsify portions of the input spaces, not the models forms
themselves. The construction of the subspaces (SZ{ )i>1 has
several advantages compared to a traditionally posed inverse
problem:

— the intersection space ®/ :=) lej describes the set of
the inputs that solves the inverse problem;

— the partial solutions (Qi/ )i>1 provide information con-
cerning flows that partially solve the inverse problem,
and they may exist even if ®/ = &;

— each probability P/ (Q{ ) represents a performance
score of the adopted model against the piece of empiri-
cal data D; and can eventually be used for model com-
parison purposes, concerning that specific piece of data.

1.2 Functional structures

Our meta-modeling framework is fully described in Fig. 1.
Let us assume that each model M; € M is represented by an
operator:

fu, o Q) — RY,

where d € N is a dimensional parameter which is indepen-
dent of the model chosen and characterizes a common out-
put space. This operator simply links the input values in Qé

2We omit to express the o algebras of events in the probability
spaces. These can be trivially defined consistently with any arbitrary

choice in Q{)
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Figure 1. Diagram of input spaces, model functions, and output space (blue), with feasible inputs domain (red), plausible output codomain
and specialized inputs (green), and observed data and partial solutions subsets (orange). The question mark emphasizes that the covering of
other plausible outputs could be enabled by adding more models if necessary.

to the related output values in R?. We also define the global
set of feasible inputs:

Qg = U,
J

This puts all the models in a natural meta-modeling frame-
work. Then, we characterize the codomain Dg C R4 of plau-
sible outputs: that is, the target of our simulations — it in-
cludes all the outputs consistent with the observed data,
plus additional outputs which differ in arbitrary but plausible
ways. For the sake of simplicity, we use the same notation for
each piece of data D; and the set of outputs consistent with
it. Then V', the specialized input space is defined by

' -1
Q' = f,,1 (D).
That is, the set of all the feasible input values that produce
plausible outputs. In a similar way, Vi, sz = fﬂjl; (D;), and
for this reason those sets are called partial solutions to the
inverse problem.

We remark that the implementation of multiple models is a
crucial aspect in our approach. Typically, the available mod-
els are not able to entirely cover Dg, and

Do~ U fw, (2) # 2.
J

That is, there are plausible outputs, and possibly observed
data, that cannot be replicated by any of the considered mod-
els. The investigation of Dg and the quality of the solu-
tions will clearly improve as we add more models based on
new knowledge of the underlying processes, especially when
there is uncertainty as to which model is best in a particu-
lar situation. We show that the solution of the partial inverse
problems and model selection are strongly linked.
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1.3 Geophysical case study

We apply our procedure to the case study of the Aten-
quique volcaniclastic debris flow, which occurred on the
flanks of Nevado de Colima volcano (Mexico) in 1955.
We adopt and compare the three depth-averaged mod-
els Mohr—Coulomb (MC) (Savage and Hutter, 1989),
Pouliquen—Forterre (PF) (Pouliquen, 1999; Pouliquen and
Forterre, 2002; Forterre and Pouliquen, 2002), and Voellmy—
Salm (VS) (Voellmy, 1955; Salm et al., 1990), based on
the Saint Venant equations. Input spaces are explored by
Monte Carlo simulation based on Latin hypercube sampling
(McKay et al., 1979; Owen, 1992b; Stein, 1987; Ranjan and
Spencer, 2014; Ai et al., 2016). The three models are in-
corporated in our large-scale mass flow simulation frame-
work TITAN2D (Patra et al., 2005, 2006, 2018b; Yu et al.,
2009; Aghakhani et al., 2016). So far, TITAN2D has been
successfully applied to the simulation of different geophysi-
cal mass flows with specific characteristics (Sheridan et al.,
2005, 2010; Rupp et al., 2006; Norini et al., 2009; Char-
bonnier and Gertisser, 2009; Procter et al., 2010; Sulpizio
etal., 2010; Capra et al., 2011). Several studies involving TI-
TAN2D were also directed towards a statistical study of geo-
physical flows, focusing on uncertainty quantification (Dal-
bey et al., 2008; Dalbey, 2009; Stefanescu et al., 2012a, b)
or on the more efficient production of hazard maps (Bayarri
et al., 2009, 2015; Spiller et al., 2014; Ogburn et al., 2016).
The rest of the study is organized as follows. In Sect. 2,
we present our case study — debris flows from Nevado de
Colima; in Sect. 3, we introduce the physical models, we de-
fine and parameterize their input spaces, and we design our
Monte Carlo simulation; in Sect. 4 we statistically describe
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Figure 2. Barranca de Atenquique (Mexico) overview. (a) Stratigraphic sections of Saucedo et al. (2008) are marked with red dots, including
five preferred locations (yellow stars) and major ravines. Solid stars are detailed in the main text, and shaded stars are detailed in the
Supplement. Initial source piles are marked by blue dots. Coordinates and projection are UTM zone 13° N WGS84. (b) Digital elevation
map including isolines (NASA — JPL, 2014). Volume partition percentages among sources are reported. Regional map is included in a small

box.

the characteristics of the outputs and contributing variables,
mapping them globally and detailing them locally. Finally,
in Sect. 5, we use multiple pieces of information regarding a
historical debris flow to condition the input space, and then
we compare the performance of the models over that space.
The results show that model selection is inherently linked to
the inversion problem: that is, model performance depends
on which of the observed data we seek to reproduce. This
is a fundamental aspect to consider in the development of
multi-model solvers, dynamically selecting the model based
on performance against local data.

2 Nevado de Colima volcano and Barranca de
Atenquique

The Colima Volcanic Complex is located in the western
portion of the Trans-Mexican volcanic belt (small box in
Fig. 2). It consists of a N-S volcanic chain formed by
Cantaro, Nevado de Colima, and Colima volcanoes, within
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the Colima Graben (Luhr and Carmichael, 1990). It be-
gan forming 1.7 Ma ago with the growth of Cantaro vol-
cano (2800ma.s.l.) and continued with the formation of
Nevado de Colima volcano 0.53 Ma ago (Allan, 1986; Robin
et al., 1987). Activity was intermittent during the Pleis-
tocene and Holocene and continues today at Colima volcano
(3860 m a.s.1.), south of Nevado (Saucedo et al., 2010; Zobin
et al., 2015; Macorps et al., 2018).

Nevado de Colima (4320 m a.s.1.) occupies the central part
of the volcanic complex, being the most voluminous of the
three volcanoes (300-400km?). It is characterized by three
or four horseshoe-shaped craters (Cortés et al., 2010). The
youngest crater is 4 km wide and opens to the east with 100 m
deep, vertical walls. This structure contains the summit Pica-
cho dome (4300 m). The eastern flank of Nevado exposes a
thick sequence of debris flow, fluvial, pyroclastic flow and
debris avalanche deposits known as the Atenquique Forma-
tion (Mooser, 1961; Cortés et al., 2005; Saucedo et al., 2008),
covered by younger deposits. The crater morphology directs
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a large part of the drainage from the volcano into the Aten-
quique ravine, located on the ENE flank of the volcano and
~ 25 km long. Figure 2 shows the ravine and its surrounding
topography.

Figure 2b includes elevation isolines from the SRTM
DEM of 30m cell size for UTM zone 13° N (NASA - JPL,
2014). The drainage begins at an elevation of 4000 m on the
eastern flank of Nevado, is occupied by the perennial Aten-
quique River, and ends at its junction with the perennial Tux-
pan River at 1040 m. Between 4000 and 2000 m in altitude,
the ravine has an average slope of 34°. At an elevation of
1800 m, the Atenquique ravine is cut off by a 250 m cliff
in the vicinity of the junction with the Dos Volcanes dry
ravine. Beyond this cliff, the slope of the ravine suddenly
decreases from 34 to 18°, keeping this gradient to an ele-
vation of 1600 m at 11.5km from the summit. Between this
site and the catchments of the Los Plitanos and Arroyo Seco
dry ravines, located at ~ 21.5 m at an elevation of 1120 m,
the ravine gradient varies from 10 to 6°. The town of Aten-
quique is located at an altitude of 1050 m and 18.5 km (25 km
along the ravine path) from the head of the ravine. There,
the ravine channel has a gradient of 5°, which is maintained
down to the confluence with the Tuxpan River. The Aten-
quique ravine has an average width of 30 m, although in the
vicinity of Atenquique village it is up to 200 m wide.

2.1 The Atenquique volcaniclastic debris flow, 1955

On 16 October 1955, at 10:45 LT, the inhabitants of Aten-
quique were surprised by the sudden arrival of an 89 m high
wave carrying mud, boulders and tree trunks that devastated
the buildings in the town and four bridges, including the rail-
road bridge. More than 23 people died, and the flood leveled
everything but the tower of the church and the upper part of
the market place that luckily served as shelter for survivors
(Ponce-Segura, 1983; Saucedo et al., 2008). During the peak
flow, eyewitnesses observed that complete walls of buildings
were displaced several meters by the flood prior to their col-
lapse. The deposits are exposed along the Atenquique, Ar-
royo Seco, Los Platanos, and Dos Volcanes ravines, and their
distribution, stratigraphy, granulometry, and volume have
been described in Saucedo et al. (2008). Sixty stratigraphic
sections were studied along the Atenquique ravine and its
main tributaries (Fig. 2). Deposits cover a minimal area of
1.2km?2, and a minimum volume of 3.2 x 10° m> was esti-
mated for the flow.

The main flood probably formed in the Atenquique ravine
but was enhanced by the confluence of flows from its tribu-
taries: Dos Volcanes at 11.2 km, Arroyo Seco and Los Pla-
tanos, at 22.5 km. The following description of the flow de-
posits summarizes Saucedo et al. (2008). We remark that
we are not going to prescribe the rheology utilized in our
modeling effort, rather, we will let the data guide us to
plausible rheologies and inputs. During the first 10-12 km
(as recorded by the proximal exposures) the flow moved
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down steep slopes, eroding and incorporating coarse allu-
vium and sand. It left a massive deposit with a polymodal
grain-size distribution, with reverse grading of coarse clasts
and features typical of noncohesive debris flows, suggest-
ing a Mohr—Coulomb rheology might be appropriate. Down-
stream, in the medial exposures, the flow encountered gen-
tler slopes, reducing its velocity and promoting deposition
of part of the sediment load. The flow left a deposit with
a bimodal grain-size distribution and better sorting than be-
fore. Dilution could have produced a change in the rheology,
moving toward the boundary between a debris flow and a
hyperconcentrated flow. Just upstream of the village, below
the junction with the Arroyo Seco and Los Platanos ravines,
eyewitnesses reported peak flood levels, possibly enhanced
by the engulfing of a small water reservoir. At the junction,
the flow captured the fine-material load of flow from the
Arroyo Seco and Platanos ravines, causing significant dilu-
tion and a sudden increase in the flow turbulence and the
capacity to transport coarse particles. The resulting deposit
left by the flow entering Atenquique village again shows a
polymodal grain-size distribution. Voellmy—Salm rheology
might become more appropriate than Mohr—Coulomb. How-
ever, Pouliquen—Forterre rheology might also be able to flex-
ibly reproduce the resulting behavior. Downstream from the
town, the flow lost its capacity to transport large boulders,
probably due to widening of the flow and the consequent
fall in velocity, which may have been further reduced by
the hydraulic roughness effects of the flow impacting build-
ings. The flood definitively transformed from a debris flow
to a hyperconcentrated flow. The diluted flow probably had
a peak velocity in the range of 4 to 6ms~!, obtained using
the methods of Pierson (1985). The flood finally continued
downstream to join with the perennial Tuxpan River, where it
eventually transformed to a sediment-laden flow. It emplaced
up to 6 m of deposits.

2.2 Multiple sources and their locations

The 1955 debris flow, according to eyewitness accounts and
deposit analyses, emanated from multiple sources through-
out the watershed. The existence of multiple source areas
presents a unique challenge when attempting to model the
flow. Eyewitnesses confirm that, after the event, many small
landslides scars were present along the main ravine and
its tributaries. It is hypothesized that these landslides, trig-
gered by rain infiltration, supplied the bulk of the material
(Saucedo, 2003; Saucedo et al., 2008). To account for this
and based on the work in Rupp (2004), we initiate the flow
from five major source locations, reported in Fig. 2. We re-
mark that our numerical simulation toolkit allows for mul-
tiple starting points in the same run. Each source consists
of a paraboloid pile of material with a unitary aspect ra-
tio. Two source locations (1 and 2) are placed in the main
ravine, one (3) in a lateral valley associated with the regional
Tamazula fault, one source (4) in Arroyo Seco and one (5)
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in Arroyo Platanos. These locations are selected based on

local topography. The first three are located on steep up-

land slopes, while the other two are located along the main

drainage due to the lack of steep terrain nearby (Rupp, 2004).
5

The partition of volume V = > V; among the five sources
k=1
is scaled based upon the size of the drainage basin they are

located within. In particular, Yk, we define wy = Vi/V as
follows:

w) =w3 =w4 =19.24%, wy =37.58%, ws =4.70%.

This is equivalent to choosing pile radii of 80, 100, and 50 m.

We remark that source number, location, and volume par-
tition will be preserved in the following analysis. However,
we tested whether small variations affect the character of the
simulated flow only proximally. Large variations, for exam-
ple additional testing focused on increasing the weight w4
of the source in Arroyo Seco are not excluded but would re-
quire additional field work to be constrained and are beyond
the purpose of this study. More details about volume V are
provided in Sect. 3.1.

3 Prediction-oriented probabilistic modeling

Our numerical modeling of the Atenquique flow proceeds by
first assuming that the laws of mass and momentum conser-
vation hold for properly defined system boundaries. The flow
had very small depth compared to its length, and hence we
assume that it is reasonable to integrate through the depth to
obtain simpler and more computationally tractable equations
(Savage and Hutter, 1989).

The depth-averaged Saint-Venant-type equations that re-
sult are as follows:

ah+ 9 (hit) + 9 (hv) =0

— + —(hu —(hv) =

Jat  ox ay

9 9 1 9

—(hut) + — (ha? + =kg.h? ) + — (hwv) = S

Bt( ”)+ax( u +2 8z )+ay( uv) = Sy

9 ) 9 1

— (hv) + — (huv) + — | ho* + —kg,h* ) = S,. 1
at(v)+ax(uv)+ay(v+2gz ) y (1)

Here the Cartesian coordinate system is aligned such that z is
normal to the surface; 4 is the flow depth in the z direction;
hu and hv are respectively the components of momentum
in the x and y directions; and k is the coefficient which re-
lates the lateral stress components, o, and &y, to the nor-
mal stress component, o .. Note that %kgzh2 is the contribu-
tion of hydrostatic pressure to the momentum fluxes. Sy and
Sy are the sum local stresses: their definition depends on the
constitutive model of the flowing material (Kelfoun, 2011).
These include the gravitational driving forces, the basal fric-
tion force resisting to the motion of the material, and addi-
tional forces specific to the rheology assumptions.
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In this study we adopt the Mohr—Coulomb (MC),
Pouliquen—Forterre (PF), and Voellmy—Salm (VS) models,
detailed in Appendix A. These three models for large-scale
mass flows are incorporated in our large-scale mass flow
simulation framework TITAN2D (Patra et al., 2005). The
fourth release of TITAN2D? offers multiple rheology op-
tions in the same code base. The availability of three distinct
models for similar phenomena in the same tool provides us
with the ability to directly compare outputs and internal vari-
ables in all the three models and control for usually difficult-
to-quantify effects like numerical solution procedures, input
ranges, and computer hardware (Patra et al., 2018b).

3.1 Preliminary definition of the input space

The definition of the input space hierarchy Rij ) Q'é >

Q/ 2 Q/, Vi, j, is a fundamental part of our approach. The
dimensionality d; is a characteristic of the model. The input
spaces of MC and VS have three dimensions and are there-
fore parameterized:

' = { Goea e, V) € R}

Q(\)/S = {[arctan(u),loglo(é), V] € Ri}

On the other hand, the input space of model PF originally has
six dimensions — (@1, ¢2, @3, B, L, V). Following Pouliquen
and Forterre (2002), we constrain ¢3 = ¢ + 1°. Moreover,
preliminary testing in our case study showed a very similar
impact from the variation of § and L. So, we were able to
further reduce dpr = 4, by assuming the empirical relation-
ship

¢ —77°

20
which is consistent with the 8 values presented in the litera-
ture (Pouliquen and Forterre, 2002; Forterre and Pouliquen,
2003). In the following we also show the effect of fixing the
value of 8. We thus effectively parameterize the following:

B=f($):=

+0.1, (@)

off = {@1.2.1. V) eRE.
3.1.1 General input space

The input space boundaries (ay, M b, Mj)lfkfdj of SZ'(’) are
constrained by the following general assumptions:

— Total volume: V € [3.5, 5] x 100 m3,ie., 4.25+0.75 %
10° m3.

— Input space constraints:
MC — ¢ped > 5°, Pint € [Pved. 45°].
PF—¢| > 1°, ¢y € [¢p1+6°,¢1+18°], L € [0.1, 0.5] m.
VS —arctan(u) > 1°, logo(§) < 4.

3 Available from https://vhub.org (Version 4.0.0 — last access:
23 June 2016).
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In particular, a minimum volume of 3.2 x 10° m3 for the de-
posit left by the flow was obtained by Saucedo et al. (2008).
We assume that it is reasonable to increase this volume by
about 10 % to 50 % to represent the potential real volume in
the simulated flow, given the lack of recovery of any deposit
for the portion of the flow reaching the Tuxpan River. We
exclude basal friction angles below 5° in MC and 1° in PF
and VS because of numerical instability and unphysical be-
havior. In MC, we constrain ¢peq < ¢int, and we exclude in-
ternal friction angles over 45° because these are not consid-
ered realistic. In VS we do not allow & over 10* because it
produces unphysical results. In PF we constrain ¢; + 6° <
¢ < ¢1 + 18°, extending the range of values presented in
the literature (Pouliquen and Forterre, 2002; Forterre and
Pouliquen, 2003). The parameter L is related to the parti-
cle size (Forterre and Pouliquen, 2003); hence we define it
consistently with the observed average clasts sampled in the
field (Saucedo et al., 2008).

3.1.2 Specialized input space

The construction of Q/ relies on extensive testing of the
models over the general input space defined above. We base
our analysis on two qualitative properties that any realistic
flow must have (i) the flow must reach the town of Aten-
quique in a reasonable time, (ii) the flow does not overtop
the ravine walls. We quantitatively reformulate these proper-
ties as follows:

i. The flow reaches a minimum
1200 m a.s.1. before t = 1200s.

elevation ¢ <

ii. The maximum overspill at the confluence of flows from
different sources is < 0.1 m thick.

In (i), we selected 1200 m elevation because it is located
about 1 km upstream from the village (Saucedo et al., 2008),
and r = 1200 s, because we observed that flows that require
more time are not able to realistically inundate the village.
In (ii) we focused on flow confluences because they are
where the major overspilling issues take place in our tests.
Small changes in this definition do not significantly affect
the following analysis.

Figure 3 reports the minimum elevation ¢ inundated at
1200s and a summary of overspill issues. These values are
generated with reference to a flow volume of V =4.18 x
10° m?, roughly equivalent to the mean value of our range,
and so the input spaces have two dimensions in MC and VS
and three in PF. Following the empirical falsification princi-
ple, we snip the input range by deleting those regions that do
not satisfy our requirements. The subspaces obtained by this
procedure do not have a rectangular shape but look like par-
allelograms — this is because the effects of the input variables
on the output are not independent. Maximum flow height
maps of all these tests are included in SI1-SI3 in the Sup-
plement.
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— In MC we observe overspill issues if ¢peq < 6° and a
runout that is too short if ¢peg > 6.5°. We also note an
increase in the runout distance as ¢jn increases. In par-
ticular, ¢inc > 35° is required to inundate the village.

— In VS the overspill is observed in the region
{arctan(u) < 1.5°} x {logo(§) > 3.5}. In contrast,
the region f{arctan(u) > 3°} x {log;(§) < 3} produces
runouts that are too short.

— Model PF must be treated with greater care because of
its higher dimensionality. We divide its behavior along
four different hyperplanes, corresponding to different
values of ¢ and B = f(¢2). Overspill was observed
only in the hyperslice with ¢ =7° and L <0.4m.
In general, ¢; < 3° is required to have a long enough
runout.

3.2 Probability measures and specialized experimental
design

Initially, Vj, we uniformly distribute the measure Poj sup-
ported in the general input space Q{):

L . d;
P (p{, péj) ~ © Unif (agu,.biw,). 3)

where ( p{ et pél,) is the parameterization of model M;
M described above, and Vk, (a, M;s bik.m j) is the input range.
Latin hypercube sampling is performed over [0, 1] .

We enhance the sampling procedure by relying on orthog-
onal arrays (Owen, 1992a; Tang, 1993; Patra et al., 2018b).
Those dimensionless samples are thus linearly mapped over
the required intervals, providing the general experimental de-
sign. Then, according to the definition of the specialized in-
put space, we remove the design points which lie outside of
the boundary.

Figure 4 displays the plot of this specialized experimen-
tal design. In PF, the design is embedded in R*, and in Fig. 5
we show the plot of ancillary experimental designs supported
over the four hyperplanes described in Fig. 3, corresponding
to different values of ¢ and S = f(¢>). In the following,
our time domain is 7 = [0, 2400s], which provides suffi-
cient time for simulated flows to realistically inundate the
village, considering the inputs in /. We call #; = 2400 s the
ending time of the simulation.

Figure 6 summarizes all the steps of our approach, fol-
lowing the notation defined in the Introduction. We remark
that the comparison of observed data to the statistical sum-
mary of the outputs can provide some information on possi-
bly untested plausible flows and on the hypothetical necessity
of implementing additional models.
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Figure 3. Input space exploration and testing of (a) MC, (b) VS, and (¢) PF models, V =4.18 x 10° m3. The 3-D input space of PF is
described by four 2-D subspaces. Values reported are the minimum elevation ¢ reached at r = 1200s. A gray background marks those
inputs that generate unphysical flow runup and overspill the ravine walls: light gray is > 0.1 m, and dark gray is > 1 m. Red lines mark the
subdomain 2/ of flows with ¢ <1200 m and without significant overspill issues.

4 Observable outputs and contributing variables

We devise multiple statistical measures for analyzing the data
according to the specialized LHS design described in the pre-
vious section. In general, for each M; € M, we sample the
model inputs in a Monte Carlo simulation, and the output of
each sample run is calculated as a function f;(w, x, t), where
o is the input, ¢ is the time and x is a spatial element of the
computational grid. The family of these functions naturally
defines a random variable which expresses the model out-
puts with respect to the probability distribution P/ over the
input space /. This analysis generates a tremendous vol-
ume of data that we analyze using statistical methods. The
results are summarized by a family of spatial maps and tem-
poral graphs, displaying the expectation of the model outputs
and also their 5th and 95th percentiles, with respect to P/.

In particular, we select five sites and we gather detailed
results from our simulations in those special locations. These
are called sites 1-5 (stars in Fig. 1). They all belong to the set
of the 60 sections studied in Saucedo et al. (2008), and the
corresponding section numbers are also reported. In detail
they are as follows:

- Site 1, section 23, UTM 656690.1° N, 2160985.4° E is
along the main ravine ~ 6 km upstream from the Aten-
quique village.
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— Site 2, section 28, UTM 660380.8° N, 2162530.8°E is
in Arroyo Seco tributary, ~ 2.5 km upstream from the
confluence.

These first two are not described in detail, but the re-
lated results are included in SI4—SI5 in the Supplement. Con-
versely, we focus our analysis on the other three points, all
placed along the main ravine in proximity to Atenquique vil-
lage.

— Site 3, section 21, UTM 660258.1° N, 2161315.2°E is
~ 2 km upstream from the village.

— Site 4, section 17, UTM 662453.1° N, 2160360.1° E is
immediately upstream from the village, close to the con-
fluence with Arroyo Seco and Arroyo Plitanos tribu-
taries.

- Site 5, section 42, UTM 663539.0° N, 2160200.0° E. In
the village, ~ 1 km downstream from the previous site.

We note that close to Site 4 there are the supports of the new
bridge of the freeway to the city of Colima. Results related to
Site 5 are displayed in SI6 in the Supplement, but local flow
height and speed will be further analyzed in the following
sections.
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Figure 4. Overview of the specialized experimental design in (a, b) MC, (c, d) PF, and (e, f) VS models. Panels (a, c, e) are projected along
the V coordinate, and (b, d, f) are projected the along ¢j, ¢, and & coordinates. In (¢, d), the color expresses the distance along the third

dimension.
4.1 Percentile maps of maximum flow depth and
kinetic energy

First of all, we report the spatial maps of maximum flow
depth, A, and kinetic energy, k:

H :=max;erh(x,y), K :=max;erk(x,y). “4)

www.nat-hazards-earth-syst-sci.net/19/791/2019/

In our depth-averaged approach the kinetic energy® is de-
fined as
-2 =2
1 (hu)” + (hv)
Ki=z—,
2 h
4While the use of dynamic pressure is more common in these
applications, we have used kinetic energy as a more stable indicator

of potential to damage infrastructure and a quantity with a more
stable computation as a conserved scalar across all models.

®)
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Figure 5. Overview of modified specialized experimental designs in PF, supported over the four different hyperplanes described in Fig. 3.
All plots are projected along the V coordinate.

Define the codomain of plausible outputs - D
- robust numerical simulation without spurious effects

- macroscopically meaningful flow dynamics

- inundation of a designated region

For each model M, e 17
Define the domain of feasible inputs - Q)
- existence of the output
- realism in the physics

|
For each model Vi e 17
I ¥ Statistical summary of:
\ fMj(QJ) - plausible outputs

For each model M e 17

For each model M;e /17

For each piece of observed data D, € 77

fMj(QH) - partial solutions

Construct the specialized inputs | | Construct the partial solutions fi(Q) N0 Q)
Qi= fMj’l[DG N fMj(QOJ) ] D)= fMJ.'l[D‘ n fMJ.(Qj) ] intersection of part‘i‘e\al solutions
L 1 4

Figure 6. Diagram of the steps of our meta-modeling approach. Our statistical summary includes the local analysis of contributing variables.

The kinetic energy, K, in a traditional sense may be calcu-
lated over an arbitrary region R as follows:

where hu and hv are the components of momentum in the
x and y directions.

This is equivalent to %h | (@, v)||%: that is, half the flow
height times the speed square. Thus, « is formally the kinetic

Kin(R) = p/K(x, y)dxdy
energy density per unit of surface area, for a mass with unit

density. K 1
= p [ 3he 72 4502 dxdy,
R
where p is the density of the flow, typically in

[1000, 2000] kg m~—3, depending on the flow water content.
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Maximum flow height percentile maps

MC - 5th percentile values (a) MC - 95th percentile values (b)

Siteno. 5 2§

e

)

PF - 5th percentile values

Site no. 5

o
/)

VS - 5th percentile values (e)

[
u

Site no. 5

o

PF - 95th percentile values

Site no. 5

R |

_ /
d

)

Figure 7. Maximum flow height H as a function of time in (a, b) MC, (¢, d) PF, and (e, f) VS models. Panels (a, ¢, e) are the 5th and (b,
d, f) are the 95th percentile values with respect to P/. Colors are related to the flow height. Elevation contours are included at intervals of
100 m (gray) and 500 m (black) (NASA —JPL, 2014). Sites 3-5 are displayed.

Figure 7 reports the maximum flow depth, H, and Fig. 8
reports the maximum kinetic energy, K. MC shows the low-
est values of both flow depth and energy, while VS shows the
highest, especially in the distal part of the domain. In MC,
the flow in the tributaries is not capable of reaching the vil-
lage, while in the 95th percentile maps of PF and VS, it is.
In VS, the flow in Arroyo Pldtanos joins the main ravine,
even in the Sth percentile map. In general, local maxima of
flow depth are located in the ravine, while the kinetic energy
shows a more regular decrease. The energy values at the head
of the flow are in [1, 10]m> s=2, which is a relatively slow
flow compared to the dynamics observed upstream. Signif-
icant overspill issues are absent, but in the 95th percentile
maps all the models report some flow in the Dos Volcanes
ravine, of about [1, 5]m at maximum height, and slightly
less in PF.
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4.2 Local properties of the flow

We further analyze the flow properties at two of the sites se-
lected above, which are located in the distal part of the flow
(sites 3 and 4), with very different results. All the quantities
reported are estimated on the element of the grid, which con-
tains the coordinates of the site. We remark that the grid is
adaptive, and hence the values can be affected by the size
and position of the element. However, the integration over
the input space significantly reduces this effect (Patra et al.,
2018b).

Along with the locally analyzed flow height and speed,
we calculate the local contributing variables in the model-
ing equations: that is, the dominance factors and the ex-
pected contributions related to the force terms in the con-
servation laws that characterize the models. In particular,
Vn=1,..., N is the dominance factor and p,, is the prob-
ability that the related force term, F},, is largest. The no-flow
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Maximum kinetic energy percentile maps
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Figure 8. Maximum kinetic energy K as a function of time in (a, b) MC, (¢, d) PF, and (e, f) VS models. Panels (a, ¢, e) are the 5th and (b,
d, f) are the 95th percentile values with respect to P/. Colors are related to the energy in logarithmic scale. Elevation contours are included
at intervals of 100 m (gray) and 500 m (black) (NASA — JPL, 2014). Sites 3-5 are displayed.

N
probability, po, is also included, and > p, = 1. In contrast,
n=0
Vn, the expected contribution E Pi[C,] is the mean of the
force term, F;, divided by the greatest (dominant) term. It
belongs to [0, 1] and represents the degree of relevance of the
nth term with respect to the dominant one. Contributing vari-
ables and their statistics are introduced in Patra et al. (2018b)
and detailed in Appendix B.

The higher dimensionality of QFF requires additional test-
ing. In particular, flow height and speed are estimated on the
hyperplane 8 = 0.5, ¢» = 15°, and the probability distribu-
tions are not remarkably different. Additional plots concern-
ing sites 1, 2, and 5 are included in SI4-SI6 in the Supple-
ment.

Figure 9 shows the local properties at site 3, located ~
2km upstream from Atenquique village. In MC, the flow
reaches the site in [600, 900]s, with a flow height of ini-
tially [5, 7] and [3, 5] m at #f = 2400 s. Flow speed is initially

Nat. Hazards Earth Syst. Sci., 19, 791-820, 2019

in [1.5, 4.5]ms~!, and one-third of these values are at f.
Only the basal friction can be dominant, with gravitational
force at 40 % and internal friction 25 %, on average. In PF
the flow reaches the site at [300, 1000] s, with an initial flow
height of [4, 8] m, having a short-lasting peak of 10 m in the
95th percentile and [3, 5]m at #. Flow speed is initially in
[4, 6)ms~! and has a short peak of almost 14ms~! in the
95th percentile. It becomes [2.0, 2.5] m s~ ! at #. Either basal
friction, gravity, or pressure force (related to the gradient of
thickness) can be dominant. Gravitational force adds 80 %
of the expected contribution, while basal friction adds 70 %
and pressure force adds 45 %. In VS, the flow first reaches
the site in [300, 800]s, with a flow height of [1.5, 12]m,
initially, and a short peak at 14 m, becoming [1.5, 5] at #.
Flow speed is in [1, 15] ms~!, initially, has a short peak at
20ms~! and then becomes [1.5, 3.5] m s~ at #. Either basal
friction or gravity can be dominant, both with 75 % of the
expected contribution. We note that gravity tends to slightly
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Site no. 3, section 21
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Figure 9. Local flow properties at Site 3, ~ 2 km upstream from Atenquique village. Panels (a, e, i) show flow height, (b, f, j) flow speed, (c,
g, k) dominance factors, (d, h, 1) and expected contributions of the force terms. Different models are plotted separately: (a—d) assume MC,
(e-h) assume PF, and (e, f) include estimates on a hyperplanar restriction of the input domain; (i-1) assume VS. In (a, b, e, f, i, j), the colored
line is the mean value, and black and gray lines are the 5th and 95th percentile bounds.

decrease in expected contribution, as well as its dominance
factor, through time. This is a numerical effect related to the
variation of the mesh, which changes our approximation of
local slope.

In summary, MC is characterized by a lower speed and by
the dominance of basal friction. The expected contribution
of the internal friction is not negligible, meaning the internal
shear of the material is important. In PF, the pressure force
contribution is significant, and it can even be the dominant
force initially. This is related to the steepening of the flow
front. An initial short-lasting wave of high speed is observed
in either PF or VS, as is particularly evident in the upper
bound of the plots. This fast wave is related to the closest
source, 3. The uncertainty affecting height and speed is gen-
erally higher in VS than in PF, in spite of the higher dimen-
sionality of the second.

Figure 10 shows the local properties at site 4, located im-
mediately upstream from Atenquique village and close to the
supports of the new bridge of the freeway to the city of Col-
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ima. In MC, the flow reaches the site in [1300, 2100] s, with a
flow height of [2, 5.5] m. Flow speed is < 0.6, and 0.1 m s,
on average. Only basal friction is dominant, with the grav-
itational force being 30 % of basal friction, and 10 % of in-
ternal friction on average. In PF, the flow reaches the site at
[600, 1800]s, with a flow height of [3, 6] m, which is sta-
ble in time. Flow speed is initially in [1, 4] m s~ ! and half of
these values are at #. Either basal friction or gravity can be
dominant. Gravitational force can be 95 % of the expected
contribution, while basal friction is 65 % and the pressure
force is 25 %.

In VS, the flow reaches the site in [250, 550]s, with a
first wave of < 3 m. A second wave of [1.5, 8] m arrives and
stays stable in depth. Flow speed also shows two waves —
it is <19ms™! initially, then rises to < 12ms~!, with a
gap in the middle. It is [1, 3] ms~! at #. Either gravity or
basal friction can be dominant, with 95 % and 80 % of the
expected contribution, respectively. In the initial fast wave,
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Site no. 4, section 17
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Figure 10. Local flow properties at Site 4, immediately before Atenquique village. Panels (a, e, i) show flow height, (b, f, j) flow speed, (c,
g, k) dominance factors, and (d, h, 1) expected contributions of the force terms. Different models are plotted separately: (a—d) assume MC,
(e-h) assume PF, and (e, f) include estimates on a hyperplanar restriction of the input domain; (i-1) assume VS. In (a, b, e, f, i, j) colored line
is mean value, and black and gray lines are Sth and 95th percentile bounds.

the speed-dependent friction can be dominant, with 25 % of
the expected contribution.

In summary, all the models show lower flow height and
speed than at the previous site upstream. The flow depth is
stable, without decreasing downstream, meaning no forma-
tion of a significant deposit. MC is much slower than the
other models, and its dynamics is completely dominated by
basal friction. An initial, short-lasting wave of high speed is
observed in VS. This fast wave is related to source 5 in Ar-
royo Platdnos.

In Site 5, reported in SI6 in the Supplement, all the models
show a further decrease in flow height and speed compared
to the previous site. In MC, the site is not always reached,
and in PF some input values inundate the site only at the end
of the time domain.

Nat. Hazards Earth Syst. Sci., 19, 791-820, 2019

5 The likelihood of a model given uncertain data

Figures 11 and 12 show the flow height and speed histograms
at the three selected sites, with either their maximum value or
their value at # = 2400 s. These confirm what is summarized
in the previous section. The following probability density
values are evaluated with respect to m and ms~!. In Fig. 11
the following is shown:

— At Site 3, flow height pdf at #; is above 0.1 over
[3, 5.5]m in MC, [2, 4.5]m in PF, and [1.5, 4.5]m
in VS. The first two models are more peaked, while
the third produces a tail of very large thickness values,
up to 8 m. The maximum height pdf is above 0.1 over
[5.5, 8]m in MC, [6, 9] m in PF, and [8, 13] in VS.

— At Site 4, flow height pdf at # is above 0.1 over
[2.5, 6]m in MC, [3, 6]m in PF, and [2, 7]m in VS.
The maximum height pdf is above 0.1 over [2.25, 6] m
in MC, [5, 7]m in PF, and [6, 9.5] m in VS. The three
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Histograms of local flow height

Site no. 3, section 21
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Figure 11. Histograms of local flow height in sites 3-5. Panels (a, ¢, ) show height at ¢

Different models are displayed with different colors. Dots on the height axis show the uncertainty interval of data: green is the deposit

thickness of Saucedo et al. (2008) and unpublished data;

violet is the wave height documented by the survivors.

)

over [1, 1.5]m in MC with a tail up to 3.5m, [3, 5.5] m

models show clearly separate modal values at 4, 6, and

8 m, respectively.

in F and [2, 6] m in VS. The maximum height pdf is
almost equal to final height in MC, and it is above 0.1

over [3.5, 6] m in PF and [3.5, 9] m in VS. Both PF and

VS show a modal value at 5 m.

— At Site 5, MC and PF do not always reach the site in

[0, 2400] s, so they both show a modal value of
flow height at 0 m. The flow height pdf at # is above 0.1

T =
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Histograms of local flow speed

Site no. 3, section 21

. 7 (a) g1 5, MC (b)
" t=2400s s |7 seses Speed
& 77 estimate
z 7 2
g 281y
Q 9w s
e - 2
& = 21 PF
w0 s VS
A
o | ) El § Em SN\
° r T T T T I 1 ° T T T T T 1
0.0 05 1.0 1.5 20 25 3.0 5 10 15 20 25 30
Speed (ms™) Maximum speed (m s™)
Site no. 4, section 17
o W 7 (c) = 4 (d)
t=2400s ) /
MC j % MC
I
0y
z:{7 ) PF 2 |1 /
2 2 ‘ /
g 7 S o4 b /y PF
a o i //
: VS N %
% ! ) / v.é‘v’.‘
A7
MO ONN
g g..g‘gzé 5 '..::;’g‘;”’:’;& o
r T T L] T T 1 r T T T 1
0.0 05 1.0 15 20 25 30 0 § 10 15 20
Speed (m s™) Maximum speed (m s*')
Site no. 5, section 42
°] (e) g ()
t=2400's e | MC
2 z°]
2 3 g
g 31 g 1 Wil PF
o ° 3 &
o o ° | 1
X "0'0’0
o LR
~ 7 = < D
SN
7 | ;‘:.:.. ﬁ%
e i
° I T T T T — 1 C r T T T T T 1
0.0 05 1.0 15 2.0 25 0 2 4 6 8 10 12

Speed (m s™) Maximum speed (m s™)
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1

In Fig. 12 the following is shown: maximum speed pdf is above 0.05 over [1, 7]ms™
in MC, [4, 8] min PF, and [4, 16] in VS. PF and VS have
— At Site 3, flow speed pdf at # is above 0.25 over tails up to 25-30ms~".
[0.1, 1.4]ms™! in MC, [1.6, 24]ms~! in PF and
[1.4, 2.8]ms~! in VS. MC is bimodal at 0.5 and — At Site 4, flow speed pdf at # is above 0.25 over
1 ms~!, while PF has a modal value at 2.1 ms~!. The [0.00, 0.45]ms’] in MC, [0.6, 1.8] ms~! in PF, and
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Figure 13. Bar plots of data likelihood in sites 3—5. Panel (a) compares flow height at r = 2400 s with observed deposit thickness (Saucedo
et al., 2008). Panel (b) compares maximum height and maximum speed with observed wave height (Ponce-Segura, 1983) and the peak flow
speed obtained using the methods of Pierson (1985). Different models are displayed with different colors.

[0.5, 3.0)lms~" in VS. PF has a modal value at 1
m/s. Maximum speed pdf in MC is concentrated be-
low 1ms~ L. In PF, it is above 0.25 over [1, S]ms’l.
In VS, it is bimodal and above 0.25 over [2, 6] and
[12,20] ms~ .

— At Site 5, flow speed pdf at # is above 0.25 over
[0.0, 0.4Jms~! in MC, [0.0, 1.4] ms~! in PF, and over
[0.0,0.2] and [0.4,2.2] ms ! in S. The maximum speed
pdf is above 0.05, over [0.0, 0.2] and [0.4, 1.2] ms~!
in MC, [0, 4] m in PF and [0, 9] in VS. PF and VS have
tails up to 8 and 13 ms~!, respectively.

5.1 Alternative performance scores of the models

In Figs. 11 and 12, we display the empirical data concern-
ing the observed quantities. These intervals are examples of
uncertain data utilized to test our methodology. Further re-
search could refine or modify them. Unfortunately, the speed
of the 1955 Atenquique flow is unknown. In our analysis, we
consider the peak speed estimated using the superelevation
method of Pierson (1985), as already reported in Saucedo
et al. (2008). We remark that, although the reconstruction of
hydrographs from an analogous flow may provide us with
time-dependent data, this would introduce additional uncer-
tainty that is difficult to constrain.
Our empirical data include the following:

1. The deposit thickness, calculated from the envelope
of the closest field sections, is [3.7, 5.5]m at Site 3,
[1.7, 3] m at Site 4, and [1.4, 3.8] m at Site 5 (Saucedo
et al., 2008).

2. The flow height in Atenquique village, from historical
documents and witnesses, is [8, 9] m at Site 3 and/or
Site 4 (Ponce-Segura, 1983; Saucedo et al., 2008).

3. The peak flow speed following the inundation of the vil-
lage, based on the superelevation method, is [4, 6] m g1

www.nat-hazards-earth-syst-sci.net/19/791/2019/

at Site 4 and/or Site 5 (Pierson, 1985; Saucedo et al.,
2008).

The estimation of the likelihood of the pieces of observed
data is an essential step towards the definition of partial solu-
tions of the inverse problem. Besides this, it is also relevant
information in the model selection problem. The likelihood
of a data piece, D;, attaining its value given a certain model
is defined as Pj(Di), Viel,VM; € M. We remark that this
is not a pdf value, but the probability of a measurable set.
Figure 13 shows the bar plots of data likelihood. Figure 13a
considers deposit thickness values under the assumption that
they are equivalent to the flow height at #. At Site 3, 70 %
of MC inputs provide flow thickness consistent with the de-
posit range, against 35 % of PF and 20 % of VS inputs. At
Site 4, likelihood scores are lower: 20 % in MC, 10 % in VS,
and < 5% in PF. At Site 5, instead, we have 15 % in MC,
25 % in PF, and 45 % in VS. Figure 13b evaluates the maxi-
mum flow height when the flow entered Atenquique village.
In Site 3, 20 % of inputs in PF and VS provide results consis-
tent with data, while only < 5 % do so in MC. At Site 4, the
likelihood score of VS is 27 %, while it is null in the other
models. Figure 13c focuses on the maximum flow speed af-
ter the flow inundated the village. At Site 4, 8 % of inputs
in PF and 9 % in VS provide speeds in the most likely range.
At Site 5, these are only 1 % in PF and 17 % in VS.

In summary, model performance is dependent on the se-
lected quantity of interest and on the spatial location. Regard-
ing the deposits, MC performs well at Site 3, while VS does
so at Site 5. In the evaluation of the maximum flow depth in
the village, both PF and VS can replicate the values at Site 3,
and only VS can replicate the values at Site 4. If we focus on
the maximum flow speed, at Site 4 both PF and VS perform
moderately well, while at Site 5, only VS can provide speed
values inside the assumed range.

Nat. Hazards Earth Syst. Sci., 19, 791-820, 2019
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Partial solutions subdesign, example no. 1
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Figure 14. Example 1 of partial solution inputs in (a, b) MC, (c, d) PE, and (e, f) VS experimental design. Panels (a, c, e) are projected along
the V coordinate, and (b, d, f) are projected along ¢in, ¢» and & coordinates. The color expresses the considered data: yellow is deposit
thickness at Site 5, blue at Site 4, and red at Site 3 (Saucedo et al., 2008).

6 Partial solutions in the input space

Figures 14-16 display three examples of partial solutions
in the specialized experimental design. For each example of
n =1, 2, 3 we select a subfamily of empirical data (D; )¢y,
and define, Vj,

Nat. Hazards Earth Syst. Sci., 19, 791-820, 2019

0= %/. (6)

iel,

Example 1 focuses on the deposit thickness data at sites 3—
5. Examples 2 and 3 consider the deposit thickness at Site 5
only. Additionally, Example 2 evaluates the maximum flow
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Partial solutions subdesign, example no. 2

MOHR-COULOMB LHS (260 points)

o |
“ (@)
°
=
©
°
o
_ 2
B :
°
=2
- o °s 9 o
O o o g
o 94 600 )
< °
° % ° o
= o
4 o o o
© °
o °
°
o o ° 090
o
°
o | ° ° oo
©
T T T T T
36 38 40 42 44

d)int (deg)
Site no. 5, sec. 42

° 00~ dopostmianess) - POULIQUEN-FORTERRE LHS (600 poirnts)

x f4ms'<max(v)<6ms

Site no. 4, sec. 17 (C)
+ {8 m <max(h) <9 m}

®
o
8 e
" oDO%avg o 2o
=3 o o o
02 %c&jé OD 20
-~ 3 o g0 §° 0"9,%3’ o @ T
£ o © 500 " BE PG 09" 0.6 ° 16
- e S ° P8 e 9 14
8976 °° % ° 12 62’0) D
o X
o 10 &‘% //‘\Q
8 @
P
b 3 0
1.0 15 20 25
{+(deg)

©
=7 (b)
o
< |
©
°
°
P
g g
°
Z
3 ® o 07 oo
o 94 o o °
© o o
< °
°
o ° e o
- °
4 o o °
© R o
o ©
o 0® o o
°
°
o
S ° 5 o ° o °
T T T T
35 40 45 50

Volume (10°m?)

beta=f(phi2)

°
w o
° ) Oo
o o ° o
0. 8
< °% do
—~c ° IR
S ° - °
= ,08° . 00,
°
— 2l 90,8 o 2:;,;0 °
o
o
oog%’na o %%5 o
s 10 0 © o o 45 >
o o8 Ho Z 7D
°
% 9% ° o %o \,\0
ps3 35 ((\6
10 15 20 25 “0\\)
{1(deg)

30

000
e o °
+
o $e°° °
® %
©
N + * + +
+ +
) °++ + *
s + + + X 3¢
z + + +
. L 4 + 4 +
= % +
24 + + * ®
S o E] P
5 © o, 06
o §0 % o
© ° o 2% e o
° o 0 oo 8
o o © 0 ®B, Fy d
@ B oo w ©0 §,4°
249 6% ° o $y,° o &
- 2° " g @ * o e
X » @ oq O
S %00 @ %, £
% o B e 0,8 °
x o o 2o, oo® @
0 5 © o ©
Be T R 00 Pp ©
o e o » 8 %0 °
o Bu By &
e 4 £ e o©°
T T T T T T
30 32 3.4 36 38 40
log(xi)

Figure 15. Example 2 of partial solution inputs in the (a, b) MC, (c, d)

o o °
° +
+ °
0 hd °® ®
+ o
[te) + °
& + . Y
° +
+ x
5 +
g’ % x §++ o +
+
=4 + 4 o B
EX x + % *
F &1 * o
£ o ° ° &
© ® °.? %c0 oo % 4
[ ° »
& o o o°§§ o 48 o o,
pe ° o O 0%
® %y ® o ® s e »
© 0o ° e ot ¥ s
2 e . o, % N
0o X
o % go ° g0 o e *
[ ®, o ° © 04 X
0 %0 o o o B
0 © s B o, 0 o % o
e o B O L ° 4
o | ® @ o ® ° o
T T T T
35 40 45 50

Volume (10°m°)

PF, and (e, f) VS experimental designs. Panels (a, c, ) are projected

along the V coordinate and (b, d, f) are projected along ¢j,¢, ¢2, and & coordinates. The color expresses the considered data: yellow is deposit
thickness at Site 5 (Saucedo et al., 2008), blue is wave height at Site 4 (Ponce-Segura, 1983), and red is peak flow speed at Site 5 (Pierson,

1985).

height at Site 4 and the maximum flow speed at Site 5, while
Example 3 does that at Site 3 and Site 4, respectively.
Figure 14 concerns Example 1. In all the models, o =po.
In MC, the set of inputs that replicate the deposit thickness at
Site 4 are disjoint from those at Site 5. Instead, in PF and VS
the inputs related to Site 3 are disjoint from those related

www.nat-hazards-earth-syst-sci.net/19/791/2019/

to Site 4. Figure 15 concerns Example 2. In MC and PF,
the maximum flow height from the data is never reproduced.
In MC, the required maximum flow speed is never achieved.
Thus, © # & only if j = VS.

Nat. Hazards Earth Syst. Sci., 19, 791-820, 2019



810

A. Bevilacqua et al.: Atenquique flows probabilistic forecasting

Partial solutions subdesign, example no. 3
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Figure 16. Example 3 of partial solution inputs in the (a, b) MC, (¢, d) PF, and (e, f) VS experimental designs. Panels (a, ¢, e) are projected
along the V coordinate, and (b, d, f) are projected along ¢in, ¢, and & coordinates. The color expresses the considered data: yellow is
deposit thickness at Site 5 (Saucedo et al., 2008), blue is wave height at Site 3 (Ponce-Segura, 1983), and red is peak flow speed at Site 4

(Pierson, 1985).

The partial solution inputs in @;’S are bounded by
arctan(u) € [1.0,1.8], & € [3.1,3.7], V €[3.8,5.0] x 10°m”.

Figure 16 is related to Example 3. In MC, the required
maximum flow speed from the data is never reproduced. We
have that ©3 # & for j € {PF, VS}. In PF, the partial solu-
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tion inputs in (:)gF are bounded by
$1 €[1.0,1.6], L €[0.12,0.25]m, V € [3.9,4.9] x 10°m*.

In VS, only one point belongs to the partial solution input set,
with arctan(u) ~ 1.2, £ ~3.1, V. ~3.6 x 10° m3. Remark-
ably, the input spaces reproducing the three required pieces
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of empirical data are almost disjoint in pairs, and (5;’5 is
small and close to the frontiers of the uncertainty ranges. Ad-
ditional details in PF over the hyperplane {8 = 0.5, ¢» = 15}
described in Fig. 3 are included in SI7 in the Supplement.

6.1 Examples of conditional results

The solution of the partial inverse problems can enable us to
select a model, which nevertheless depends on the required
properties and the spatial location.

— In Example 1 the partial inverse problem is not well
posed.

— In Example 2 only in VS can we find solutions (:j;’s #
J.

- In Example 3 both in PF and VS we find solutions
Off £2.0Y5 #£ 2.

The points in the experimental design that belong to @;’S and
®3PF are 21 and 9 respectively. We do not detail @;’S because
it contains only one design point and the results can be dis-
rupted even by relatively small variations of the inputs. Ad-
ditional tests at a finer resolution in the experimental design
could be performed to achieve a more accurate characteriza-
tion of the conditional input spaces if required.
In Figs. 17 and 18, we report the histograms of

K
K =max;crk, kr:=« (1), Q= maxrer o

at sites 4 and 5. The spatial maps of the maximum in flow
height, &, and kinetic energy, «, are also displayed. The dy-
namic pressure Q and the kinetic energy « formally assume
a mass with unit density.

In Fig. 17, at Site 4,

K €[100,400]1m>s™2, k¢ € [4,16]m>s™2, Q €[0,150]m?s ™2,
and at Site 5,
K €[40,140]1m>s™2, k5 €[0,91m*s™2, Q €[7.5,17.5]m*s2..

The modal values of K are ~ 225 and 60 m3 s 2.
In Fig. 18, at Site 4,

K €[35,75]1ms 2, kr e [3,8]m?s™2, Q €[8,13]m?s 2,
and at Site 5,
K €[18,341m>s™2, kre[1,71m>s ™2, Q € [4,7]m?s 2.

Modal values are not well-constrained in this case.

In the spatial maps, PF shows slightly lower maximum
flow height and significantly lower energy than VS, espe-
cially in the distal part of the domain. The flow in the trib-
utaries can reach the village, except for the smallest flows of
Arroyo Platanos in PF, which, however, at #; are only tens of
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meters from the main branch. As in the unconditional maps,
local maxima of flow height are located in the ravine, while
the kinetic energy shows a more regular decrease.

In summary, the statistical analysis of the partial solutions
told us the following:

— The deposit thickness is the three selected sites is not
reproduced by any of the models. In particular, the input
choices that fit Site 3 are inconsistent with those that fit
the deposit downstream. This advocates the possibility
of testing additional models, for example including an
entrainment term in the mass conservation equation.

— The MC model is not capable of reproducing the re-
quired maximum flow height and speed in the village.
Its feasible input space does not allow us to reduce the
friction further. Even if PF can reproduce the required
height and speed when impacting the village, only VS is
also capable of maintaining those values in the down-
stream part of the village.

In particular, models using MC-based rheologies are un-
likely to reproduce the properties of the 1955 flow. Instead,
the flexible basal friction angle in PF allows for both higher
speed and longer runout, consistent with those observed. The
higher dimensionality of its parameter space does not signif-
icantly increase the uncertainty affecting the outputs. Sim-
ilarly, the velocity-dependent term in VS is a very robust
mechanism for preserving numerical stability, avoiding the
spurious results that affect the MC model at equivalently low
values of basal friction. Indeed the highest levels of simulated
speed are observed with VS.

We remark that the assumed [4, 6] ms~! constraint on the
maximum flow speed has an immediate effect on the dy-
namic pressure estimates. Imposing it at Site 5 as in Exam-
ple 2 or Site 4 as in Example 3 can radically change the re-
sults, even if the required deposit thickness at Site 5 is not
modified. Additional information on the speed properties in
the village could thus allow us to further discriminate the per-
formance of the models.

7 Conclusions

In this study, we have introduced a new prediction-oriented
method for hazard assessment of volcaniclastic debris flows
(lahars), based on multiple geophysical mass flow models.
Similar strategies have been applied in hurricane hazard anal-
ysis (Krishnamurti et al., 2016; Ghosh and Krishnamurti,
2018). In particular, our approach decomposes the original
inverse problem into a hierarchy of simpler problems and al-
lows for the exploration of the impact of synthetic flows that
are similar to those that occurred in the past but different in
plausible ways.

We applied our procedure to a case study of the 1955 Aten-
quique volcaniclastic debris flow. We adopted and com-
pared three depth-averaged models based on the Saint

Nat. Hazards Earth Syst. Sci., 19, 791-820, 2019
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CONDITIONAL RESULTS - VOELLMY SALM
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Figure 17. Flow properties of the VS model, over the input space (:);/S. Histograms of (a, b) local kinetic energy and (¢) dynamic pressure
at sites 4 and 5, (a) at t = 2400 s and with (b, ¢) maximum value. Different sites are displayed with different colors. Mean values over (:);’s
of the maps of maximum (d) kinetic energy and (e) flow height as a function of time. Colors are related to their values. Elevation contours
are included at intervals of 100 m (gray) and 500 m (black) (NASA — JPL, 2014). Sites 4 and 5 are displayed.

Venant equations that are widely used in hazard assessment,
namely Mohr—Coulomb (MC), Pouliquen—Forterre (PF), and
Voellmy—Salm (VS).

— We defined a specialized experimental design after as-
suming the realism of the underlying physics, the nu-
merical simulation is robust in some sense, and the flow
dynamics or inundation output is meaningful. This pro-
duced a range of output simulations that contain valu-
able information for hazard assessment.

Indeed, these outputs do not strictly reconstruct past
flows, so can provide hazard estimates under constraints
weaker than those used therein, potentially including
cases of extreme events. Moreover, our designs were
not trivial geometrically due to the correlated effects
of model inputs. This is a first step towards the devel-
opment of an objective and partially automated experi-
mental design.

Nat. Hazards Earth Syst. Sci., 19, 791-820, 2019

— We described the statistics of the outputs and con-

tributing variables by performing a Monte Carlo sim-
ulation over the specialized design. We made global
maps of the flows and investigated detailed character-
istics. This allowed us to calculate the likelihood that
different model realizations reasonably represented the
1955 Atenquique flow, given multiple pieces of field
data regarding its characteristics. Depending on how it
is looked at, the exercise provided useful information in
either model selection or data inversion.

Our analysis concerned the mean values and uncertainty
percentiles of quantities of interest. Moreover, the prob-
abilistic setting allowed us to make inferences regard-
ing the uncertainty affecting the data. We analyzed the
contributing variables, which shed light on the differ-
ent assumptions underlying the three models. In par-
ticular, the MC model is generally characterized by a

www.nat-hazards-earth-syst-sci.net/19/791/2019/
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CONDITIONAL RESULTS - POULIQUEN FORTERRE

71 Maximum kinetic energy (@)

0.15
|

Site no. 5
Sec. 42

)

Probability
0.10
1

0.05
1
N

/ Site no. 4
v Sec. 17

0.00
L

Kinetic energy/sqm/p (m3s-2)

Probability

0
8 o
o

Kinetic energy, t=2400 s

7

(b)

Site no. 5
Sec. 42

Site no. 4
Sec. 17

10> 10° 10

m3s2

Maximum dynamic pressure
7

0.30
)

. (c)
Site no. 5 7
Sec. 42

) Site no. 4
Sec. 17

0.20 0.25
I I

0.15
!

Probability
0.10

|

o]

0.05
1

0.00
L

0 25 5 75 10 125 15

Pressure/p (m3s-2)

Maximum rowAheight (mean value)

5 12 25 iy ™ - 7

[

Figure 18. Flow properties of PF model, over the input space (:)gF. Histograms of (a, b) local kinetic energy and (¢) dynamic pressure at
sites 4 and 5, (a) at r = 2400 s and with (b, ¢) maximum value. Different sites are displayed with different colors. Mean values over @I;F of
the maps of maximum (d) kinetic energy and (e) flow height as a function of time. Colors are related to their values. Elevation contours are
included at intervals of 100 m (gray) and 500 m (black) (NASA —JPL, 2014). Sites 4 and 5 are displayed.

lower speed over its feasible input space, when com-
pared to the other models. The expected contribution
of the internal friction is significant, meaning the inter-
nal shear of the material is important. In the PF model,
the pressure force contribution related to the steepening
of the flow front was locally significant and was some-
times even the dominant force. An initial, short-lasting
wave of high speed related to the closest of the multiple
sources was observed in both PF and VS. The uncer-
tainty in height and speed was generally higher in VS
than in PF, in spite of the higher dimensionality of the
second.

We constructed partial solutions to the inverse prob-
lem, conditioning the specialized experimental design
to be consistent with subsets of the observed data. We
described the corresponding input sets and investigated
their intersection. We found model selection to be inher-
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ently linked to the inversion problem. That is, the partial
inverse problems enabled us to select models depending
on the example characteristics and spatial location.

In particular, when attempting to correctly represent the
deposits, MC performed well about 2 km upstream from
the village, while VS did so in the village. In the eval-
uation of the maximum flow or runup depth, both PF
and VS replicated the values 2 km upstream from Aten-
quique, but only VS replicated the values in the village.
In terms of maximum flow speed, both PF and VS per-
formed moderately well in the village, but only VS per-
formed well 1km downstream. These results are con-
sistent with the evolution of flow rheology downstream
in the vicinity of the village, from MC above the vil-
lage to either PF or VS within and downstream from
the village. If VS was dominant as the flow propagated
downstream, it may reflect an evolution from inertial

Nat. Hazards Earth Syst. Sci., 19, 791-820, 2019
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to macroviscous debris flow behavior near Atenquique,
perhaps related to engulfment of the reservoir just up-
stream from the village.

The connection of inverse problems and model uncertainty
represents a fundamental challenge in the future development
of multi-model solvers, suggesting as it does the advantages
of dynamically selecting the model based on performance
against local data for previous example flows and their de-
posits.

Nat. Hazards Earth Syst. Sci., 19, 791-820, 2019

Code and data availability. Data sets are available from references
and Supplement. The fourth release of TITAN2D is available from
https://vhub.org (VHUB, 2016).
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Appendix A: Overview of the depth-averaged models

Many models based on different assumptions from those
adopted in this study are available in the literature and are
either more complex (Pitman and Le, 2005; Iverson and
George, 2014) or more simple (Dade and Huppert, 1998;
Kelfoun et al., 2009). We decided to focus on these three
because of their historical relevance and because they are all
incorporated in our large-scale mass flow simulation frame-
work TITAN2D. We also remark that the poorly constrained
data available for the past flow would make the application
of a more complex model increasingly difficult.

Al Mohr-Coulomb

Based on the long history of studies in soil mechanics (Rank-
ine, 1857; Drucker and Prager, 1952), the Mohr—Coulomb
rheology (MC) was developed and used to represent the be-
havior of geophysical mass flows (Savage and Hutter, 1989).
Shear and normal stress are assumed to obey Coulomb fric-
tion equation, both within the flow and at its boundaries. In
other words,

T =otang, (A1)

where T and o are respectively the shear and normal stresses
on failure surfaces, and ¢ is a friction angle. This relationship
does not depend on the flow speed.

We can summarize the MC rheology assumptions as fol-
lows:

— basal friction based on a constant friction angle,
— internal friction based on a constant friction angle,

— Earth pressure coefficient formula depends on the Mohr
circle (implicitly depends on the friction angles),

— velocity-based curvature effects are included into the
equations.

Under the assumption of symmetry of the stress tensor
with respect to the z axis, the Earth pressure coefficient
k = kyp can take on only one of three values, {0, £1}. The
material yield criterion is represented by the two straight
lines at angles +¢ (the internal friction angle) relative to hor-
izontal direction. Similarly, the normal and shear stress at the
bed are represented by the line T = —o tan(§), where § is the
bed friction angle.
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MC equations

As aresult, we can write down the source terms of Eq. (1):

u 2
Sy =gxh — — | h| gz + — Jtan (¢peq)
llall Ty

— hkgpsgn (g—i) a(g—;h) sin (Pint) (A2)
- )
Sy = gyh — ”TE” |:h (gz + :_)tan (¢bed)i|
u y
ov\ 9 (g.h
— hkapsgn (%) (ég; ) sin (int) » (A3)

where u = (u, v), is the depth-averaged velocity vector,

ry and ry denote the radii of curvature of the local basal sur-
face. The inverse of the radii of curvature is usually approx-
imated with the partial derivatives of the basal slope, e.g.,
1/ry = 06, /0x, where 0 is the local bed slope.

A2 Pouliquen-Forterre

The scaling properties for granular flows down rough in-
clined planes led to the development of the Pouliquen—
Forterre rheology (PF), assuming a variable frictional be-
havior as a function of Froude number and flow depth
(Pouliquen, 1999; Pouliquen and Forterre, 2002; Forterre and
Pouliquen, 2002, 2003).

PF rheology assumptions can be summarized as follows:

Basal friction is based on an interpolation of two differ-
ent friction angles, based on the flow regime and depth.

Internal friction is neglected.

Earth pressure coefficient is equal to one.

Normal stress is modified by a pressure force related to
the flow thickness gradient.

Velocity-based curvature effects are included into the
equations.

Two critical slope inclination angles are defined as func-
tions of the flow thickness, namely st (h) and @gop(h). The
function @sop(h) gives the slope angle at which a steady uni-
form flow leaves a deposit of thickness /i, while @gari(h) is
the angle at which a layer of thickness / is mobilized. They
define two different basal friction coefficients.

Ustart (h) = tan (@start (1)) (A4)
Mstop(h) = tan (¢st0p (h)) (AS5)

An empirical friction law wp(||#]|, &) is then defined in

the whole range of velocity and thickness. The expression
changes depending on two flow regimes, according to a pa-
rameter 8 and the Froude number Fr = |[u|/s/hg;.
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A2.1 Dynamic friction regime — Fr > 8

w(h, Fr) = psop(hB/Fr). (A6)
A2.2 Intermediate friction regime -0 < Fr < 8

i, Fr) = (%)y [Hs0p (1) = psiare ()] + s (), (A7)
where y is the power of extrapolation, assumed equal to 1073

in the sequel (Pouliquen and Forterre, 2002).
The functions pistop and fisare are defined by

tan ¢, — tan ¢
Mstop(h) = tan¢y + W (AB)
and

tan¢, — tan
san () = tangpy 4 2002001 (A9)

1+h/L

The critical angles ¢1, ¢, and ¢3 and the parameters £ and
B are the parameters of the model.

In particular, £ is the characteristic depth of the flow over
which a transition between the angles ¢ to ¢, occurs in the
Mstop formula. In practice, if h < £, then pugop(h) ~ tangy,
and if & >> L, then pugop(h) A tan¢.

A2.3 PF equations

The depth-averaged Eq. (1) source terms thus take the fol-
lowing form:

EREDSL Y PR (Ilﬂll h) + el
x = 8x ”?” 8z " ZANLAE 8z 9x
PRSI PY R (Ilﬁll h) +anl

=gyh—— | h| &.+— ) (I, gh—.
TR ry ~ oy

A3  Voellmy-Salm

(A10)

The theoretical analysis of dense snow avalanches led to the
VS rheology (Voellmy, 1955; Salm et al., 1990; Salm, 1993;
Bartelt et al., 1999). Dense snow or debris avalanches con-
sist of mobilized, rapidly flowing ice-snow mixed to debris-
rock granules (Bartelt and McArdell, 2009). The VS rhe-
ology assumes a velocity-dependent resisting term in addi-
tion to the traditional basal friction, ideally capable of in-
cluding an approximation of the turbulence-generated dissi-
pation. Many experimental and theoretical studies were de-
veloped in this framework (Gruber and Bartelt, 2007; Kern
et al., 2009; Christen et al., 2010; Fischer et al., 2012). The
following relation between shear and normal stresses holds:

(A11)

where o denotes the normal stress at the bottom of the fluid
layer and g = (gx, &y &;) represents the gravity vector. The
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two parameters of the model are the bed friction coefficient
and the velocity-dependent friction coefficient &.
We can summarize VS rheology assumptions as follows:

— Basal friction is based on a constant coefficient, simi-
larly to the MC rheology.

Internal friction is neglected.

Earth pressure coefficient is equal to one.

Additional turbulent friction is based on the local veloc-
ity by a quadratic expression.

Velocity-based curvature effects are included into the
equations, following an alternative formulation.

The effect of the topographic local curvatures is addressed
with terms containing the local radii of curvature, r, and r.
In this case the expression is based on the speed instead of the
scalar components of velocity (Pudasaini and Hutter, 2003;
Fischer et al., 2012).

VS equations

Therefore, the final source terms take the following form:

[ |[2|? gl
Sc=gch—— |h|g+ pt+—lzl* |,

Iz I £~

_— |22 gl ,
Sy=gyh—— | h|g.+—— | n+—Iul (A12)
T o £~

Appendix B: Contributing variables

Let [F(x, D],_,
X € R isa spatial location, and ¢t € T is a time instant. The
degree of contribution of those force terms to the flow dy-
namics can be significantly variable in space and time, and
we define the dominance factors [p, (x,?)],=1, .., n, 1.€., the
probability of each F; (x, t) being the dominant force. Those
probabilities provide insight into the dominance of a partic-
ular source or dissipation term on the model dynamics. We
remark that we focus on the modulus of the forces and hence
we cope with scalar terms. It is also important to remark that
all the forces depend on the input variables, and they can be
thus considered random variables. Furthermore, these defini-
tions are general and could be applied to any set of contribut-
ing variables and not only to the force terms. More details
about this can be found in Patra et al. (2018b).

n be an array of force terms, where

B1 Dominance factors

Let (F;);c; be random variables on (2, 7, Py). Then, Vi,
the dominant variable is defined as

® ;= max; || Fi|.
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In particular, for each j € I, the dominance factors are de-
fined as

pj=Pu{®=|F;}.

Moreover, we define the random contributions, an addi-
tional tool that we use to compare the different force terms,
following a less restrictive approach than the dominance fac-
tors. They are obtained by dividing the force terms by the
dominant force ® and hence belong to [0, 1].

B2 Expected contributions

Let (F;);e; be random variables on (2, 7, Pwv). Then, Vi,
the random contribution is defined as
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Fo .

C; :=[ r if ® #£0;
0, otherwise.

where & is the dominant variable. Thus, Vi, the expected

contributions are defined by E[C;].

In particular, for a particular location x, time ¢, and param-
eter sample w, we have C, (x, ¢, w) = 0 if there is no flow or
all the forces are null. The expectation of C, is reduced by
the chance of F), being small compared to the other terms or
by the chance of having no flow in (x, ).
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Supplement. The supplement related to this article is available
online at: https://doi.org/10.5194/nhess-19-791-2019-supplement.
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