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APPROXIMATIONS TO EIGENVALUES AND EIGENFUNCTIONS
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Abstract. Elliptic partial differential equations on surfaces play an essential role in geometry,
relativity theory, phase transitions, materials science, image processing, and other applications. They
are typically governed by the Laplace-Beltrami operator. We present and analyze approximations by
Surface Finite Element Methods (SFEM) of the Laplace-Beltrami eigenvalue problem. As for SFEM
for source problems, spectral approximation is challenged by two sources of errors: the geometric
consistency error due to the approximation of the surface and the Galerkin error corresponding
to finite element resolution of eigenfunctions. We show that these two error sources interact for
eigenfunction approximations as for the source problem. The situation is different for eigenvalues,
where a novel situation occurs for the geometric consistency error: The degree of the geometric error
depends on the choice of interpolation points used to construct the approximate surface. Thus the
geometric consistency term can sometimes be made to converge faster than in the eigenfunction case
through a judicious choice of interpolation points.
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1. Introduction. The spectrum of the Laplacian is ubiquitous in the sciences
and engineering. Consider the eigenvalue problem —Awu = Au on a Euclidean domain
Q, with u = 0 on 0. There is then a sequence 0 < A\; < Ay < A3 < ... of eigenvalues
with corresponding Ls-orthonormal eigenfunctions {u;}. Given a finite element space
V C HE(Q), the natural finite element counterpart is to find (U, A) € V x RT such
that [, VU -VV =A [,UV,V eV.

Finite element methods (FEM) are a natural and widely used tool for approxi-
mating spectra of elliptic PDE. Analyzing the error behavior of such FEM is more
challenging than for source problems because of the nonlinear nature of the problem.
A priori error estimation for FEM approximations of the eigenvalues and eigenfunc-
tions of the Laplacian and related operators in flat (Euclidean) space is a classical
topic in finite element theory; cf. [32, 15, 2, 3]. We highlight the review article [1] of
Babuska and Osborn in this regard. These bounds are all asymptotic in the sense that
they require an initial fineness condition on the mesh. More recently, sharp bounds
for eigenvalues (but not eigenfunctions) appeared in [27]. These bounds are notable
because they are truly a priori in the sense that they do not require a sufficiently fine
mesh. Finally, over the past decade a number of papers have appeared analyzing con-
vergence and optimality of adaptive finite element methods (AFEM) for eigenvalue
problems [18, 24, 14, 17, 23, 9]. Because sharp a priori estimates are needed in order
to analyze AFEM optimality properties, some of these papers also contain improved
a priori estimates. We particularly highlight [14, 23] as our analysis of eigenfunction
errors below largely employs the framework of these papers.

Assume that a simple eigenpair (A, u) of —A is approximated using a degree-r
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finite element space in the standard way. Roughly speaking, it is known that
(1.1) H’LL - ZU”Hl(Q) < CHU — G’UHHI(Q) < Chr|u|Hr+1,
(1.2) A=Al < CV)|lu— Gullf ) < C(AR.

Here A is the discrete eigenvalue corresponding to A, G is the Ritz projection, and
Z is the Galerkin (energy) projection onto the discrete invariant space corresponding
to A. (1.1) holds for h sufficiently small [14, 23], while (1.2) holds assuming certain
algebraic conditions on the spectrum [27]. Also, the constants in the first estimate are
asymptotically independent of A\, while the constants in the second estimate depend in
essence on the separation of A from the remainder of the spectrum and the degree to
which the discrete spectrum respects that separation. Corresponding “cluster-robust”
estimates also hold for simultaneous approximation of clusters of eigenvalues.

We next describe surface finite element methods (SFEM). Let v C RP*! be a
smooth, closed, orientable D-dimensional surface, and let A, be the Laplace-Beltrami
operator on y. The SFEM corresponding to the cotangent method was introduced
by Dziuk [22] in 1988. Let I' be a polyhedral approximation to 7 having triangular
faces which also serve as the finite element mesh. The finite element space V consists
of functions which are piecewise linear over v, and we seek U € V such that fF vrU -
vrV = fr fV, V € V. In [20] Demlow developed a natural higher order analogue
to this method. SFEM exhibit two error sources, a standard Galerkin error and a
geometric consistency error due to the approximation of v by I'. Let V be a Lagrange
finite element space of degree r over a degree-k polynomial approximation I', and let
G be the Ritz projection onto V. Then (cf. [22, 20])

(1.3) || — Gu”Hl(v) <C(h"+ hk+1),
(1.4) |lu — Gu — (/ u— Gud0> L2y < C(R™T + RFFL).
8!

The need for accurate approximations to Laplace-Beltrami eigenpairs arises in a
variety of applications. One approach to shape classification is based on the Laplace-
Beltrami operator’s spectral properties [35, 36, 37, 34, 33, 26, 29]. For example, the
spectrum has been used as a “shape DNA” to yield a fingerprint of a surface’s shape.
One prototypical application is medical imaging. There the underlying surface -~ is
not known precisely, but is instead sampled via a medical scan. The spectrum that
is studied is thus that of a reconstructed approximate surface, often as a polyhedral
approximation (triangulation). Bootstrap methods are another potential application
of Laplace-Beltrami spectral calculations [11]. Finally, Laplace-Beltrami eigenvalues
on subsurfaces of the sphere characterize singularities in solutions to elliptic PDE
arising at vertices of polyhedral domains [19, 28, 30]. Many of these papers use surface
FEM in order to calculate Laplace-Beltrami spectral properties. While these methods
show empirical evidence of success, there has to date been no detailed analysis of the
accuracy of the eigenpairs calculated using SFEM. Some of these papers also propose
using higher-order finite element methods to improve accuracy, but do not suggest
how to properly balance discretization of v with the degree of the finite element space.
A main goal of this paper is to provide clear guidance about the interaction between
geometric consistency and Galerkin errors in the context of spectral problems.

In this paper we develop error estimates for the SFEM approximation of the
eigenpairs of the Laplace-Beltrami operator. In particular, we develop a priori error
estimates for the SFEM approximations to the solution of

—A,u = Au on 7.
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Let 0 = Mg < A1 < Ay < ... be the Laplace-Beltrami eigenvalues with corresponding
Lo (7y)-orthonormal eigenfunctions {u;}. We show that the eigenvector error converges
as the error for the source problem, up to a geometric term. Our first main result is:

(15)  [lws — Zusll (o) < Cllus — Gl () + CARFHE < C(A) (BT + hEF1),

We also prove Ly error bounds and explicit upper bound for C()\;) in terms of spectral
properties. In addition to eigenfunction convergence rates, we prove the cluster robust
estimate for the eigenvalue error:

(1.6) IAi = A < CO)(lus — Gui[Fr ) + B < COG) (P + BFFY),

where as above, explicit bounds for C()\;) are given below.

Numerical results presented in Section 7 reveal that (1.6) is not sharp for k >
1. The deal.i library [6] uses quadrilateral elements and Gauss-Lobatto points to
interpolate the surface. The geometric consistency error for every shape we tested
using deal.ii was found to be O(h?¥) rather than O(h**1) as in (1.6). This inspired
our second main result which is stated in Theorem 6.7 in Section 6:

N — Ay| S A2+ B2 4 Rt

Here ¢ is the order of the quadrature rule associated with the interpolation points
used to construct the surface. Thus with judicious choice of interpolation points, it is
possible to obtain superconvergence for the geometric consistency error when k > 1.
This phenomenon is novel as a geometric error of order h**! has been consistently
observed in the literature for a variety of error notions. We also investigate this
framework in the context of one-dimensional problems and triangular elements.

We finally comment on our proofs. Geometric consistency errors fit into the
framework of variational crimes [39]. Banerjee and Osborn [5, 4] considered the ef-
fects of numerical integration on errors in finite element eigenvalue approximations,
but did not provide a general variational crimes framework. Holst and Stern analyzed
variational crimes analysis for surface FEM within the finite element exterior calcu-
lus framework and also briefly consider eigenvalue problems [25]. Their discussion of
eigenvalue problems does not include convergence rates or a detailed description of
the interaction of geometric and Galerkin errors. The recent paper [13] gives a varia-
tional crimes analysis for eigenvalue problems that applies to surface FEM. However,
their analysis yields suboptimal convergence of the geometric errors in the eigenvalue
analysis, considers a different error quantity than we do, and does not easily allow for
determination of the dependence of constants in the estimates on spectral properties.

In Section 2 we give preliminaries. In Section 3, we prove a cluster-robust bound
for the eigenvalue error which is sharp for the practically most important case k = 1.
We also establish spectral convergence, which is foundational to all later results.
In Section 4 we prove eigenfunction error estimates. In Section 5 we numerically
confirm these convergence rates and investigate the sharpness of the constants in our
bounds with respect to spectral properties. In Section 6 we prove superconvergence
of eigenvalues and in Section 7 provide corresponding numerical results.

2. Surface Finite Element Method for Eigenclusters.
2.1. Weak Formulation and Eigenclusters. We first define the set

Hy(y) = {v cHY(v): /Wv do = 0} C H'(y).
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The problem of interest is to find an eigenpair (u, A) satisfying —A,u = Au with
fﬁ/ u = 0. The corresponding weak formulation is: Find an eigenpair (u, A) € H;#(’y) X

RT such that

(2.1) /Vﬂ,u -Vyvdo = )\/uv do Vv € Hy(v).
vy v

In order to shorten the notation, we define the bilinear form on H!(v) and the Ly
inner product on La(7) respectively as

(2.2) a(u,v) ::/ku-vw do,
(2.3) m(u,v) == Auv do.

We equip H!(7) with the norm ||.||z := /a(.,.).We also use the (., .) bilinear form
to define the Ly norm on v: ||.||7 := /m(.,.). We denote by {u;}2; a correspond-
ing orthonormal basis (with respect to m(-,-)) of H. 91% (7) consisting of eigenfunctions
satisfying (2.1).

We wish to approximate an eigenvalue cluster. For n > 1 and N > 0, we assume

(2.4) A1 < Ap and /\n+N < >\n+N+1

so that the targeted cluster of eigenvalues \;, i € J := {n,...,n + N} is separated
from the remainder of the spectrum.

2.2. Surface approximations. Distance Function. We assume that -y is a com-
pact, orientable, C*°, D-dimensional surface without boundary which is embedded in
RP+1. Let d be the oriented distance function for v taking negative values in the
bounded component of RP+! delimited by 7. The outward pointing unit normal of y
is then v := Vd. We denote by N' C RP*! a strip about v of sufficiently small width
so that any point z € N can be uniquely decomposed as

(2.5) z=YP(x)+d(z)v(z).

1(x) is the unique orthogonal projection onto v of x € A'. We define the projection
onto the tangent space of v at * € N as P(z) := I — v(z) @ v(z) and the surface
gradient satisfies V., = PV. From now, we assume that the diameter of the strip N
about v is small enough for the decomposition (2.5) to be well defined.

Approximations of v. Multiple options for constructing polynomial approxima-
tions of v have appeared. We prove our results under abstract assumptions in order
to ensure broad applicability. Let I' be a polyhedron or polytope (depending on
D = dim(y)) whose faces are triangles or tetrahedra. This assumption is made for
convenience but is not essential. The set of all triangular faces of I is denoted 7.

The higher order approximation I' of 7 is constructed as follows. Letting T € T,
we define the degree-k approximation of ¥ (T) C 7 via the Lagrange basis functions
{¢1, ..., #n, } With nodal points {z!,....2"} on T. For x € T, we have the discrete
projection L : T' — T defined by

(2.6) L(x) := ZL(xj)gbj(z), where |L(27) — 4 (2?)| < ChFTL.
j=1



Since we have used the Lagrange basis we have a continuous piecewise polynomial
approximation of v which we define as

(2.7 [:={L(z) : z€T} and T:={L(T) : TeT}.

The requirement |L(z7) — ap(z7)| < Ch**! ensures good approximation of v by I’
while allowing for instances where I" and v do not intersect at interpolation nodes, or
even possibly for y N T' = (). This could occur when T' is constructed from imaging
data or in free boundary problems. The assumption (2.6) also allows for maximum
flexibility in constructing T, as we could for instance take L(z7) = l(z7) with I a
piecewise smooth bi-Lipschitz lift I : T — ~ (cf. [31, 8, 7]).

Shape regularity and quasi-uniformity. Associated with a degree-k approximation
T of «, we follow [10] and let p := p(T) be its shape regularity constant defined as
the largest positive real number such that

pl§| < |DFp(x)¢| <p'lg], VEE€RP, VIeT andz €T,
where
(2.8) Fr:=LoFr

with F'7 the natural affine mapping from a Kuhn (reference) simplex T CRP toT.
Further, the quasi-uniform constant 7 := n(7) of T is the smallest constant such that

h = diam(7") < in di T).
max iam( )7771@61%1_ iam(7T)

We recall that v = Vd : N' — RP*! is the normal vector on « and let N be the
normal vector on I'. The assumption (2.6) yields

(2.9) ||y < CRFFE
(2.10) [v = Ny < CRF,
(2.11) 1L =l oy SCRF TET, 0<i<k+1,

where C' is a constant only depending on p(7), n(7) and ~.

Function Extensions. We assume I is contained in the strip M. If @ is a function
defined on ~, we extend it to A as u = @ o 1, where 1 is defined in (2.5). Note
that ¥|p : I' — v is also a smooth bijection. We can leverage this to relate functions
defined on the two surfaces. For a function u defined on I' we define its lift to v as
a=uo|p 1 As a general rule, we use the tilde symbol to denote quantities defined
on v but when no confusion is possible, the tilde symbol is dropped.

Bilinear Forms on T'. Given a degree-k approximation T' of v, let H} (T) := {v €
HYI): [Lv dS =0} c HYI) and define the forms on H*(T):

(2.12) A(u,v) == / Vru-Vrev dE,  M(u,v) = / uv dX.
r r
The energy and Lo norms on I' are then ||.||4 := /A(.,.) and ||.||ar := /M., .).
We have already noted that 1 |r provides a bijection from I' to . Its smoothness

(derived from the smoothness of ) guarantees that H!(y) and H'(T') are isomorphic.
Moreover, the bilinear form A(.,.) on H'(T') can be defined on H' ()

(2.13) A(a, 9) := /AA,VV& -V, do = / Vru - Vo dE = A(u,v)
v r
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and similarly for the L? inner product
—~ 1
(2.14) M(a,?) = /ﬁf)— do = / wv d¥ = M (u,v).
0% Q r

Here Qd¥ = do and A, depends on the change of variable £ = ¥(z). We refer
to [22, 20] for additional details. Again, we use the notations ||.||; := \/A(.,.) and
57 := \/ZT](., .). For the majority of this paper we will work with these lifted forms.

2.3. Geometric approximation estimates. The results in this section are
essential for estimating effects of approximation of v by I'. Recall that we assume
that the diameter of the strip N about 7 is small enough for the decomposition (2.5)
to be well defined and that I' C \V.

The following lemma provides a bound on the geometric quantities A, and @
appearing in (2.13) and (2.14); cf. [20] for proofs. As we make more precise in Section
2.4, we write f < g when f < Cg with C' a nonessential constant.

LEMMA 2.1 (Estimates on @ and A,). Let P =1—v ®uv be the projection onto
the tangent plane of v. Let Ay and @ as in (2.13) and (2.14) respectively. Then

(2.15) 1= 1/Ql Loy + 145 = Pllzoy S R
The above geometric estimates along with (2.13) and (2.14) immediately yield
estimates for the approximations of m(.,.) and a(.,.) by M(.,.) and A(.,.) respectively.
COROLLARY 2.2 (Geometric estimates). The following relations hold:
(2.16) |7 = M) (v, w)| S B ollmllwlm,  Vo,w e L2(y)
(2.17) @ — A)(v,w)| S P ollallwlla,  Yo,we H (7).
The following relations regarding the equivalence of norms are found e.g. in [20]:
(2.18) lasilasllz  and LG S ke S -z

They are valid under the assumption that the diameter of the strip A around - is
small enough and that ' C A. We now provide a slight refinement of the above
equivalence relations leading to sharper constants.

COROLLARY 2.3 (Equivalence of norms). Assume that the diameter of the strip
N around 7 is small enough. There exists a constant C' only depending on v and on
the shape-regularity and quasi-uniformity constants p(T), n(T) such that
(2.19) Iz < @+ CR**Ylla,  Illa < (L +CRM YL 5,
(220) g < OO, e < (04 O g

Proof. For brevity, we only provide the proof of (2.19) as the arguments to guar-
antee (2.20) are similar and somewhat simpler. Let v € H(7). We have

(2.21) loll% = o]l = A(v,v) = a(v,v) = (A = @) (v, v)
so that in view of the geometric estimate (2.19), we arrive at
loll% < Jloll3 + (A = @)(v,0)| < (1+ CRF)|Jo]3.

When x > 0, the slope of v/1 + z is greatest at x = 0 with a value of %, sovV1i+x <

1+ 2z. Thus 1+ ChF1 <1+ 2Ch*+1, and the first estimate in (2.19) follows by
taking a square root. The remaining estimates are derived similarly. 0
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2.4. Surface Finite Element Methods. We construct approximate solutions
to the eigenvalue problem (2.1) via surface FEM consisting of a finite element method
on degree-k approximate surfaces. See [20, 22] for more details.

Surface Finite Elements. Recall that the degree-k approximate surface I' and its
associated subdivision 7 are obtained by lifting T' and T via (2.7). Similarly, finite
element spaces on I' consist of finite element spaces on the (flat) subdivision 7T lifted
to I' using the interpolated lift L given by (2.6). More precisely, for r > 1 we set

(2.22) V:=V(I,7T):={VeH) : V=VoL ' withV|z€P(T) VT €T}.
Here P"(T) denotes the space of polynomials of degree at most r on T. Its subspace
consisting of zero mean value functions is denoted V:

V#::V#(F):{VGV : /FVdE:O}

Discrete Formulation. The proposed finite element formulation of the eigenvalue
problem on I reads: Find an eigenpair (U, A) € V4 x RT such that

(2.23) AU V)=A MU, V) VYV €V

By the definitions (2.13), (2.14) of A(.,.) and M(, .), relations (2.23) can be rewritten

AU, V)=AMU,V) VVeVy

We denote by 0 < Ay < ... < Agi(v,) and {Uq, ---7Udim(V#)} the positive discrete
eigenvalues and the corresponding M-orthonormal discrete eigenfunctions satisfying

M(U;,1) =0, i = 1,...,dim(V,). From the definition (2.14) of M(.,.), {U;}om("#)
are pairwise M —orthogonal and M (U;,1) =0, for i = 1, ..., dim(V).
Ritz projection. We define a Ritz projection for the discrete bilinear form
G:H'(y) > Vy
for any © € H'(v) as the unique finite element function Go := W € V4 satisfying
(2.24) AW, V)= A®0,V), VYV eVy.

Eigenvalue cluster approximation. We recall that we target the approximation of
an eigencluster indexed by J satisfying the separation assumption (2.4). We de-

note the discrete eigencluster and orthonormal basis (with respect to M(-,-)) by
{An, s Angn} CRT and {U,, ...,Upsn} C V4. In addition, we use the notation

W :=span{U, : i € J}
to denote the discrete invariant space. We also define the quantity

A

(2.25) p(J) := max max [y

ted j¢J

)

which will play an important role in our eigenfunction estimates. It is finite provided
h is sufficiently small, see Remark 3.4.



Projections onto Wy. We denote by P : H'(y) — W the M(, .) projection
onto Wy , ie., for o € H'(y), Pv:=W € W, satisfies

M(W,V)=M(@®,V), VYV eWy.
The other projection operator onto W is defined by
Z:H'(y) = Wy st. A(Z5,V)=A®5,V), VYV €Wy
Notice that Z can be thought of as the Galerkin projection onto W, since
(2.26) Zi = P(G(D)).
To see this, let {IW;} be an M-orthonormal basis for W. Then

=" M(Go, W)W, = ZA W)W, = Z—A6W~

JjeJ jeJ jeJ

Thus for any i € J, we use the orthonormality of the basis {Wj }jes to find

A(Zv (ZA (8, W) WJ,W>

JeJ

=AM (Z — A5, W;) Wj,Wi> = A5, W;),
jeJ A
which is equivalent to the given definition of Z. See [23, Lemma 2.2] for similar ideas.
Alternate surface FEM. In our analysis of eigenvalue errors we employ a con-
forming parametric surface finite element method as an intermediate theoretical tool.
For this, we introduce a finite element space on 7:

V:={V : VeVvh

The space of vanishing mean value functions (on ) is denoted by WN’#:
Vy:={Vev: /VdJZO}.
vy

For i = 1, ...,dim(@’#), we let (U7,A]) € iv/# x R be finite element eigenpairs
computed on the continuous surface -, that is,

(2.27) a(U), V) =ANm(U),V) VYV e Vg,

Notation and constants. Generally we use small letters (v, u, v,...) to denote
quantities lying in infinite dimensional spaces in opposition to capital letters used
to denote quantities defined by a finite number of parameters (I, U, V). We also
recall that for every function v : I' — R defines uniquely (via the lift ¥|r) a function
v : v — R and conversely. We identify quantities defined on « using a tilde but drop
this convention when no confusion is possible, i.e. v could denote a function from I"
to R as well as its corresponding lift defined from v to R.

Whenever we write a constant C' or ¢, we mean a generic constant that may
depend on the regularity properties of v and the Poincaré-Friedrichs constant C'r in
the standard estimate |[v]|L,(y) < Crl|v]la, v € Hj(y) and on the shape-regularity
p(T) and quasi-uniformity n(7) constants, but not otherwise on the spectrum of —A,
and h. In addition, by f < g we mean that f < Cg for such a nonessential constant
C. All other dependencies on spectral properties will be made explicit.
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3. Clustered Eigenvalue Estimates. Theorem 3.3 of [27] gives a cluster-
robust bound for cluster eigenvalue approximations in the conforming case. We utilize
this result by employing the conforming surface FEM defined in (2.27) as an inter-
mediate discrete problem. We first use the results of [27] to estimate |\; — A]| in a
cluster-robust fashion and then independently bound |A] — A;|. Note that if A; is
a multiple eigenvalue so that A\;_x = ... = A\; = ... = A4, then our bounds also
immediately apply to [A; — A;|, fori —k <j<i+k.

Because our setting is non-conforming, we introduce two different Rayleigh quo-
tients defined for v € V:

where we exclude the case of division by zero. We invoke the min-max approach to
characterize the approximate eigenvalues

(3.1) A} = glcig I‘I/lgé(R&(V) and A, = Ignclg I‘I/léelé(Rg(V).
dim(S)=j+1 dim(S)=j+1

Notice that we do not restrict the Rayleigh quotients to functions with vanishing
mean values. Thus we consider subspaces of dimensions dim(S) = j + 1 rather than
the usual dim(S) = j. The extra dimension is the space of constant functions.

The bound for |A; — A;| given in the following lemma shows that this difference
is only related to the geometric error scaled by the corresponding exact eigenvalue
A?.

LEMMA 3.1. Fori=1,..,dim(V) — 1, let A] and A; be the discrete eigenvalues
associated with the finite element method on v and I' respectively. Then, we have

(3.2) A7 — Adl S TR

Proof. We use the characterization (3.1) and compare R,(.) and Rg, (.). Using
the finer norm equivalence properties (2.19) and (2.20), we have for V € V

(14 ChF1)2a(V, V)

(V) < = (14 Ch* T R;(V).
Thus
A; < min max(1+ Ch* AR, (V) = (1 + CRFTHAAY,
SCV  Ves
(33) dim(S)=i+1

k+1
A — AY S AYRFHL
A similar argument gives A} — A; < AR < AYRFFL where we used (3.3) in the
last step. This implies (3.2), as claimed. 0

We now translate Theorem 3.3 of [27] into our notation in order to bound |\; —AJ|
in a cluster-robust manner. First, let G be the Ritz projection calculated with respect
to a(-,-). That is, for v € H!(7y), G"v € V4 satisfies

(G, V) =a(v,V), VYV e Vg
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Next, let T : Hj(y) — Hy(v) be the solution operator associated with the source
problem (restricted to H (7))

a(Tf,v) =m(fv), Vo€ Hy(y)

Finally, let Z7 be the a-orthogonal projection onto the space spanned by
{U;’}Z—:L“,n,l, that is, onto the first n — 1 discrete eigenfunctions calculated with
respect to @ and m, see (2.27). Theorem 3.3 of [27] provides the following estimates.

LEMMA 3.2 (Theorem 3.3 of [27]). Let j € J, and assume that

(3.4) 471min ) [A] — N #0.
Then,
o< (ATPA I—GNTZ |2
S T < Jri:{?%;(—l m ei[ulp( ||( - ) nU”a
4 vEH, )
[lvlla=1
X sup I(I = G )wl]3.
wespan(uy : kEJ)
lwlla=1

We now provide some interpretation of this result. Because G” is the Ritz pro-
jection defined with respect to a(-,-), we have

(3.5) I(I = G")vlla = inf [jv—Vla.
Vevy

That is, the term sup,,copan(ur : ke, |wla=1 |(I = GY)wl|Z measures approximability
in the energy norm of the eigenfunctions in the targeted cluster span(uy : k € J) by
the finite element space.

Next, we unravel the term [|[(I — GY)TZ}v|a. For v € Hj(y), we have ZJv €
%7# C H#('y) Because v is assumed to be smooth, a standard shift theorem guaran-
tees that for f = Z)v € Hy(y), Tf € H*(v) N Hy(y) and [T f|lasy) S I f ey
Thus, TZ)v € H*(v), and |TZ) | gs(4) S |0l m1(y)- Therefore, ||[(I — GY)TZ)v|a
measures the Ritz projection error of v € H3(v) in the energy norm, and so (cf. [20])

(3.6) sup (I - GNTZ)vl||s < K™,
vEHL(v), Ilvlla=1
Combining the previous two lemmas with these observations yields the following.

THEOREM 3.3 (Cluster robust estimates). Let j € J, and assume in addition that
min;—1 . n,—1|A] = X\j| #0. Then

| AR
AL < AT min{2r,4} (Zij
A = Al S A <1 +Ch i=leom—1 [AT — X, 2
(3.7)

X sup inf [w—V|2+ CthA;‘Y'

wespan(uy : k€J) VEVy
llwlla=1
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REMARK 3.4 (Asymptotic nature of eigenvalue estimates). The constant
Yy
max;—1,...,.n—1 % s mot entirely a priori and could be undefined if by coincidence
K3 J
A} — X; = 0 for some i < n. Because this constant arises from a conforming finite
element method, however, its properties are well understood; cf. [27, Section 8.2] for
a detailed discussion. In short, convergence of the eigenvalues A] — \; is guaranteed

AN An_1j .
as h =0, so max;—1 .. n—1 ‘AL)’\ I — o 11 T Because j > n and we have assumed

separation property (2.4), namely A\, > An—1, this quantity is well-defined.
In the following section we prove eigenfunction error estimates under the as-

sumption that the quantity ;(J) = maxsey max; ¢ s ‘7‘ defined in (2.25) above
h,j

is finite. The observation in the preceding paragraph and (3.7) guarantee the existence
of ho such that p(J) < oo for all h < hg. Thus there exists hg such that for all h < hg
the discrete eigenvalue cluster respects the separation of the continuous cluster from
the remainder of the spectrum in the sense that Ay > Ap—1 and Apyn < ApgN+1-

REMARK 3.5 (Constant in (3.7)). The spectrally dependent constants in (3.7) are
expressed with respect to the intermediate discrete eigenvalues A;-Y instead of with re-
spect to the computed discrete eigenvalues Aj. It is not difficult to essentially replace
A;Y by A; at least for h sufficiently small by noting that Lemma 3.1 may be rewritten

as [A; — AJ| S AjhFTY. We do not pursue this change here.
4. Eigenfunction Estimates.

4.1. L, Estimate. We start by bounding the difference between the Galerkin
projection G of an exact eigenfunction and its projection to the discrete invariant
space. It is instrumental for deriving L? and energy bounds (Theorems 4.2 and 4.3).

LEMMA 4.1. Let {\;};jes be an exact eigenvalue cluster satisfying the separation
assumption (2.4). Let {A; }dlm(v#) be the set of approzimate FEM eigenvalues satis-

fying p(J) < oo, where pu(J) is defined in (2.25). Fizi € J and let u; € Hy(y) be
any eigenfunction associated with X\;. Then for any a € R, there holds

(4.1) IGu: = Zuillzr < (1+ () (lui = Gus — allzz + 7 luil 7).

Proof. Our proof essentially involves accounting for geometric variational crimes
in an argument given for the conforming case in [39]; cf. [14, 23].

Recall that {U; }dlm(v#) € V4 denotes the collection of discrete M-orthonormal
dlm(v#) .Forle{1,..,dim(Vg)}\J, U; € Ran(I—
P)CVyis M -orthogonal to the approximate invariant space Wy = span(U; : j €

J}. According to relation (2.26), we then have M(Zu;,U)) = M(PGu;,U;) = 0,
which implies

eigenfunctions associated with {A;},_

(4.2) M(Gu; — Zu;, U)) = M(Gu;, Up).

In addition, W := Gu; — Zu; = (I — P)Gu; can be written as W = Z?:T(V#) 51U,
17
for some f; € R, so that, together with (4.2), we have

dim(Vy)
(4.3) W2 =MW, W) =M | Gui, > AU

=1
g7
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We now proceed by deriving estimates for M(Gui,Ul), l € J. Since U is an
eigenfunction of the approximate eigenvalue problem associated with A;, we have

MM (V,U)) = ANM(UL V) = A(U, V) = A(V,U;), YV € V.

Choosing V = Gu; gives

MM (Gui, Uy) = A(Guy, Up) = Aus, Uy) = a(ui, Uy) + (A — @) (us, Uy).
We now use the fact that u; is an eigenfunction of the exact problem to get

MM (G, Up) = Ni(ug, Uy) + (A — @) (us, Up)

= XM (ui, Up) + (i — M)(u;, Uy) + (A — @) (us, Uy).
Subtracting NM (Gu;, Up) from both sides yields
(A = MM (Guy, U) = MM (u; — Gui, Uy) + N (e — M) (ui, U) + (A — @) (us, Uy),

or

M(Gui, Uy) = [/\iﬂ(ui — Gui, Up) + (i — M) (g, U) + (A — @) (us, Ul)] .

A — N
Returning to (4.3), we obtain

W= MOVW) =0T s~ Gus = 32 32
ig¢J
. 1 -~ dim (V) A
+[(m—M)+i(A—a)} us, ; Iy l)\zﬁlUl
i¢J

where we used M(Ul, 1) = 0 to incorporate « € R into the estimate. To continue
further, we use the orthogonality property of the discrete eigenfunctions to obtain

2

dim(V) dim(V) )\ 9
AU = : 2012 < w()?|W]2%
1¢J v 127
. 2 _ .
and similarly HZ?LIT(V#) ﬁﬂz(]l < #(J)2||W||22 since A(Up, Uy) = MM (U, Uy).
igJ ‘ i

Thus the geometric error estimates (Corollary 2.2) and a Young inequality imply

W37 < m(Dllui = Gui = all g IW Iz + CRFF () | 571 W 57

(4.4) (J)2 1
2k+2 M 2 o, 2
+Ch T”%h”g"‘ 4Ai”W”?f'
To bound ||[W]| 5, we recall that P o G and G are the A(-,-) projections onto W
and V., respectively, and that P is the Ly projection onto W. Thus

W% = AW, W) = A((I — P)Guy, (I — P)Gu;) = A(Gu;, (I — P)Gu;)

= A(Ui, (I - P)Guz) == A(UZ, W)
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To isolate the geometric error, we rewrite for any a € R the right hand side of
the above equation as

= \i(m — M)(u;, W) + X\ M (u; — Gug — a, W) + NM(W, W) + (A — @) (u;, W),

upon invoking the orthogonality relations (4.2) and M (W, 1) = 0. We take advantage
again of the geometric error estimates (Corollary 2.2) to arrive at

W% < MO il | 57 1IW |57 + Aillus — Gus — ol |57 1W |57 + Al W12

(4.5)
+ CRE | 51 W 1 5

Now, noting that ||u;|| 7 < lluilla = vAilluillm by (2.18) and using Young’s in-
equality to absorb the last term by the left hand side gives
W% < CRM N llusll g W N 57 + 2 llwi — Gus — el g W 57 + 20 W 11%;
+ CXRET2 |2

(4.6)

Using (4.6) in (4.4) gives

1
W12 < (54 1) ) s = Gus = allg Wi + CHE+ (14 ) sl

1
- CRPE (1 ()P sl + 5 W
We apply Young’s inequality again to arrive at
W12 < (U )2 [l — Gas — a2 + B34 e 2],

which yields the desired result upon taking a square root. 0

THEOREM 4.2 (L? error estimate). Let {\;}jcs be an ezact eigenvalue cluster

satisfying the separation assumption (2.4). Let {A; }?i:i(v#) be the set of approximate
FEM eigenvalues satisfying u(J) < co. We fix i € J and denote by u; € H#('y) any

eigenfunction associated with ;. Then for any o € R, the following bound holds:
lui — Pu; — |57 < |lui — Zu; — 37

4.7
47 < ) (I - G — gy + 15 ).

Proof. Because Pao = Za =0 and P is the M—projection onto W, we have

[(ui — ) = Puil| 37 = lui — o — P(ui — a)|l37 < [[(wi — @) — Z(u; — o)|l37

= |Ju; — Zu; < lug — Gui — all37 + |Gui — Zug| 57

— a3

The second leg is bounded using Lemma 4.1. 0
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4.2. Energy Estimate. We now focus on estimates for |ju; — Zu|| ;.

THEOREM 4.3 (Energy estimate). Let {\;};cs be an ezact eigenvalue cluster
satisfying the separation assumption (2.4). Let {A; }dlm(v#) be a set of approzimate

FEM eigenvalues satisfying u(J) < co. We fix i € J and denote by u; € H#(’y) any
eigenfunction associated with \;. Then for any o € R, the following bound holds:

||’LL1 7Z’U,ZHZ < Hul 7GU¢||E+C\//\‘ 1+p J))||u1 — Gu; 70[”174’
+ OV + p( )R i 57

Proof. Let W := Gu; — Zu;. We restart from the estimate (4.6) for ||| 7, apply
Young’s inequality, and take advantage of the L? error bound (4.1) to deduce

W% S N (B2 w3 + lui — Gus — ol 37 + W ]157)
SN+ p(D)P (W22 il 37 + llui — Gui — af37)-

(4.8)

The desired result follows from |Ju; — Zu;|| 3 < [|ui — Gugl| 7 + [|[W]| 3- 0

We end by commenting on (4.8). Because G is the Galerkin projection onto V4
with respect to A(-,-), we have for the first term in (4.8) that

(4.9) lui = Gugl| 3 < inf Hui_V”ﬁ:‘i}éfV”Ui_VHZ-

Here we used that A(9,1) =0, v € H'(v). The last term above may be bounded in a
standard way (cf. [12] for definition of a suitable interpolation operator of Scott-Zhang
type in any space dimension). Similar comments apply to (4.7).

Bounding [ju; — G| 37 is more complicated. Because I' is not smooth, it is not
possible to directly carry out a duality argument to obtain L, error estimates for
G with no geometric error term. Abstract arguments of [20] however give error
bounds for u; — Gu; satistying a(u; — Gu;, V) = F(V) YV € Vg, Letting F(V) =
(@ — A)(u; — Gu;, V), the fact that A(3,1) = 0 for any v € H'(v) yields

i(w — Gug, V) = F(V) YV eV.
Choosing o = ﬁ J, G(u—u;), [20, Theorem 3.1] along with (2.17) then yield

lu; — Gu; — a|lm < hmln lu; — Va + hk+1||ui — Guilla < hmln llui — V| 5.

Thus the Lo term above may also be bounded in a standard way.

4.3. Relationship between projection errors. Many classical papers on fi-
nite element eigenvalue approximations contain energy error bounds for the projec-
tion error ||v — Pvlz [3, 1]. We briefly investigate the relationship between this error
notion and our notion |[v — Zv||z. Because Z is a Galerkin projection, we have
lv—2Zv| ;7 < ||lv—Pol 5. In Proposition 4.5 we show that the reverse inequality holds
up to higher-order terms. These two error notions are thus asymptotically equivalent.

LEMMA 4.4. Let {)\;}jes be an ezact eigenvalue cluster indexed by J satisfying

the separation assumption (2.4). Let {A; }dlm(v# be set of approrimate FEM eigen-
values satisfying p(J) < co. We assume that for an absolute constant B, there holds
max{A,+n} < B. Then for v € H(y), we have

1Poll 5 < VBl
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Proof. Since Pv € Wy, there exists ;, j € J, such that Pv = ZjeJ B;U;. Thus

|Pvl|y = A(Pv, Pv) =Y B;A(U;, Pv) = > B;A;M(U;, Pv)

jed jeJ
=Y B MUY BUy) =Y BiAM (U, Uy) < B[Pl < Bljo|%;
= jeJ jeJ
where we used that the discrete eigenfunctions {U;} are M. -orthogonal. d

PROPOSITION 4.5. Let {\;}jecs be an exact eigenvalue cluster indexed by J sat-

isfying the separation assumption (2.4). Let {A; }dlm V#) pe set of approximate FEM
eigenvalues satisfying p(J) < oco. Furthermore, assume that for some absolute con-
stant B, An1n < B. Let u; be an eigenfunction with eigenvalues X\;, for some i € J.
Then the following bound holds for any a € R:

lui = Puil 5 < llui = Zuil  + VBllui = Gui — a3
Proof. By the triangle inequality we have:
wi = Puil < lJui — Zugl| 3 + [|Zu; — Puil| 3 = [lui — Zui| g + | P(us — Gui — o) | 5-
Applying Lemma 4.4 for the last term gives
1P(u; — Gu; — o)l z < VBllus — Gu; — ol 37,
and as a consequence

i — Pug|| 5 < |lui — Zugl| 5 + VBllwi — Gu; — o 37

5. Numerical Results for Eigenfunctions. Let 7 be the unit sphere in R3.
The eigenfunctions of the Laplace-Beltrami operator are then the spherical harmonics.
The eigenvalues are given by ¢(¢ + 1), £ = 1,2,3..., with multiplicity 2¢ + 1. Com-
putations were performed on a sequence of uniformly refined quadrilateral meshes
using deal.ii [6]; our proofs extend to this situation with modest modifications. When
comparing norms of errors we took the first spherical harmonic for each eigenvalue
£(£+ 1) as the exact solution and then projected this function onto the corresponding
discrete invariant space having dimension 2¢ + 1.

5.1. Eigenfunction error rates. We calculated the eigenfunction error |u; —
Pu; || ;; and ||ug — Pu,|| 5 for the lowest spherical harmonic corresponding to A\; = 2.
From Theorem 4.2 and the results of [20], we expect

(5.1) lur = Pur | S CA)(A™H + hF4).
From Proposition 4.5 and Theorem 4.3, we expect
(5.2) |ur — Pus|| 1 S C(A) (" + hFT).

We postpone discussion of dependence of the constants on spectral properties to Sec-
tion 5.2. When r = 1 and k = 2, the L5 error is dominated by the PDE approximation
(Figure 5.1), h**1 = b3 < h2 = h"+*1. When 7 = 3 and k = 1 we see the L, error is
dominated by the geometric approximation (Figure 2), h"t! = h* < h%2 = h¥*1, This
illustrate the sharpness of our theory with respect to the approx1matlon degrees. The
energy error behavior reported in Figure 5.1 similarly indicates that (5.2) is sharp.
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Fic. 5.1. Convergence rates of the approzimate invariant eigenspace corresponding to the first
eigenvalue on the sphere: Lo errors (left) and energy errors (right).

5.2. Numerical evaluation of constants. In the left plot of Figure 5.2 we

lot —lv—Pulla,
PIOY R A ()T
in Theorem 4.3. Here the Galerkin error is O(h*) and the geometric error O(h?), so
the geometric error dominates. Consider the eigenvalues A = ¢(¢+1), ¢ =1,...,10 and
corresponding spherical harmonics. We chose two different exact spherical harmonics

for £ = 10 to determine whether the choice of harmOﬁlic Wo‘}lld affect the computation.
u—Pul|a
as A increases, in”dic?)ti‘rllg that the constant in Theorem 4.3 may not be sharp. We thus
u—Pulla,
VA@2+/n(I)hkF1
(see the right plot of Figure 5.2). Thus it is possible that the dependence of the
constant in front of the geometric error term in Theorem 4.3 is not sharp with respect
to its dependence on p(J). Our method of proof does not seem to provide a pathway
to proving a sharper dependence, however, and our numerical experiments do confirm
that the constant in front of the geometric error depends on spectral properties.

In Figure 5.3 we similarly test the sharpness of the geometric constant in the
eigenvalue error estimate (3.7) by plotting p‘g}?‘. This quantity is very stable as A
increases, thus verifying the sharpness of the estimate as well as the correctness of the
order, O(h**1) for k = 1. In Section 7 we observe that for £ > 2 the geometric error
is between h*T1 and h2*. We delay giving numerical details until laying a theoretical
foundation for explaining these superconvergence results.

vs. h for r = 3 and k = 1 to evaluate the quality of our constant

In the left plot of Figure 5.2, we see that the ratio decreases moderately

also plotted and found this quantity to be more stable as \ increases

6. Superconvergence of Eigenvalues. In this section we analyze the geomet-
ric error estimates (2.16) and (2.17) from the viewpoint of numerical integration. Our
approach is not cluster robust, but allows us to analyze superconvergence effects and
leads to a characterization of the relationship between the choice of interpolation
points in the construction of I' and the convergence rate for the eigenvalues. We show
that we may obtain geometric errors of order O(h?) for k + 1 < £ < 2k by choosing
interpolation points in the construction of I" that correspond to a quadrature scheme
of order . Because these superconvergence effects require a more subtle analysis,
we do not trace the dependence of constants on spectral properties in this section
and are only interested in orders of convergence. We denote the untracked spectrally
dependent constant by C'y, which may change values throughout the calculations.

We first state a result similar to [5, Theorem 5.1], where effects of numerical



17

10” 107
RS =
== =<
=3 ==

S| = =

[SURESS S

L+ QT 102
sl s| &
=5 =l
S

3 3 L
10 10
10 107" 102 107
h h

F1a. 5.2. Dependence of geometric portion in energy errors on spectral constants: Theoretically
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Fic. 5.3. Dependence of geometric portion of eigenvalue errors on spectral constants, k = 1:

A=A for eigenvalues £(£ + 1), £ =1,...,10.

Theoretically established constant 2

quadrature on eigenvalue convergence were analyzed. Let A; be an eigenvalue of (2.1)
with multiplicity V. Let W and W be the spans of the eigenfunctions of A; and the
N FEM eigenfunctions associated with the approximating eigenvalues of ;.

LEMMA 6.1. Eigenvalue Bound. Let Py, be the projection onto W using the Lo
inner product m(-,-). Let U; be an eigenfunction in Wy such that ||Uj|l, =1 and
A(Uj, UJ) = AjM(Uj, UJ) Then

(6.1)

A, —Aj| = a(Py,Uj, Py, Uj) _ ,{(UJVUJ') <P U; —U<||2
! ! m(P)\jUja‘P)\jUj) M(Uj7Uj) - o e

+ NPT = U2, + A Im(U;, Uy) — M(U;, U)| + AU, Uy) = a(Uy,U;)|.

PT’OOf. Since a(P)\jUj7Uj) = )\jm(P)\jUj,Uj) and HPAJ'U]'”Z = )‘j”P)\]UjHEn?
IPx,U; = Usll2 = Xl1PA, U — Us |12, = 1P, U2 + US 112 = 2a(Pa, U5, U;)
= NIP, U |12, + 20m(P, Uy, Uy) = MU 12, = a(U;,U;) = Ajl|U; 12,
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Noting the assumption that ||U;]|., = 1, we get
(6.2) =N = 1P U; = Ujllz = X1Px, Uj = U7, — a(U;, Uy).

Because Z(Uj, U;) — AjM(Uj,Uj) =0 we get

=X = 1P\, U; = Us |12 = MIIP, U = Ui |12, + [A(U;, Uj) — a(U;,Uy)] — Ay M(U;, Uj).

Adding Aj = A;m(U;,Uj) to both sides and taking absolute values gives the result.0

We now give a series of results bounding the terms on the right hand side of (6.1).
Recall that P denotes the M projection onto W.

LEMMA 6.2. For h small enough, {Pu : u € W} forms a basis for span{U : U €
W}, Moreover, for any U € Wy with ||U|,, =1,

N
(6.3) 3 fail* < o).

Proof. The proof follows the same steps given in the proof of [23, Lemma 5.1]. O

LEMMA 6.3. Let h be small enough that {Pu : u € W} forms a basis for span{U :
UeWgy}. Let {u;}}Y., be an orthonormal basis for W with respect to m(-,-). Then

(6.4) |U—Py,Ula <Cy _max [lu; — Puglla S A"+ Aany
(6.5) U = Py, Ullm < Cx_maxlu; — Pugllm S 2™+ h

foranyu e W and U € W.

Proof. Recall that N = dim(W). Since U € span{Pu : u € W}, there holds
U =N, «;Pu; with the coefficients satisfying (6.3). Thus

N N N
P,,U-U= Zm(z a; Pug, ug)u, — ZaiPui.
k=1  i=1 i=1

Adding — Zi\; a;m(u;, w;)u; + Zf\; a;u; = 0 and using m(u;, ug) = 0, @ # k, yields

i=1 k=1

N N
(6.6) P\U-U=)> q (Zm(Pui — ug,up)ug + (g — Pui)> .

Using m(Pu; — u;, ug) = /\%a(Pui — u;, uy), noting (6.3) and applying | - ||, to both
sides of (6.6) yields the first inequality in (6.4), while applying || - ||, to both sides
of (6.6) yields similarly the first inequality in (6.5). The second inequality in (6.4)
follows from applying in order Proposition 4.5, Theorem 4.3, and finally (1.3) and
(1.4).

To obtain the second inequality in (6.5), we first use (4.7) and || - ||l > || - || 5

[k — Pugllm < [Juk — Gugllm + 25 uklm
(6.7) < lukr — Gui, — m(ug — Gug, 1)|[m + |m(ur — Gug, 1)|[m

+ R -
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Since m(ug, 1) = M (ug, 1)= MGuy, 1) = 0, we have from (2.16) that
[m(ur — Gui, 1)|lm = [[m(Gug, 1)||m
= VIlim(Gux, 1) = M(Guy, 1)| < 7] Gug || 57",
Also, |Gug| 37 S IGuk| 7 S lluklla S Cx. Bounding the first term on the right hand
side of (6.7) using (1.4) completes the proof. 0

LEMMA 6.4. Let v € Hi#(v), let d(zx) be the signed distance function for -y, let
P(x) be the closest point projection onto v, let v be the normal vector of 7, let N be
the normal vector of T', and {e;}_, be the eigenvectors of the Hessian, H, of v, then

la(v,v) — A(v,v)| <

/F d(z)H [Vro]" vadz‘

o +2 /F d(x) (i ki (W(2)) [Vro]" [e; @ €] vpv> ds| + O(h?),
69) | mlv,v) — M(w,0)| < /F vzd(:ﬂ)HdE‘ + O,
Here H =Y, ki(¢(x)) is the scaled mean curvature of .
Proof. We shall need the two identities from [21]:
(6.10) V. 0(x) = [(1 = dED) ()] [I _ Tf:] Vo,
(6.11) do=v-N lﬁl (1 —d(r) g d?ﬁéf(ﬁ(x))) dy = Qdx.

We note that since |1 —v-N| = v — N|? < »%* and ||d||;__ ) S A,
(6.12) Q = (1 —dH) + O(n*).

Using (6.10) and (6.12) we then have

la(v,v) — A(v,v)| =

/ V0TV, vdo — / [va]Tvpudz‘
0% I

(6.13) < /F[Vrv]T [I - VN® ] [(T— dH)(2)] 7 [X — dH) ()]~
X [1 _N ®:] Vrv [l —d(z)H] — [VF’U]TVPUdE‘ + O(h?%).

Expanding the Hessian H as on page 425 of [21], we obtain:

(T—dH)(@)] ' =vev+) [1+d@)m@))e e =T+ da)w(y(r)e; @ e;.

i=1 i=1
Using e; L v and e; L ej, 1 <14,j <n, yields

n

18— B0 )] [0~ dE) ()] =142 d(a)s(b(a))e; @ e + O(n?+2).
i=1
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Combining the above and carrying out a short calculation yields

- - ame - ame - B2

_ [1 _ ”N®ﬂ 1423 da)m((@))e: ded [I - NN®H + O(h?)

i=1

roN N®v VU

=1- N-v N-v +(N-V)2

= e N-e; )\’
+2;d(x)m(w(z)) e Qe — N-I/(V®ei+ei®y)+<N~V> VU
+ O(h?F).

Let Pr:=1— N ®N. Then

roN N®v VU v v
TNy N (N2 =h+(N-g ) e (N- 1)
= Pr + O(h*").

I

We know ||[N — v|s < h*, so N -e; = O(h*) which means all terms containing
d(z)N - e; are of order h?**1. Therefore we have

|:II/®N

N®v
v

| 0= amny o710 am o) [1- 2
(6.14) .
=P 42 d(@)ri(1(x)) [e; @ ] + O(h?).

i=1
Multiplying equations (6.14) and (6.12) gives

- ame e - am e 1- T2 @

vy N
I—
{ N.v

n
=Pr(1—d(zx)H)+2 Z d(z)ki(Y(x)) [e; ® €] + O(h?F).
i=1
Inserting the above into (6.13) and noting that PrVirv = Vo yields

la(v,v) — A(v,v)| <

/ d(z)H |va2d2‘
T

+2 + O(h?k).

/F <Z d(z)ks (¥(2)) [Vl [e; © e vpv> dy.

This is (6.8). The proof of (6.9) follows directly from (6.12). |

We next define a quadrature rule on the reference element:

/T¢(:E)di ~ > wip(Gi),

i=1
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where {i;}}_, are weights and {g;}}_, is a set of quadrature points. Recall the
definition (2.8) of Fr : T — T. The mapped rule on a physical element 7' C T is

L
/T<P(33)d2 ~ szfﬂ(qz‘),

=1

where w; = QF,(G;)W;, Qr, = /det(JTJ) with J the Jacobian matrix of Fr, and
¢i = F7(g;). The quadrature errors on the unit and physical elements are

R L L
(6.15) Fp(p) = / H@)AS =S wip(@),  Fr(g) = / p(2)dS — 3 wip(gs).
T i=1 T i=1

We say that a mapping Fr is reqular if |Fr|y; o) < h', 0 < i < k. This is
implied by assumption (2.11). Note also that |Frl|y w5 = 0,4 > k.

LEMMA 6.5. Suppose Ex(x) = 0 ¥y € P“"Y(T), d € W(T), and Fr is a
reqular mapping. Then there is a constant C, independent of T, such that

(6.16)  |Er(dpw)| < Clldllywe.ce(ryh! | grmintrer () [ grmintrer (), V2,90 € PT(T).

Proof. We use standard steps from basic finite element theory [16]. For each T,
(6.17) Er(dpy) = By (d(Fr)Qr,2v)

Since Es(x) = 0,Vx € P‘~1(T), it follows from the Bramble-Hilbert Lemma and
(6.15) that

@) = it B0 -0 < inf 19Xy < Cloleoeay

Substituting ¢ = d(Fr1)QF, @1@7 we thus have

E; (4B )@r o) | < C|dFNQe, 2], -
We now apply equivalence of norms over finite dimensional spaces while noting that
D%p = D% =0 for |a| > r to get

min{r,(}

d(FT)QFT(ﬁw‘We,m(T)S ijzzo |d(FT)QFT|W€—i7j‘OO(T)|¢|Wi,oo(j‘)|w|wjv°0(’f)
f—i—j>0

min{r,¢}
5 Z |d(FT)QFT|Wé—i—.7‘,oo(T)|¢

i,j=0
—i—j>0

Hi(T) |1/)|Hj ()"

Through standard scaling arguments we have

1Bl s 2y [P s 2y S WNQpot lpoo oy @l (o) [0 i ().
Noting that |Qry [yyr.cc () S h"t% and HQF;1||LOO(T) < h™™ along with

0—i—j
|d(FT)QFT‘WZ—i—j,oo(T") S Z |QFT|ka°°(T) |d(FT)|W€fifj—k,oo(T)
k=0
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and
|A(F1)lyye-ie oo (7)) S hfmimIk ldllyyre—i-s—r.oe (1)
gives
A(Fr)QF, ¢ W () < ROl dllwece o ol grmintrer (o) 19 ]| prmintres (7,
which is the desired result. O

We now consider the effects of constructing I' by interpolating ).

LEMMA 6.6 (Superconvergent Geometric Consistency). Let QUAD; be a degree
¢ — 1, R point quadrature rule on the unit element with quadrature points {g;}1,,
V € Vi(T) be degree-r function, and assume that d(z)H € WH(N). If the points
{L(z9)}7*, in (2.6) and {q:}L, coincide and in addition L(z7) = 1(z7), then

j=1

(6.18) a(V,V) = A(V, V)| < b (@) e 0y [V f{;ninw}(p) +O0(h*"),

(619)  m(ViV) = SV V)] S B ()Ml oy IV it ) + OU).

Here a subscript 7 denotes a broken (elementwise) version of the given norm.

Proof. We prove (6.19). (6.18) follows from similar arguments. Recalling (6.9)
and partition the first integral based on the underlying mesh.

#elements

/F VQd(x)Hdz’ < Y

Jj=1

/T V3d(x)HdY

J

Let ¢ be a quadrature point on T;. By assumption L(g) = %(g), so d(¢) = 0 and

J,

J

/T V2d(z)HdS

J

V3d(z)Hd% — QUADy, (VZd(x)H)‘

_ ETJ_ (d(.%')HVQ) ,S, h£||d(x)H||W7ZJ°C(F)‘V‘iI;‘—li“{r’Z}(Tj)

by Lemma 6.5. Summing over all of the elements yields (6.19). a0

THEOREM 6.7 (Order of eigenvalue error). IfT' be constructed using interpolation
points that correspond to a degree £ — 1 quadrature rule as in Lemma 6.6, then

(6.20) 1A — Aj| S R¥ 4 R Rt

Proof. Standard arguments (adding and subtracting an interpolant and applying
inverse inequalities) yield ||U|| g« < ||P,U||gr+:. Combining Lemma 6.6 and Lemma
6.3 into Lemma 6.1 completes the proof. ]

REMARK 6.8. Our proofs carry over to the setting of quadrilateral elements with
appropriate modification of the definition of reqularity of the mapping Fr. If Gauss-
Lobatto points are used on the faces of I as the Lagrange interpolation points to define
the surface T, then the O(h*) term in (6.20) is the error due to tensor-product k + 1-
point Gauss-Lobatto quadrature, which is exact for polynomials of order 2k — 1. Thus
0 =2k and |\; — A;| < h*" + h?*. We demonstrate this numerically below.
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REMARK 6.9. In [38] it was proved that the choice of interpolation points used
to approximate curved boundaries in finite element methods for boundary value prob-
lems on FEuclidean domains affects the order of convergence. In particular, use of
Gauss-Lobatto points to interpolate the boundary leads to optimal-order convergence
in the energy norm, while other choices may lead to suboptimal convergence rates. In
both this case and ours, approrimation of domain geometry has an effect on conver-
gence rates that cannot be detected by merely considering the order of the interpolation
scheme used.

REMARK 6.10. 1t follows from (6.19) that computation of area(y) using quadra-
ture may also be superconvergent. This has been observed numerically when using
deal.ii [6, Step 10 Tutorial).

7. Numerical results for eigenvalue superconvergence. In this section we
numerically investigate the convergence rate of the geometric term in the eigenvalue
estimate of Theorem 6.7. Using the upper bound we derived as a guide, we set the
order r of the PDE approximation so that h2" is higher order in the experiments.

We first approximated the unit circle using a sequence of polygons with uniform
faces. For higher order approximations we interpolated the circle using equally spaced
points and points based on Gauss-Lobatto quadrature. The left plot in Figure 7.1
shows convergence rates for Ay for various choices of k for both spacings. The error
when using Gauss-Lobatto points follows a trend of h?* as predicted by our analysis in
Section 6. The errors when using equally spaced Lagrange points are O(h¥*+1) for odd
values of k and O(h¥*2) for even values of k. These quadrature errors arise from the
Newton-Cotes rule corresponding to standard Lagrange points, yielding for example
Simpson’s rule with error O(h*) = O(h**+2) when k = 2.

Fia. 7.1. Left: Convergence rates of the first eigenvalue for the circle using typical equally
spaced Lagrange basis points and Gauss-Lobatto Lagrange basis points. Right: Convergence rates of
the first eigenvalue for (x — 22)2 +y2 4+ 22 + %(x —0.1)(y + 0.1)(z + 0.2) — 1 = 0 surface using a
quadrilateral mesh with Gauss-Lobatto Lagrange basis points.

In our next experiment we used a quadrilateral mesh to approximate the surface
(=222 +y2+ 22+ 3(z—0.1)(y + 0.1)(2 + 0.2) — 1 = 0. We used Gauss-Lobatto
quadrature points on each face to construct the interpolated surface. Convergence
rates for the first eigenvalue using £ = 2,3 are seen in the right plot in Figure 7.1.
The trend of order h?* convergence predicted by our analysis holds for surfaces in
2D when using Gauss-Lobatto interpolation points. Experiments yielding similar
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convergence rates were also performed on the sphere and torus.

We next investigated convergence on triangular meshes. We first created a tri-
angulated approximation of the level set (z — 22)? + y? + 22 — 1 = 0 using standard
Lagrange basis points. These points do not correspond to a known higher order
quadrature rule. In the left plot in Figure 7.2, we see convergence rates of order h*+!
for odd values of k and h**2 for even values of k. Unlike in one space dimension,
these results cannot be directly proved using our framework above. More subtle su-
perconvergence phenomenon may provide an explanation. For example, it is easy to
show that the Newton-Cotes rule for £ = 2 corresponding to standard Lagrange in-
terpolation points exactly integrates cubic polynomials on any two triangles forming
a parallelogram. It has previously been observed that meshes in which most triangle
pairs form approximate parallelograms may lead to superconvergence effects, and it
has been argued that many practical meshes fit within this framework; cf. [40].

0
10° ‘ 10
—6—r=2, k=2
107 107%
4
— 10 =
= <, 4
| 110 +
_ ~
=10 =
—q - —o&— Unperturbed
_g 10 7+ —H5— Centered Perturbed ||
10 4’*Bza‘sed Perturbed
)
"
_g
107° - 10 -~ o
10” 10 10 10
h h

FIG. 7.2. Left:. Convergence rates of an eigenvalue for (x —22)2 4+y?+22 —1 = 0 surface using
triangular mesh and typical Lagrange basis points. Right: Convergence rates of the first eigenvalue
for spherical surface using triangular mesh and unperturbed interpolation points, randomly perturbed
interpolation points from a uniform distribution centered at 0 displacement, and randomly perturbed
interpolation points from a uniform distribution centered at 0.5h*T1 displacement.

Finally, we attempted to break this even-odd superconvergence behavior by per-
turbing the points used to interpolate the sphere. First we perturbed points by
O(h¥+1) using a uniform distribution on h**1(—1,1). In expectation we then have a
radial perturbation of 0. The superconvergence of O(h**?2) for even k values persisted
for this situation. We then biased the previous distribution to be h¥*1(—0.5,1.5) so
that perturbations tended to be outward of the surface of the sphere. This led to
convergence of O(h¥*1) for both even and odd values of k. Numerical results for the
error of the first eigenvalue of the sphere when r = 3 and k£ = 2 for an unperturbed
sphere as well as these two perturbations are seen in the right plot in Figure 7.2.

REMARK 7.1. The perturbations of interpolation points on the sphere described
above satisfy the abstract assumptions (2.9) through (2.11) and so fit within the basic
eigenvalue convergence theory of Section 3. That theory is thus sharp without addi-
tional assumptions, but clearly does not satisfactorily explain many cases of interest.

REMARK 7.2. The superconvergence effects we have observed appear to be rela-
tively robust. They may still occur even in applications where the continuous surface
is not interpolated exactly as long as surface approximation errors at the interpolation
points are uniformly distributed inside and outside of v with zero mean.



25

REFERENCES

[1] I. BABUSKA AND J. OSBORN, Eigenvalue problems, in Handbook of numerical analysis, Vol. II,
Handb. Numer. Anal., II, North-Holland, Amsterdam, 1991, pp. 641-787.
[2] 1. BABUSKA AND J. E. OSBORN, Estimates for the errors in eigenvalue and eigenvector approz-
imation by Galerkin methods, with particular attention to the case of multiple eigenvalues,
SIAM J. Numer. Anal., 24 (1987), pp. 1249-1276.
[3] , Finite element-Galerkin approximation of the eigenvalues and eigenvectors of selfad-
joint problems, Math. Comp., 52 (1989), pp. 275-297.
[4] U. BANERJEE, A note on the effect of numerical quadrature in finite element eigenvalue ap-
prozimation, Numer. Math., 61 (1992), pp. 145-152.
[5] U. BANERJEE AND J. E. OSBORN, Estimation of the effect of numerical integration in finite
element eigenvalue approzimation, Numer. Math., 56 (1990), pp. 735-762.
[6] W. BANGERTH, R. HARTMANN, AND G. KANSCHAT, deal.II—a general-purpose object-oriented
finite element library, ACM Trans. Math. Software, 33 (2007), pp. Art. 24, 27.
[7] A.Bonito, J. M. CAScON, K. MEKCHAY, P. MORIN, AND R. H. NOCHETTO, High-order AFEM
for the Laplace-Beltrami operator: convergence rates, Found. Comput. Math., 16 (2016),
pp. 1473-1539.
[8] A. Bonito, J. M. CAsScON, P. MORIN, AND R. H. NocHETTO, AFEM for geometric PDE: the
Laplace-Beltrami operator, in Analysis and numerics of partial differential equations, vol. 4
of Springer INAAM Ser., Springer, Milan, 2013, pp. 257-306.
[9] A. BoniTo AND A. DEMLOW, Convergence and optimality of higher-order adaptive finite ele-
ment methods for eigenvalue clusters, SIAM J. Numer. Anal., 54 (2016), pp. 2379-2388.
[10] A. BONITO AND J. PAscIAK, Convergence analysis of variational and non-variational multigrid
algorithm for the laplace-beltrami operator, Math. Comp., 81 (2012), pp. 1263-1288.
[11] J. BRANNICK AND S. CA0, Bootstrap Multigrid for the Shifted Laplace-Beltrami FEigenvalue
Problem, ArXiv e-prints, (2015).
[12] F. CAMACHO AND A. DEMLOW, Lo and pointwise a posteriori error estimates for FEM for
elliptic PDEs on surfaces, IMA J. Numer. Anal., 35 (2015), pp. 1199-1227.
[13] E. CaNcEs, V. EHRLACHER, AND Y. MADAY, Non-consistent approzimations of self-adjoint
eigenproblems: application to the supercell method, Numer. Math., 128 (2014), pp. 663~
706.
[14] C. CARSTENSEN AND J. GEDICKE, An oscillation-free adaptive FEM for symmetric eigenvalue
problems, Numer. Math., 118 (2011), pp. 401-427.
[15] F. CHATELIN, La méthode de Galerkin. Ordre de convergence des éléments propres, C. R. Acad.
Sci. Paris Sér. A, 278 (1974), pp. 1213-1215.
[16] P. G. CIARLET, The finite element method for elliptic problems, vol. 40 of Classics in Applied
Mathematics, Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA,
2002. Reprint of the 1978 original [North-Holland, Amsterdam; MR0520174 (58 #25001)].
[17] L. Da1, X1A0YING; HE AND A. ZHOU, Convergence and quasi-optimal complezity of adaptive
finite element computations for multiple eigenvalues, IMA J. Numer. Anal., (2015).
[18] X. DaI, J. XU, AND A. ZHOU, Convergence and optimal complezity of adaptive finite element
etgenvalue computations, Numer. Math., 110 (2008), pp. 313-355.
[19] M. DAUGE, Elliptic boundary value problems on corner domains, vol. 1341 of Lecture Notes in
Mathematics, Springer-Verlag, Berlin, 1988.
[20] A. DEMLOW, Higher-order finite element methods and pointwise error estimates for elliptic
problems on surfaces, STAM J. Numer. Anal., 47 (2009), pp. 805-827.
[21] A. DEMLOW AND G. DzIUK, An adaptive finite element method for the laplace-beltrami operator
on implicitly defined surfaces, STAM J. Numerical Analysis, 45 (2007), pp. 421-442.
[22] G. Dz1UK, Finite elements for the Beltrami operator on arbitrary surfaces, in Partial differential
equations and calculus of variations, vol. 1357 of Lecture Notes in Math., Springer, Berlin,
1988, pp. 142-155.
(23] D. GALLISTL, An optimal adaptive FEM for eigenvalue clusters, Numer. Math., 130 (2015),
pp. 467-496.
[24] S. Giant AND I. G. GRAHAM, A convergent adaptive method for elliptic eigenvalue problems,
SIAM J. Numer. Anal., 47 (2009), pp. 1067-1091.
[25] M. HOLST AND A. STERN, Geometric Variational Crimes: Hilbert Complezes, Finite Element
Exterior Calculus, and Problems on Hypersurfaces, Found. Comput. Math., 12 (2012),
pp. 263-293.
[26] C.-Y. Kao, R. LAlL, AND B. OSTING, Mazimization of Laplace-Beltram: eigenvalues on closed
Riemannian surfaces, ESAIM: Control, Optimisation, and Calculus of Variations, (2016).
[27] A. V. KNYAZEV AND J. E. OSBORN, New a priori FEM error estimates for eigenvalues, SIAM




26

[35]

(36]

(37]

[40]

J. Numer. Anal., 43 (2006), pp. 2647-2667 (electronic).

V. A. KozLov, V. G. MAZ’YA, AND J. ROSSMANN, Spectral problems associated with corner
singularities of solutions to elliptic equations, vol. 85 of Mathematical Surveys and Mono-
graphs, American Mathematical Society, Providence, RI, 2001.

R. Lar, Y. Sui, I. Dinov, T. CHAN, AND A. TOGA, Laplace-beltrami nodal counts: a new
stgnature for 3d shape analysis, in IEEE International Symposium on Biomedical Imaging,
2009, pp. 694-697w.

V. G. MAZ’YA AND J. ROSSMANN, Elliptic Equations in Polyhedral Domains, vol. 162 of Math-
ematical Surveys and Monographs, American Mathematical Society, Providence, RI, 2010.

K. MEKCHAY, P. MORIN, AND R. H. NOCHETTO, AFEM for the Laplace-Beltrami operator on
graphs: design and conditional contraction property, Math. Comp., 80 (2011), pp. 625-643.

J. G. PIERCE AND R. S. VARGA, Higher order convergence results for the Rayleigh-Ritz method
applied to eigenvalue problems. II. Improved error bounds for eigenfunctions, Numer.
Math., 19 (1972), pp. 155-169.

M. REUTER, Hierarchical shape segmentation and registration via topological features of laplace-
beltrami eigenfunctions, International Journal of Computer Vision, 89 (2010), pp. 287-308.

M. REUTER, S. Biasorti, D. GiorGi, G. PATANE, AND M. SPAGNUOLO, Discrete Laplace-
Beltrami operators for shape analysis and segmentation, Computers & Graphics, 33 (2009),
pp. 381-390.

M. REUTER, F.-E. WOLTER, AND N. PEINECKE, Laplace-spectra as fingerprints for shape match-
ing, in Proceedings of the ACM Symposium on Solid and Physical Modeling, New York,
NY, USA, 2005, ACM Press, pp. 101-106.

M. REUTER, F.-E. WOLTER, AND N. PEINECKE, Laplace-Beltrami spectra as ”shape-DNA” of
surfaces and solids, Computer-Aided Design, 38 (2006), pp. 342-366.

M. REUTER, F.-E. WOLTER, M. SHENTON, AND M. NIETHAMMER, Laplace-Beltrami eigenvalues
and topological features of eigenfunctions for statistical shape analysis, Computer-Aided
Design, 41 (2009), pp. 739-755.

R. Scort, Interpolated boundary conditions in the finite element method, STAM J. Numer.
Anal., 12 (1975), pp. 404-427.

G. STRANG AND G. J. FiX, An Analysis of the Finite Element Method, Prentice-Hall, Inc.,
Englewood Cliffs, NJ, 1973.

J. XU AND Z. ZHANG, Analysis of recovery type a posteriori error estimators for mildly struc-
tured grids, Math. Comp., 73 (2004), pp. 1139-1152.



	Introduction
	Surface Finite Element Method for Eigenclusters
	Weak Formulation and Eigenclusters
	Surface approximations
	Geometric approximation estimates
	Surface Finite Element Methods

	Clustered Eigenvalue Estimates
	Eigenfunction Estimates
	L2 Estimate
	Energy Estimate
	Relationship between projection errors

	Numerical Results for Eigenfunctions
	Eigenfunction error rates
	Numerical evaluation of constants

	Superconvergence of Eigenvalues
	Numerical results for eigenvalue superconvergence
	References

