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RASCAR: Recovery-Aware Switch-Controller
Assignment and Routing in SDN

S. Sedef Savas ~, Massimo Tornatore

Charles U. Martel

Abstract—Decoupling control and data planes in a software-
defined network (SDN) has its advantages along with its chal-
lenges. Especially, resilient communication between elements in
the data plane (switches) and in the control plane (controllers)
is key to SDN’s success as disruption of this communication
after a failure can severely affect data-plane functions. After
a failure, simultaneous recovery of all switch-controller commu-
nication paths (control paths) may not be possible, and multiple
recovery stages may be required. Since restoration of disrupted
data paths depends on the recovery of disrupted control paths
feeding control information to switches, the performance of
control-path recovery seriously affects data-path recovery per-
formance. The assignment of controller to switches and the
routing of controller-switch control paths are what determines
the control-plane recovery performance, and hence should be per-
formed in conjunction with a recovery plan after failures. This
study proposes an algorithm for recovery-aware switch-controller
assignment and routing (RASCAR), which enables fast data-path
recovery after a set of failures (e.g., single point of failures and
disasters). We formulate the problem as an integer linear pro-
gram and propose an efficient heuristic algorithm to solve large
problem instances. Our illustrative numerical studies show that
RASCAR significantly reduces the data-path restoration times
after any failure with a minor increase in resource consumption
of control paths.

Index Terms—SDN, disaster-resilient control plane, controller,
control-path routing.
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I. INTRODUCTION

N A SOFTWARE-DEFINED Network (SDN), data

and control planes are separated to facilitate network
programmability and management. This means that control
functions are typically run on servers placed in different
physical locations from the forwarding elements. Such sep-
aration increases network agility and flexibility, and allows
operators to promptly adapt the network to changing service
requirements. However, despite its advantages, separation of
control and data planes in SDN creates its own challenges [1].
One of the main challenges is the resilient communication
between data and control planes [1], [2], since communi-
cation networks are exposed to failures at different scales
(varying from link failures to large-scale disaster failures).
SDN switches (which we assume in this study to be dumb
packet-forwarding devices [3]) rely on switch-to-controller
connections to exchange control messages with controllers
where the control logic is located. After a failure, several
switch-to-controller connections (referred to as control paths)
may be interrupted. While SDN switches disconnected from
controllers can still function, i.e., traffic can still be pro-
cessed based on old flow entries installed in the switches’
flow tables, they cannot exchange control messages (e.g., flow
setup request, flow installation, etc. [4]) with the controller;
hence, switches without an active control path (i.e., uncon-
trolled switches) cannot be used to establish paths for new
data traffic or reroute the disrupted data traffic. Moreover, as
some SDN applications rely on an up-to-date view of the
network to optimize their specific objectives (e.g., load bal-
ancing), failures that disconnect the control and data planes
would prevent them from acquiring real-time states of the
underlying network, and may result in performance degrada-
tion. Therefore, control-path health plays an important role in
the performance of SDN networks.

The problem becomes more severe if connections between
switches and controllers are realized in band, i.e., control
and data paths share the same physical infrastructure. Now,
along with data paths, a single physical failure may affect
multiple control paths, which may be needed for data-path
recovery. A late data-path recovery may cause significant
penalty to the network operator depending on Service-Level
Agreements (SLAs) stipulated between customers and the net-
work operator. Maximum allowed restoration times (MART)
for data paths after failures are stated in SLAs. The restoration
deadline may vary based on the nature of the failure, but is
usually set to a short interval on the order of milliseconds
(<50 ms) [5], [6].
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As, in an in-band scenario, control paths fail along with
data paths, uncontrolled switches (switches out of control due
to control-path disruption) cannot be used to restore data paths.
So, disrupted data paths cannot be restored on a path includ-
ing uncontrolled switches until control-path recovery. To meet
strict data-path restoration times, all disrupted control paths
must be recovered after any failure of interest by a deadline. As
long as all switches become controlled soon enough to allow
time for data-path restoration to meet its deadline, control-
plane recovery performance is assumed to meet its recovery
deadline. Not only recovery of data paths depends on recov-
ery of control paths, but also to recover some disrupted control
paths, other control-path recoveries may be essential; and dur-
ing control-path recovery, only controlled switches can be
used. So, not all control paths can be recovered simultaneously
but some have to wait for others to recover first (multi-stage
recovery), leading to unpredictable, prolonged recovery times.
Thus, switch-controller assignment and control-path routing
should be performed intelligently rather than using simplis-
tic shortest-path strategies to minimize multi-stage recovery
time of control paths. Note that switches may be opted-in to
switch to legacy protocols (e.g., shortest-path routing) after
their control paths are disrupted, but the intelligence to min-
imize multi-stage recovery time will be lost. The situation
may be more tangled if data-path recovery is started before
restoring all disrupted control paths due to limited view of the
network.

To the best of our knowledge, no prior work has incor-
porated switch-controller assignment and control-path routing
with minimizing multi-stage control-path recovery. In this
study, we investigate such a recovery-aware switch-controller
assignment and routing solution to minimize the time required
for recovery. Therefore, significant economic loss can be
reduced due to performance degradation and late data-path
recovery.

A. Related Work

Resilience of control plane is crucial to an SDN’s perfor-
mance and has been well studied in the literature. Prior works
mainly deal with the controller-placement problem to increase
survivability, and they do not focus on switch-controller
assignment and routing, relying on simplistic assumptions,
e.g., assigning switches to the closest controllers and routing
control paths over shortest paths [7]-[9]. One of our pre-
vious work also focus on resilient control-plane design in
SDNs to minimize disaster-failure risk without focusing on
restoration [10].

Restoration in control plane, specifically how to route
control traffic and how to assign controller to switches to guar-
antee a given restoration-time target, is a largely unexplored
issue. Among the few works that focus on fast control-
traffic recovery after failures, [11] proposes two control-path
protection approaches: switches have to be connected i) to
a controller over two disjoint paths or ii) to two different con-
trollers over two disjoint paths. Both approaches find working
and backup control paths of minimum length to enable fast and
efficient control-path switching between primary and backup
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paths. But large failures, which may affect both primary
and backup paths, are not considered as this is a protection
strategy and does not provide a solution for fast restoration
or determine the paths considering failures and multi-stage
recovery.

To achieve fast restoration of control traffic after failures,
local-rerouting protection methods are addressed in [1], [2],
and [12]. These schemes enable switches to locally react to
failures and to redirect control traffic to controllers by using
a pre-set backup outgoing link. In OpenFlow, a group table
capability named “fast-failover” specifies alternate ports to
be used in case of failures, so it allows local rerouting [13].
Reference [14] also discusses local fast failover mechanisms to
immediately restore “connectivity” in data plane without inter-
action with controller. A similar approach is introduced in [15]
to ensure connectivity via data-plane failover mechanisms.
Local rerouting has low-overhead communications between
the controller and the switches, and enables fast failure recov-
ery. However, the following scenarios cannot be handled by
local rerouting.

o If there is no local detour that can be used as a backup

path, these strategies do not guarantee fast recovery.

e Even if there is an alternate path from a switch to
a controller, which can be selected, local rerouting gives
myopic decisions (only the switch that detects the failure
does the switchover) and cannot ensure that the rerouted
traffic will be forwarded correctly by the other switches
(which may also be uncontrolled and may not have the
proper entry in their flow tables for newly-routed traffic).

¢ Rerouting decisions not coming from the controller may
be suboptimal [13].

o This mechanism may not be viable as it consumes high
memory resources because the protection forwarding
table may be installed on Ternary Content-Addressable
Memory (TCAM) (which has very limited storage [16])
at each switch. As the number of failure scenarios
increase, the cost increases as well. TCAM-aware local
rerouting techniques for fast recovery in SDNs are dis-
cussed in [17].

o If the network policy is changed, then the pre-installed
protection forwarding table should also be updated, which
can produce additional communication and operation
overhead between the controller and the switches [5].

Restoration introduces signaling overhead and a recovery
delay, but it may be necessary when protection strategies are
not enough for survivability after failures.

Other than protection strategies mentioned above, control-
switch assignment and routing control paths considering
restoration of control paths have not been well studied in the
literature, to the best of our knowledge. Prior works have
not considered multi-stage recovery effect of control paths
on data paths, and control-path recovery is not a part of
control-plane design optimization. They assume that control-
path recovery takes place simultaneously, and all control paths
can be recovered at once after failures, which we contradict
and show counter examples in Section I-B. When control-path
recovery takes longer, achieving fast data-path failure recovery,
e.g., within 50 ms [5], [6], becomes a more challenging task.
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Fig. 1. An example of multi-stage control-path recovery.

B. Our Contribution

In the literature, control paths are generally routed along
the shortest path to reduce propagation latency during normal
operation. For similar reasons, in a multi-controller scenario,
switches are assigned to the closest controller. This approach
ignores failure mode of operation and the effects of multi-stage
control-path recovery on data-path recovery.

In this work, we show that more effective switch-controller
assignment and control-path routing strategies can reduce
the control-path restoration delay, which significantly reduces
the restoration time of affected data paths. We propose
a novel Recovery-Aware Switch-Controller Assignment and
Routing (RASCAR) approach that determines controller
assignment and control-path routing by minimizing the num-
ber of control-path recovery stages after a failure out of a set
of failures of interest.

Our main contributions are three-fold:

i) In a single-controller scenario, given a set of failures (each
of which can consist of multiple network equipment), we pro-
pose a control-path routing strategy that minimizes the number
of control-path recovery stages after any given failure.

ii) In a multi-controller scenario, we propose a strategy
to jointly optimize switch-controller assignments and control-
path routing to minimize the number of recovery stages.

iii) We analyze the impact of number of controllers on the
number of stages needed for control-path restoration and data-
path restoration.

II. PROBLEM STATEMENT AND ASSUMPTIONS

Since a physical link or a switch can support more than
one control path, the failure of a link or of a switch may lead
to the failure of multiple control paths simultaneously or near

simultaneously [18]. After physical failures, new control paths
should be restored to re-establish disrupted control paths. But,
during restoration, flow entries that are necessary to establish
the new paths can only be installed at switches with an active
control path. Note that we refer to switches with an active
control path as controlled switches and to switches that are
not supported by an operational control path as uncontrolled
switches. To establish a path, a controller needs to send a flow-
installation message to all the switches on the path. Thus,
disrupted control paths can only be restored by employing
controlled switches, i.e., all the switches on a new control path
have to be controlled. Therefore, in cases where a path with
all controlled switches does not exist to reroute a control path,
restoration of disrupted control paths may take multiple stages.
We define a stage as a recovery step, where all control paths
that can be recovered using the controlled switches available
at that stage are recovered. After each stage, the number of
controlled switches increases until the final stage, where the
recovery is completed (i.e., all switches in the network become
controlled).

To better illustrate multi-stage recovery, we demonstrate a
7- node (i.e., switch) network in Fig. 1, where the controller
is located at Node 4. In Fig. 1(a), the control paths are routed
from Node 4 to relevant nodes over the shortest paths. Note
that the link between Nodes 4 and 5 supports three control
paths, namely those to Nodes 2, 5, and 7. If this link fails,
all these switches become uncontrolled as shown on Fig. 1(b),
and new control paths should be established. The new control
paths, to re-gain control of Nodes 2, 5, and 7, might be routed
over the paths 4-3-2, 4-6-5, and 4-6-5-7, respectively. The for-
mer two paths can be routed immediately in the same stage as
shown in Fig. 1(c), because all the switches on the paths are
controlled switches and they are independent from each other.
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Fig. 2. A multiple-controller scenario.

However, the latter path (4-6-5-7) cannot be established before
Node 5 regains control. So, it has to be routed in a later stage
as shown in Fig. 1(d). Note that this is true for other alter-
nate routings of Node 7’s control path, because either Node
2 or 5 (or both) will be on the path. Hence, if the scenario is
in-band (control and data traffic share the same infrastructure),
the data paths originated from/destined to Node 7 have to wait
for two recovery-stage durations.

To explain the necessary and sufficient condition for restora-
tion, we define a fully-controlled path as a path where all
nodes on the path are controlled, and a fully-controlled node
as a controlled node that has a fully-controlled path to a con-
troller. It is important to note that adjacency to at least one
controlled node is not always sufficient for immediate restora-
tion of an uncontrolled node. This is the case of Node 7 (one
of its neighbors, Node 1, has always been controlled, but not
fully-controlled). The necessary and sufficient condition for
recovery of an uncontrolled node in the next stage is to be
neighbor to at least one fully-controlled node. In our exam-
ple, Node 1 is not a fully-controlled node, because there is no
fully-controlled path between Node 1 and the controller.

Surely, a recovery-aware routing during the initial set up
of control paths may reduce the number of recovery stages
required. For instance, if the initial control-path setup in
Fig. 1(a) is altered by only routing the control path of Node 7
over the path 4-6-5-7, then, after any single-link failure, the
recovery would require only one stage.

In a multiple-controller scenario, we should also study the
switch-controller assignment problem as a recovery-unaware
switch-controller assignment and routing problem, which may
result in an increased number of recovery stages for control
path restoration, especially for large-scale failures.

In Fig. 2, we consider a scenario where there are two con-
trollers placed on the 11-node US-wide Abilene Network [19].
The switches are assigned to the closest controller, and control
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paths are routed over shortest paths as shown in Fig. 2(a).
On the labels at each node, the control path is written in
parenthesis. Controllers are located at Nodes 7 and 10.

When node 10 fails (together with its controller and the links
connected to it), Nodes 0, 1, 2, and 9 become uncontrolled as
shown in Fig. 2(b). We refer to this initial stage as Stage O.
The controller at Node 7 will connect these nodes in multiple
stages as shown in Fig. 3. We observe that it takes 4 stages to
recover all control paths (in Stage 1, only Node 9 become con-
trolled; in Stage 2, only Node 2 become controlled; etc.). This
will induce a long control-path recovery time for the data paths
with disrupted connections. However, an intelligent recovery-
aware switch-controller assignment and routing mechanism
can significantly reduce the number of stages required to
recover the control paths, as will be discussed in the next
section.

III. RASCAR: RECOVERY-AWARE SWITCH-CONTROLLER
ASSIGNMENT AND ROUTING

Above, we showed how control-path routing and switch-
controller assignment may affect the recovery time of control
paths after a failure. Since the number of stages is a key
parameter that affects the control-path recovery duration, we
propose the Recovery-Aware Switch-Controller Assignment
and Routing (RASCAR) algorithm to accelerate the restora-
tion of control paths after any failure among a set of failures
of interest. Given a network topology where some controllers
are already placed, RASCAR assigns switches to controllers
and routes control paths by considering post-failure scenar-
ios. Figure 4 shows RASCAR’s solution for the same scenario
shown in Fig. 2. The assignment of switches to the controllers
and routings of control paths are shown in Fig. 4(a).! After
failure, Nodes 1, 4, 5, and 9 become uncontrolled in Fig. 4(b).

Figure 5 shows that, using RASCAR, the number of
recovery stages is only two, while it was four for the recovery-
unaware approach (Fig. 2). In the first stage, Nodes 4, 5, and 9
become controlled; and in Stage 2, Node 1 is connected to
the controller (Fig. 5). Observe that, although the number
of control paths affected by the failure is the same in both
approaches, with RASCAR, the disconnected nodes are dis-
tributed over a smaller uncontrolled (isolated) island (a region
consisting of only uncontrolled nodes), allowing more con-
trol paths to be recovered simultaneously. Since the maximum
number of recovery stages equals the number of uncontrolled
nodes, simultaneous recovery of control paths can reduce the
number of stages.

Note also that in this work we have not considered controller
placement (but only controller-to-switch assignment), hence
the location of the controller is considered as given.

In this work, the recovery of control paths at each stage
is a deterministic process, which we call basic recovery
strategy. At each stage, all uncontrolled nodes that have
a fully-controlled neighbor in the previous stage are connected.
Hence, using this strategy, at each stage, we reconnect the

n this work, we assume that a switch can be controlled by any con-
troller. In practice, there might be restrictions on this generalization and these
restrictions can be adapted to our approach.
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Fig. 4. A recovery-aware switch controller assignment and rout-
ing (RASCAR) example.

maximum number of uncontrolled nodes possible. In Fig. 4(b),
Nodes 4, 5, and 9 have fully- controlled neighbors in Stage 0
(right after the failure), so they are recovered in Stage 1. Node
1 has only one neighbor, namely Node 0; and Node 0 is a con-
trolled but not a fully-controlled node. After the first stage
(after Node 9’s recovery), Node 0 becomes a fully-controlled
node, and Node 1 can be recovered in the next stage (Stage 2).

Fig. 5. Recovery stages after RASCAR.

Another observation is that switch-controller assignment
and routing approach have a direct impact on the recovery
duration of the control paths as affected control paths after
a failure depend on it. The number of disrupted control paths
does not give a clear picture of the number of stages required
to restore all disrupted control paths. Different sets of control-
path failures with same number of elements do not have the
same effect in terms of the number of required recovery stages
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(e.g., the control loss of close nodes vs. distant nodes requires
different numbers of recovery stages).

A. Restoration Time Calculation for Control and Data Paths

Given a maximum allowed restoration time (MART), we
create a case study that shows the number of maximum stages
that can be used to recover control paths to meet MART of
data paths. To this end, we demonstrate how delay calculations
are done in this section.

Control-path restoration delay is a major contributor to the
data-path restoration time, MART. At each stage, at least one
uncontrolled node becomes controlled until all nodes are con-
trolled. Note that consecutive stages have to wait until previous
ones are completed; hence, the sum of recovery times for all
stages will be the total control-path restoration time.

Restoration time of node n’s control path p is denoted as:

tn = propp + flow, + proce (D)

where propy, is control path p’s propagation delay, flow, is
the flow-installation delay at node n, and proc. is the route-
calculation delay by the controller c.

Since multiple control paths may be simultaneously recov-
ered in a single stage,? total time consumed by stage i, where
i €{1,2,..., max # of stages}, is calculated as follows:

D, = m]\%x tn )
where N; is set of uncontrolled nodes recovered in stage i.

Total control-path restoration time of all uncontrolled nodes

after a failure is:

D:ZDi 3)

Restoration time for a data path that can be recovered after
stage k is:

T, = Z Dy +dp 4)
k
where 0 < k < max # of stages, and dj, is the restoration time
of data path p.

Numerical Example: Let us assume that MART for
data paths T}, (usually relies on SLAs) is 100 ms after
any node failure. Flow-installation delay varies in the range
5-30 ms [4], [20]. In this example, we assume flow-installation
delay to be 10 ms and route calculation in the controller to
be 10 ms [21]. We also assume that control paths are three
hops on average: if a hop is 1000 km, the propagation delay
is 15 ms. Thus,

avg D; = (15 ms propagation delay)
+ (10 ms flow — installation delay)
+ (10 ms route calculation in controller)
= 35 ms.

Assume that data-path recovery dj, takes 30 ms [22], [23].
Hence, from Eq. (4), >_;, Dy can at most be 70 ms to meet

2The assumption of simultaneous recovery of multiple control paths may
not be realistic if paths are too complex and involve additional switches. Our
calculation here draws a baseline for the total control-path restoration time.
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MART. Since each stage takes 35 ms on average, only two-
stage recovery should be allowed for control-path recovery. If
there exists a routing that ensures two-stage recovery after any
node failure (as in Fig. 4(a)), then data paths can be recovered
in 100 ms in the worst case after any node failure.

B. Problem Statement

To restore the control path of an uncontrolled node, a con-
troller requires a fully-controlled path to the node. Below,
we prove that the number of stages required to reconnect an
uncontrolled node 7 is equal to the minimum number of uncon-
trolled nodes on any path that goes from n to any controller.
We will use this information to solve RASCAR.

Lemma 1: With basic recovery strategy at each stage,
all uncontrolled nodes can be reconnected by the minimum
number of recovery stages.

Proof: By definition, basic recovery strategy recovers all
uncontrolled nodes in stage i, if they have a fully-controlled
neighbor in stage i — 1. This strategy, at each stage, connects
the maximum number of uncontrolled nodes, hence it takes
minimum number of recovery stages possible, and no other
algorithm can do better.

Lemma 2: If path p is the shortest path between a node
sp and a controller dy, in terms of number of uncontrolled
nodes, then the number of recovery stages required to make
path p fully-controlled is equal to the number of uncontrolled
nodes on path p, given that basic recovery strategy is used at
each stage.

We denote the number of uncontrolled nodes on path p as
Bj, and the minimum number of recovery stages needed to
make p fully connected as R,.

Proof: We prove Lemma 2 by contradiction.

(1) If there exists a case where B, < R, then recov-
ery of some uncontrolled nodes on path p is not supported
by path p to be recovered. Nodes on path p are denoted by
Vp = {v1,v2,...,v;m}, where m is the number of nodes on
path p. Here, v; is the controller and vy, is the switch, where
n = 2,3,...,m. The first uncontrolled switch on the path
to controller v; can be connected to the controller v; in one
stage as it has a fully-controlled path to v;. The second uncon-
trolled switch waits at most one stage because at least one
uncontrolled node has to become controlled. Hence, the last
uncontrolled node v g, has to wait at most By, — 1 stages.
vp, becomes connected at stage Bj. After vp, is controlled,
all nodes on path p become controlled, and the path becomes
a fully-controlled path.

(2) If there exists a case where B, > R,, then p is not
the path that has the minimum number of uncontrolled nodes
from source s, to controller dj,, because this requires that
at least one uncontrolled node is connected to the controller
before it can be recovered on path p. This is only possible if
that uncontrolled node has a path to the controller with fewer
uncontrolled nodes, so that it could be restored sooner fol-
lowing that path. For example, assume that path p has the
following nodes: V}, = {v1,...,vp}, where v is the con-
troller, vy, is the source node, and v; and v; (1<i, j<m and
i # j) are uncontrolled. According to Lemma 2, the path



1228

between vy and v, should be fully-controlled in exactly two
stages. Since this path has uncontrolled nodes on it, the mini-
mum number of stages required for it to be fully controlled is
one, if all uncontrolled nodes can become connected in a single
stage. Since By, > R, in this case, 1 < Rj, < 2, then Ry = 1.
Therefore v; does not wait for the recovery of v;’s control
path, because it has another path to the controller where it
is the only uncontrolled node. Then, starting from v,,, there
exists another path stemming from v; destined to v; which
has only one uncontrolled node, ;. Hence, p is not the best
path if B, > R,

Therefore, By, has to be exactly equal to Rp.

Remark 1: Since we need a fully-controlled path to restore
a disrupted control path and making a path fully controlled
requires the same number of stages as the number of uncon-
trolled nodes on that path, then the number of stages required
to reconnect an uncontrolled node to a controller is equal to
the number of uncontrolled nodes on a path with minimum
uncontrolled nodes.

We define a recovery stage as a stage that consists of restor-
ing control paths of uncontrolled nodes that are reachable from
the controller by fully-controlled paths. After each stage, more
fully-controlled paths become available, until all control paths
are restored.

As we try to minimize the maximum number of recovery
stages required to reconnect an uncontrolled node, it is essen-
tial to define the set of failures that needs to be considered.
We denote failures as Y = {y1,..., ym}, where Y is the set
of failure sets, where each failure set y; may include one or
more failed network elements. Most common failures of inter-
est to network operators are single point of failures (SPOF)
as they occur as part of daily operation. But multiple failures
will also be considered. Although large-scale failures caused
by disasters are rare, they affect multiple network elements
due to their span, hence they are very detrimental to network
operations.

Remark 2: Minimum number of recovery stages required to
reconnect an uncontrolled node n with a controller after failure
y is denoted as 7. K is defined as the maximum number of
stages required to recover any disrupted control path after any
failure y € Y, and it is calculated as follows:

K = max {max WZ:| 4)
Yy n

K is an important metric, which gives a close estimate on
how much time is needed to restore a data path in the worst-
case scenario after any failure considered.

Given the network topology, controllers’ locations, and set
of failures, RASCAR finds a control-path routing that mini-
mizes the number K (the maximum number of stages required
to recover all control paths after any given failure set).

C. Problem Construction

To achieve RASCAR’s objective, we constructed the prob-
lem as follows:

e Given the network topology, controllers’ locations, and

set of failures, find a switch-controller assignment and

a control-path routing with the objective to minimize

IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 15, NO. 4, DECEMBER 2018

Algorithm 1: Neighbor-Disjoint Path Routing (DR)

Input: Sort all nodes v € V, where v # vcVe € C, based on

the node’s node connectivity in descending order, and generate
set of nodes W out of the sorted nodes. € is an arbitrarily small
number.

1. for each link e where e €

for each node v where v € V

v
Ode = ¢

[\S}

. for each node w where w € W

define solutionSet; // which contains shortest

paths from node w to all ¢ € C'

Jor each controller ¢ where ¢ € Cy // Cy can be
single or multiple controllers
Path path = find_shortest_path(w,c);
solutionSet.add(path);

solutionSet.sortbyPathCost();
Provision w on path p = solutionSet.get(0);
Jor each link e where e € Eyp
Jor each node v where v € V' // update link costs.

S X otherwise

resource consumption such that, after any given failure
set, any control path can be recovered within K stages,
where N is the number of nodes in the network and
Ke{1,2,...N —1}.

o Starting from K = 1 and increasing it by one, solve the
previous problem until a feasible solution is found.

o Find smallest K that has a feasible solution. Call this K*.

e As a result, find a routing that requires minimum num-
ber of stages after any failure and consumes minimum
bandwidth resources for recovering within K* stages.

o Finding a solution K* indicates that, after a failure in the
given set, there exists a restoration path for all disrupted
control paths which has at most K* uncontrolled nodes.

IV. MATHEMATICAL FORMULATION AND HEURISTICS

Here, we formulate RASCAR into an ILP mathematical
model. Then, we propose a heuristic algorithm to solve the
problem for larger instances as ILP takes too long.

A. ILP

RASCAR formulation provides the assignment and routing
while minimizing network resource usage for a given K, if
feasible. To find the minimum K, we run the ILP starting
from K = 1 and increase K by one, until a feasible solution
is found.

Input Parameters:

e G (V, E): Network topology where V is set of nodes and

E is set of directed links.
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e C: Set of controllers where the node on which controller
¢ € C is located is denoted by v, (v. € V).

o Y: Set of failures, where the set of links that are members
of failure y is denoted by Ey(E, C E). All disasters
are represented as link failures, i.e., to represent a node
failure, all links originated from or destined to that node
is added to Ey.

e K: Maximum number of stages required to recover any
control path after any failure y € Y.

e M: A very large number.

e P ={plp =< sp, dp, Ly, Vp >}: Set of k-shortest
paths where each path is defined by four tuples:

o sp € V and d, € C': source and destination of path
p, respectively;

o Ly: number of links on path p; and

o Vjp: set of nodes on path p (V, C V).

o T = {t|t =< s, di, Py >}: Set of control paths to
be routed, where s; is the source, and d; is destination
nodes where d; € C, and Py C P is the set of possible
paths that can be used to route control path z.

. U;’p € {0,1}: indicator to show whether a candidate
path p € P; for control path ¢ is unaffected by failure y.
If unaffected, then U;’p =1, otherwise 0. Note that this
parameter is given.

Integer Variables:

o Z} €{0,1}: 1if path p € Py is used for control path
teT.

o Al €{0,1}: 1 if control path ¢ € T is not affected by
failure y € Y.

o Sf *: Number of uncontrolled nodes on path p € Py after
failure y € Y.

o F} " € {0,1}: 1 if number of uncontrolled nodes on path
p € P; is less than K.

o Nty € {0,1}: 1 if there exists at least one path that has
at most K-/ uncontrolled nodes on it after failure y.

Objective:
Minimize Z Z Zy.Ly (6)
teT pePy
The above objective minimizes total resource usage of all
control paths. We define resource usage as the total number
of links used by control paths throughout this work.
Constraints:

Y Zy=1vteT (7
pEP;
Ay= > ZyUPVte T, VyeY ®)
pEP;
SPt=(Ly—1- Z AN+ (11— UP).MVteT,
veVpy

YVye Y, Vpe Py (9)

1 FPt> (8P — K) /M (10a)
LR s (e (PR M e T,

Vy € YVp € Py (10b)

(11a)

t p,t
Ny< Y F)
pEP:
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Nj> > FPYMVte T, VyeyY (11b)
peP;
N/ >1-AVte T, WyeY (12)

Eq. (7) enforces that a switch must be connected to exactly
one controller (i.e., it has a single control path).

Eq. (8) sets Aé by checking that control path ¢ is “up” after
failure y, if path p € P; reserved for ¢ (indicated by Z;) is up
after failure y.

Eq. (9) sets Sﬁ ’t, the number of uncontrolled nodes on path
p € Py after failure y, that is calculated by subtracting the
number of controlled nodes from total number of nodes on
path p. If path p is failed, then it cannot be used to reroute
any control paths, so Eq. (9) sets Sﬁ’ Ttoa very large number.

Eq. (10a) sets Ff " to 1 if the number of uncontrolled nodes
on path p € P; (indicated by Sf’t) is less than K. This shows
if path p can be used to restore control path ¢ with fewer than
K stages after failure y.

Eq. (11a) sets Nyt to 1 if F?f’t is 1 for at least one path
p € Py to determine if control path ¢ can be recovered in K
stages after failure y.

Eq. (12) ensures that, for all nodes that lose their control
paths, there exists at least one path to the controller, where
at most K nodes are uncontrolled after failure y. If # becomes
unreachable after failure y, then the constraint ignores that case
and does not force N; variable to become 1.

B. Heuristic

The ILP achieves optimal solutions (for the paths allowed),
but has high time complexity. For instance, in our numerical
examples, it takes several minutes on a Macbook Pro with
2.6 GHz Intel Core i7 Quad-Core by using CPLEX 12.0 opti-
mization tool, for topologies with fewer than 50 nodes. The run
time of our ILP solution takes too long for larger instances, so
we also develop a faster heuristic for switch-controller assign-
ment and routing, called Neighbor-Disjoint Path Routing (DR),
whose details can be found in Algorithm 1.

RASCAR reduces the colocation of nodes that become
uncontrolled to avoid large uncontrolled islands. Intuitively,
DR tries to route a node’s control path disjoint from control
paths of its neighboring nodes to reduce the size of uncon-
trolled islands after failures. Yet, finding disjoint paths for
all control paths is not always possible. Therefore, we define
a disjointness cost parameter to route a node’s control path
disjoint from its neighbors’ whenever possible. Disjointness
cost of link e for node v, denoted as Jy, indicates the amount
of control paths of neighboring nodes of v that traverse link e.

Since the number of neighbors’ control paths that traverse
a link may be different for each node, each link might have
a different disjointness cost for each node. A path’s cost is
total cost of the disjointness cost of each link on that path for
the node of interest.

DR provisions control paths sequentially. It first sorts all
nodes, which are not colocated with a controller, based on
their degree in descending order. Hence, high-degree nodes’
control paths are routed before low-degree ones. Low-degree
nodes are more vulnerable to failures, and it is more difficult
to restore their control paths after failures as alternate paths
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are limited. Thus, provisioning them after other control paths
gives better visibility of the network for those control paths.

Neighbor information is given as an input and denoted as
zgy € {0, 1}. It is 1 if node v € V is neighbor of node
we V.

A set of controllers that can control node v is denoted as C,,.
Note that a strict switch-controller assignment can be regulated
by including only the designated controller for v in set Cj,.
Also, switch-controller latency requirements can be assured
by including only the controllers located within a certain dis-
tance from node v in C,. DR selects the optimal solution
from a set of controllers (i.e., selects the controller such that
the control path has the lowest disjointness cost). The short-
est paths based on disjointness cost selected are denoted as
P={p: < E, >}, where E; is set of links on path p.

Step 1 in Algorithm 1 assigns a small value to all links to
avoid unnecessarily-long paths. Step 2 finds possible shortest
paths between a node to all possible controllers that can con-
trol the node. Then, it selects the shortest path with the lowest
cost and provisions the control path on it. After provision-
ing a control path, link costs are updated. This procedure is
repeated for all nodes that are not collocated with a controller,
starting from the high-degree nodes.

Complexity of the heuristic equals |V|x (|E|+ |V] x|log|V])
because it runs shortest-path algorithm, which has complexity
of (JE| + |V| x log|V]), for finding each node’s control path.

V. ILLUSTRATIVE NUMERICAL EXAMPLES

To quantify the impact of our switch-controller assign-
ment and routing algorithms, we run extensive simulations
and evaluate our algorithms on a number of real net-
work topologies [23]. This section summarizes our simulation
results.

A. Simulation Setup

Performance metrics. Since the aim is to restore disrupted
data paths as quickly as possible while using minimum net-
work resources, we demonstrate the improvement achieved by
RASCAR using the following two performance metrics.

Percentage of restored datapaths (PRD): indicates the per-
centage of data paths that are restored at each stage. This
metric also gives us the number of recovery stages for each
scheme, which is an indicator for restoration time. Note that
restoration time calculations introduced in Egs. (1)-(4) depend
on many factors (propagation factors, flow installation delays,
processing times) and are very complex to make realistic esti-
mation. In Section III-A, we provided an example calculation
steps for restoration times. Number of restoration steps is
directly proportional with restoration times, and hence for sim-
plicity, we focus on number of recovery stages rather than
exact restoration time.

Total Resource Usage for Control Paths (RC): shows total
resource usage of all control paths in terms of number of links.

To measure these metric, our simulation includes two
phases.
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(a) Abilene: All 22 disasters with

100-km radius. (b) GEANT: All 312 disasters

with 100-km radius.

Failure Types Abilene GEANT
Single link 14 61
Single node 11 40

r=100 22 429
r=200 30 642
r=400 43 887
r=3800 86 1128
r=1600 64 1287

(c) Number of failures according to failure type.

Fig. 6. All possible disasters with 100-km radius with a distinct affect.

In the first phase, given a set of failures, we find switch-
controller assignment and routing that minimizes K (worst-
case number of restoration stages) as discussed in Section IV.

In the second phase:

1. We apply a failure taken from a given set of fail-
ures. Some control paths and data paths are down. Recovery
stages begin.

2. At the beginning of a stage, we recover data paths using
the undamaged and controlled portion of the network. We
calculate the number of recovered data paths at this stage.

3. After restoring data paths that can find a route, we recover
control paths that are reachable from the controller with
a fully-controlled path. When a stage is completed, a larger
portion of the network becomes controlled.

If there exists any disrupted data or control path, then we
need more stages, so repeat Steps 2 and 3.

4. For each failure in the set, we reset the network to its
initial pre-failure state, and start from Step 1 again.

At the end of these steps, we know how many data paths are
recovered at the end of each stage, averaged over all possible
failure scenarios.

Topologies. We present the results for Abilene (11-node)
and GEANT (40-node) topologies (Fig. 6(a) and 6(b), respec-
tively), but the trends and tradeoffs seen for these networks
have been confirmed on another 30 topologies taken from [15].

Traffic model. We assume uniform traffic distribution in the
network for data traffic, meaning that each route carries one
unit of traffic using shortest-path routing. To illustrate resource
consumption of control and data paths, we assume average
data and control paths use three links.> In Abilene, we route
11 x 10 = 110 data paths on the network (one path from
each node to each other node). Then, resource usage of total
data traffic in terms of link usage is 330. Also, there are

3Based on separate simulations that we conducted for uniform traffic
distribution.
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TABLE I
COMPARED ALGORITHMS

Routing
SR Shortest-path routing
DR Disjoint-path routing (Algorithm 1)
RASCAR Proposed approach (ILP)
Controller Assignment
SA The nearest controller is assigned for each switch.

With Algorithm 1’s assignment, given multiple controller
DA options, DA routes switches to a controller where the path
between them has the minimum disjointness cost.

RASCAR

Switch-controller assignment result of ILP.

10 nodes in Abilene in a single-controller scenario (as one of
the nodes is the controller), then total control resource usage
is 3 x 10 = 30.

Disaster model. Figure 6 shows the networks and failures
considered in this work.

Our simulations take a set of failures as input. The set of
failures that we have considered are:

Single Point of Failures (SPOF)

1. Set of all possible single-link failures (e.g., # of failures
in the set is 14 for Abilene network).

2. Set of all possible single-node failures (e.g., # of failures
in the set is 11 for Abilene network).

When a disaster occurs, multiple network elements located
in the disaster zone (usually defined within a certain radius)
fail, and the connections that are traversing the damaged zone
need to be reprovisioned. Hence, we model disasters as a cir-
cular region, where the center of the circle is the epicenter and
radius is the distance of its span.

For instance, the damage of an earthquake may span up to
96 km [24]. Figure 6 shows all possible 100-km radius disas-
ters with a distinct effect for Abilene and GEANT networks.
Figure 6(c) shows the number of distinct disasters when the
radius r is 100, 200, 400, 800, and 1600 km. For instance, the
set of all possible 100-km disasters (# of failures in the set)
is 22 for Abilene network.

B. Compared Schemes

RASCAR performs switch-controller assignment and rout-
ing. Switch-controller assignment is relevant only for multiple
controllers. Since both aspects affect the number of recovery
stages, we start by assuming single controller and we observe
the control-path routing’s effect in isolation. Routing strategies
that will be compared with single controller are stated in the
upper part of Table I: RASCAR, DR, and SR.

Then, in a multi-controller scenario, we show the per-
formance of different routings under different controller-
assignment strategies. Assignment strategies to be compared
with single controller are: SA, DA, and RASCAR (Table I).
Since assignment strategies cannot be compared independently
from the routing, we compare routing algorithms with vari-
ous assignment to measure the assignment’s impact. Combined
routing and assignment strategies to be compared are: SR/SA,
SR/RASCAR, DR/SA, DR/DA, DR/RASCAR, and RASCAR/
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RASCAR. We do not evaluate all possible routing/assignment
combinations, because some combinations are not applicable
(for instance RASCAR cannot be solely used for routing, thus
RASCAR/DA and RASCAR/SA are not possible).

C. Results

1) Single Controller: Figure 7 compares the amount of
data paths recovered at each stage and number of stages
needed to recover data paths using SR, DR, and RASCAR
in Abilene network.

We consider link, node, and disaster failures, in
Figs. 7(a), 7(b), and 7(c), respectively. For both link- and node-
failure scenarios, RASCAR and DR recovered all data paths in
one stage (i.e., the initial stage, stage 0, right after the failure,
before restoring any control paths), whereas SR takes one addi-
tional stage. For all disasters with 100-km radius (Fig. 7(c)),
RASCAR performs the best with at most two stages, but less
than 1% of data paths must wait for the second stage, while
the remaining ones are recovered in the first stage. For 20% of
disrupted data paths, SA must wait till stages 3 and 4 for full
recovery. In terms of resource usage, note that RASCAR per-
forms as well as the shortest path (SR) for single node and link
failures, however its resource consumption increases under dis-
aster failures (Fig. 7(d)). RASCAR uses 31 links while SR
utilizes 19 links under 100-km radius disaster failures. Note
that, although RASCAR’s resource consumption has increased
more than 50% compared to SR’s control-path resource usage,
considering total resource consumption of the network (control
path (average 30 links) and data paths (average 330 links)),
the increase is less than 1% (i.e., 12 more links are used for
RASCAR when total link usage is 330 links in the network).

In Section IV, we explained that, in the process of finding
a routing with minimum K (number of recovery stages in the
worst case), we set K to 1 and try to find a routing. If the
solution is infeasible, we increase the value of K and retry
until we find a solution. However, the lower the K, the higher
the resource consumption of control paths. For rare failures,
the network operator may not want to spend more resources
to minimize K, but they may want to provide a loose K value
that is tolerable. In this case, the objective becomes finding
a routing with K that minimizes resources.

In Fig. 8, we compare resource consumption of control
paths under disaster-failure scenario with different radius and
show how much more resources are used compared to shortest-
path (SR) approach. Only for disasters with 25-km radius, all
control paths can be recovered in a single stage. For disasters
with r = 50, 100, and 200 km, the first feasible solution found
using RASCAR is when K is 2; and compared to shortest-
path (SR) resource consumption, our solution uses 50% more
links. The increase in link usage is from 20 to 30, less than
1% of total resource usage in the network while data-path link
usage is around 330. Therefore, the increase in resource usage
is not much considering the total network traffic.

Also, note that relaxing K = 2 to K = 3 reduces the
resource consumption difference with SR drastically. When K
is set to 4, RASCAR consumes the same amount of resources
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(a) Under all possible link failures.
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(b) Under all possible node failures (except the controller).

Data-path restoration comparison per stage

(disaster failure)

RASCAR

100% 361
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80% 66
60%
40%
20%
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DR
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Restored data-paths (PRD)
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(c) Under all disasters with 100 km radius.

Resource consumption of control paths
35
ERASCAR
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link failure node failure disaster failure

(d) Resource usage comparison.

Fig. 7. Recovered data paths per stage for different approaches and failures.

as SR. Thus, larger K decrease the resources needed for
control paths.

2) Multiple Controllers: To show the effect of multiple con-
trollers, we need a larger network. Hence, we use GEANT
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Resource consumption under different disasters
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Number of allowed recovery stages
Fig. 8. Abilene: Resource consumption of RASCAR under different K and

different-sized disaster.

Impact of switch-controller assignment.
( # controllers=2)

dddda

SR/SA DR/SA  SR/RASCAR DR/RASCAR RASCAR

m All link
failures

m All node
failures

# of stages

W 100-km
disaster

o B N W B~ U0

Fig. 9. GEANT: Comparison of different routing and assignment combina-
tions in terms of number of recovery stages.

network for this study. In Fig. 9, we see the number of stages
required to recover data paths under different assignment and
routing approaches. In general, assignment becomes critical
when we also consider controller failures, as all the nodes
connected to a failed controller become uncontrolled, and will
reconnect to the active controllers. If all nodes in a region
are connected to a single controller c, then after ¢ fails, there
will be several collocated uncontrolled nodes, so the recov-
ery takes longer, as in Fig. 2(b). As a first observation, under
link failures, controller-switch assignment does not have an
impact on the number of stages. SR/SA and SR/RASCAR
(both 3 stages); DR/SA and DR/RASCAR (both 2 stages)
perform the same under link failures.

Assigning switches to the nearest controller (SA) performs
worst, independent of the routing (see SR/SA and DR/SA),
when controller failures are considered (i.e., for all node fail-
ures and for 100-km disaster), because uncontrolled region is
larger. RASCAR’s assignment improves performance of SR
and DR significantly. Both SR and DR perform very close to
RASCAR assignment and routing.

In Fig. 10, we show the effect of having multiple controllers
in a network on the recovery of data paths considering disas-
ter failures. Multiple controllers do not improve RASCAR’s
performance, but both SR and DR benefit from it.

Note that the placement of controllers is given for our algo-
rithm. While running our simulations, we vary the location
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(b) Multiple controller: Two in this case.

Fig. 10. GEANT: Effect of multiple controllers on recovery under disasters
(r = 100 km).

Data-path recovery per stage
100%

] ]
95% - -
90%
85%
80%
75%
70%
65%
60%

SR/SA DR/DA SR/SA DR/DA SR/SA DR/DA

Restored data-paths (PRD)

SR/SA DR/DA

2 controllers 3 controllers 4 controllers 5 controllers

B Stepl MStep2 MWStep3 MStep4d

Fig. 11.
failures.

GEANT: Effect of multiple controllers on recovery under link

of controllers for each possible location set. Our results pro-
vided here are the average outcomes of those simulations. The
effect of controller location on our approach has not been dis-
cussed due to space limitation, however the results show small
standard deviations for percentage of restored data path and
resource consumption.

In Fig. 11, we compare the performance of SR/SA and
DR/DA schemes as the number of controllers increases.
DR/DA scheme takes less recovery stages to recover fully
as it distributes the control paths across the network and
balances controller-switch assignments. In general, controller
placement affects the performance of both schemes as well as
topology (connectedness of the nodes). DR/DA scheme gets
affected less from controller placement as it prevents assigning
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switches to closest controllers and having large disconnected
islands.

VI. CONCLUSION

In this study, we showed that the current recovery-
unaware methods for switch-controller assignment and routing
approach may result in high recovery times of both con-
trol and data paths in case of both single point of failures
and large-scale disaster failures in SDN. We incorporated
control-path restoration after failures into controller assign-
ment and control-path routing decisions. Our solution signif-
icantly reduces the control-path and data-path recovery times
with a slight increase in resource usage consumed by con-
trol paths. We also showed that, in an SDN with multiple
controllers, switch-controller assignment impacts the recovery
performance of control paths more than control-path routing.
Also, we observed that increasing the number of controllers
significantly improves the performance of shortest-distance
controller assignment (SA) and shortest-path routing (SR)
algorithm, whereas with RASCAR the same performance can
be achieved by less number of controllers.
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