To Stack or Not To Stack

Richard Afoakwa, Lejie Lu, Hui Wu, Michael Huang
Department of Electrical and Computer Engineering
University of Rochester
Rochester, New York, USA
{richard.afoakwa, lejie.lu, hui.wu, michael.huang} @rochester.edu

Abstract— 3D memory technology, such as Micron’s hybrid
memory cube (HMC), has re-energized the architectural pursuit
of computation very close to, or inside the memory chip. Such
a design falls into the broader category of near-data processing
(NDP). The motivation for such design is because the current
Von Neumann architecture of chip-multiprocessors is thought
to make data movement expensive. Current NDP work focuses
on the possibility of architecting computation engines, such as
accelerators, cores, or graphic processing units right below the
memory layers and inside the logic layer of the HMC sub-
system. However, such a stacking design does present a number
of technical challenges such as heat dissipation, power supply, etc.
While these challenges can certainly be overcome, and needs to
be addressed, in this work, we seek to answer a related question
of whether it is necessary to stack general-purpose computation
engines, directly inside the memory unit, in order to achieve
the performance potential of NDP system; thus, to stack or
not to stack. We show that, with computing models used in
current NDP designs, placing the computation engines very close
to, but outside the memory system (not stacking) can provide
comparable performance without significant energy costs. This
can be achieved without inventing any new technology, but
utilizing current state-of-the-art high-speed link design practices.

Index Terms—Near-Data or In-Memory Processing, Silicon
Interposer, High-Speed Links

I. INTRODUCTION

The latency disparity between instruction execution and
main memory access persisted over decades. When the mem-
ory access pattern defies conventional caching, the latency
disparity becomes a significant challenge for performance
improvement. It has long been hoped that some processing
happens inside the memory chip, giving rise to terms such
as processing-in-memory (PIM) or intelligent RAM (IRAM).
Intuitively, by doing computation inside the DRAM chip, we
not only ameliorate the access latency problem but also enjoy
the much higher bandwidth at the DRAM bank level which is
otherwise thrown away when crossing the chip boundary.

Unfortunately, the idea has not seen commercial realization.
Though there are legitimate technical concerns such as heat
dissipation issues, it was thought that market realities are
the major causes that prevented the realization: @ DRAM
fabrication process does not lend itself to efficient inclusion of
large-scale logic; (B) the system’s success depends on new pro-
gramming models and close collaboration among the designers
of memory, processor, and software; (©) the commodity nature
of the DRAM business ultimately discourages such expensive,
non-standard products.

Today, we are seeing renewed interests of a similar concept
called near-data processing (NDP), thanks to the technology of
3D-stacked memory such as Hybrid memory cube (HMC) [1]
or High Bandwidth Memory (HBM) [2]. Recent studies have
reported performance improvement in excess of 16x [3,4].
With diminishing returns from process technology and the
looming end of Moore’s law, such significant performance
gains are clearly worth the attention of researchers and practi-
tioners alike. To be sure, the 3D stacked memory technology
indeed makes it easier to include high-performance processing
elements directly in the same chip as the main memory, right
under the memory layers. But some of the challenges facing
PIM systems still exist today for NDP designs. Heat dissipa-
tion, for instance, perhaps becomes worse in the presence of
3D stacking. The question becomes: Should we embrace these
design proposals now and set out to address all those technical
challenges? Or can alternative designs, without 3D stacking,
achieve similar benefits?

In particular, some works have compared conventional
uniprocessor system with an NDP-style system, where NDP
utilizes a large number of cores performing parallel processing
right inside the memory cube [5,6]. How much benefit is
really attributable to bringing processors into memory (and
not simply due to using a large number of cores)? We thus
want to perform a more direct control experiment that isolates
the single factor that defines these NDP systems: stacking of
processor cores under the memory layers. In other words, if
we maintain the same processing configuration (many simple
processing engines) and vary their location from being tightly
integrated with the memory chip to being more loosely at-
tached via some fabric, how much impact on performance and
energy is there? In short: to stack or not to stack, that is the
question.

Fig. 1 provides a high-level schematic of the systems under
comparison. On the left, we show a typical implementation of
an NDP system where a layer of logic die under the DRAM
layer contains an array of NDP cores. On the right, we show
a control configuration where those same cores are off the
memory chip and placed next to the memory, interconnected
with the memory via dedicated medium. It is the performance
of these medium that separate the fully-stacked (3D) NDP
system from the non-stacked (2.5D) system. The latter can
access memory with an entirely different latency, bandwidth,
and energy profile. Our goal is to study the impact such a
difference can make on the ultimate performance of represen-
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Fig. 1. Comparison between the primary system configurations. Fully
stacked 3D NDP (left) and 2.5D interconnected with dedicated fabric such as
interposer (right).

tative workloads.

Importantly, our goal is NOT to support one particular
design point or another. Instead, we hope to help the process
of articulating the vision of NDP and identifying key focus
areas for future research in realizing the vision.

II. RELATED WORK

As discussed earlier, Fig. 1 provides a high-level view of
our systems under test. From this, we review some previous
work on the three major system components to draw more
insight into this work.

A. Near-Data or In-Memory Processing

Processing-in-memory has long been a subject of investiga-
tion for the architecture community [7]-[11]. Recent indus-
try developments make such an architecture more feasible.
Consequently, there has been a renewed interest to investigate
processing in, or close to, memory. The topics of investigation
include many different aspects such as system-level analysis
of general-purpose processing [3,4,12]-[15]; configuration de-
sign space [16]-[18]; interconnection [19,20]; functional units
[21,22]; GPU-style or other special-purpose processing [6,23]—
[30]; software or runtime scheduling or coordination [31]—
[38]. While new analysis and designs will continue to emerge,
the general theme has been to get processing elements near
the data storage so as to reduce both access latency and energy
overhead. While some prior work tried such a separation on a
narrower scale [39], in this paper, we focus on general-purpose
processing and try to address the single question of whether
“near” dictates physical stacking.

B. Silicon Carrier Systems

On the system level, there has been some work intercon-
necting multiple chips with silicon carriers (aka. interposer).
In most of such work, the interposer substrate contains active
components such as transistors for routing and networking
among multiple processor chips. Given the interposer, the de-
sign space for packet-switching interconnects can be extended
[40]-[43]. Indeed, the interposer system design can impact
exa-scale systems, where diverse memory and processing
components coexist on a singular platform [44,45]. Interposer
also provides the flexibility to interconnect computing chips
together with 3D memory chips [46].

C. Serial Links

The technology of serial links and in particular those
embedded in interposer has seen considerable work. A silicon
carrier test chip has been fabricated specifically for chip-to-
chip communication, showing the capability of driving 2cm
links at 11.5Gb/s without equalization [47]. Current-mode
transceivers have been proposed to overcome RC-limited
bandwidth of interposer channel [48]. The technique is an
alternative to aggressive equalization required to compensate
for high channel losses. Other works show significantly
improved link speeds. For example, a 16.8 Gb/s single-ended
transceiver presents a new low-power driver as well as source
follower-type continuous time linear equalizer (CTLE) to
compensate for channel loss [49]. Finally, a 20 Gb/s parallel
interface design uses single-sided signaling, capacitive
termination in the receiver side, and passive equalization in
the transmitter to drastically reduce power consumption, and
obtain 0.3 pJ/b energy efficiencies [50].

In short, state-of-the-art serial links can achieve 10s of
Gb/s transmission per link at sub-pJ/b energy cost, at current
technology nodes. Such links can be embedded into silicon
carriers to provide dense 2.5D chip-to-chip interconnection.

III. ARCHITECTURAL DESIGN SPACE

In theory, when architecting an NDP system, there is a
non-trivial design space with regard to the overall structure,
the connection among the components, and the individual
components themselves. In practice, there are some consensus
about some design decisions. Specifically, the NDP cores are
generally a low-complexity core (e.g., single-issue, in-order)
with a simple memory hierarchy (e.g., one level of caches
only) [3]-[6]. Given that the current promising platform to
support NDP is an HMC-like system, where the cores will
be physically under the memory vaults, the design space is
essentially reduced to that of the interconnection between the
cores and the memory units, which is our focus in this paper.

A. Performance Impact of Interconnects

There are a number of design points worth considering. At
one extreme of the spectrum, these cores are directly connected
to the memory vault that is physically adjacent to the core,
Fig. 2(a). In this case, there is no extra latency, energy
overhead, or throughput limit imposed by an interconnect. The
constraint is that all data need to reside in the corresponding
memory vault. In reality, this requires extra data shuffling
and copying, perhaps orchestrated from host processor(s). By
ignoring the overhead of fine-grain data shuffling, we obtain
an idealized configuration, which we use for finding upper-
bounds on the benefits of NDP systems.

A second, more realistic configuration connects the cores
through an on-chip fabric to interface with the memory
vaults, Fig. 2 (b). Most recent proposals fall into this category
[3,4,17]. The approach improves the programming flexibility:
as long as the data reside in the memory chip, the cores can
access them. Of course, the price to pay is the additional
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Fig. 2. NDP interconnection design points. (a) Processor cores are directly
connected to the memory vault, requiring no interconnect overhead. (b) On-
chip fabric connect processing core(s) to memory vaults. (c) Processing
cores and memory vaults implemented on separate chips, requiring off-chip
communication medium.

latency and energy overhead as well as throughput limits
imposed by the fabric.

Finally, once the cores rely on a fabric to connect to
memory, they do not need to be physically on the same chip as
the memory unit. The fabric can allow them to be in a different
die (Fig. 2 (c)). So long as said fabric imposes an insignificant
overhead and/or limitation, from a performance standpoint, the
cores could still be considered as processing near the data. In
other words, it is the performance profile of the interconnect
fabric between the cores and the memory units that determines
whether the system is truly NDP or not. Physical proximity
influences (perhaps significantly) the performance profile of
the interconnect, but is otherwise not a requirement per se to
achieve the goal of NDP. Indeed, physical proximity brings
unwanted thermal coupling and related consequences, among
other architectural issues.

Before we get into more detailed discussions about the
performance profile of various interconnection designs, it is
helpful to get a rough picture of the performance impact of
some readily available configurations. We take a number of
commonly used benchmarks in NDP designs and measure their
execution speed under the different design points mentioned
above. For simplicity, we ignore energy issues for now. To
recap, the configurations are: !

o Ideal: memory accesses have no extra latency cost, energy
cost, or throughput limit due to interconnect.

o 3-D Integration (3DI): as in recent NDP proposal, an all-
to-all crossbar (with 3-cycle request and 3-cycle response
time) is used between cores and memory vaults.

IConfiguration details are explained in Section V-A

o High-performance links (HPL): The cores reside on a
different chip linked to the memory chip via high-
performance communication links equivalent to that envi-
sioned for HMC-based systems [51]. Note that these links
are by no means the state of the art. We refer to them
as high-performance in comparison to legacy interfaces
such as DDR.

o Legacy memory channels (DDR): The cores are con-
nected to legacy (DDR4) memory banks with 4 channels.
Note that in this configuration, not only is the fabric of
lower performance, the DRAM accesses themselves are
somewhat slower as well since we use the DDR4 timing
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Fig. 3. Performance impact of various interconnection configurations; DDR4,
HPL, 3DI, Ideal. Processing distance to memory decreases from left to right.
Processor cores are on the same chip as memory in Ideal and 3DI, while in
HPL and DDR4 they are on separate chips. Performance results of individual
benchmarks are normalized to that of 3DI before averaged geometrically.

Fig. 3 shows the performance impact of the interconnection
for a range of workloads. While the details of the setup is
discussed in Section IV, we note that many workloads are
commonly used in evaluating NDP systems. To this collection,
we add a microbenchmark with a random access pattern
without reuse to demarcate the extreme of workloads which
lend themselves to NDP systems. In other words, we expect
that the performance curve for realistic workloads will be less
steep than that of this microbenchmark.

From this analysis a number of high-level observations can
be made.

1) We can see that the general concept of processing near
the data is valid. The performance of all benchmarks
improves noticeably as the processing elements get
nearer to the data.

2) While we recognize the performance improvements, we
see that the gain from the weakest configuration (DDR4)
to a more ideal access setup is on the orders of 2x. We
note that while repeating similar experiments as reported
in recent NDP proposals ([3,4]), we obtained similar
results of about 16x performance improvement going
from a conventional uni-processor to a parallel NDP
design (more on that in Section V). Here, we main-
tain the processing elements to be the same across all
configurations to isolate the contribution of interconnect
and thus the importance of nearness.

3) Finally, note that even this 2x improvement is the re-
sult of comparing to an under-provisioned conventional



memory interface (DDR). When we model a more ad-
vanced serial link interface, the performance gap shrinks
to about 10% even compared to an ideal interconnect
fabric for all but the microbenchmark.
Combining these observations, we can draw a high-level
conclusion of NDP with caveats: While at the fundamental
level, processing near the data is superior to processing from
afar, there is no significant advantage to get as close to
data as to be on the same chip. There are three caveats to
this conclusion. First, the conclusion applies to the tested
workloads and configurations. With better partitioning of work
to identify the most appropriate parts for NDP, and with newer
workloads, the benefit of NDP could be more pronounced
as suggested by the microbenchmark result. Second, these
advanced serial links must be practical to build, indeed far
more than moving the cores to the memory chip. Third, the
analysis is only on a performance basis without consideration
to energy. To get a better understanding of these latter two
issues, we now investigate the technology of the links.

B. Design of Communication Links

1) Basic overview of link design mechanics: Whether to
connect cores to memory on the same chip or separate chips,
there are different underlying communication link technolo-
gies. The capabilities of the communication substrate directly
translate to the logical nearness between data and processing
into physical distance constraints. Therefore, we only focus
on the high-performance part of the design space using
technologies commonly referred to as high-speed serial links,
illustrated in Fig. 4.

Fig. 4. Basic serial link schematic. Data transmission flows from left to right;
transmitter (with serializer), channel, and receiver (with de-serializer).

Because signals are modulated at comparatively high baud
rates (e.g., 10s of Gbauds) in such a link, designers take into
account every aspect of the link: materials of metals, dielectric
and substrate in the technology, signal attenuation due to more
pronounced skin effect, and the resulting inter-symbol interfer-
ence (ISI). They also control more design elements to achieve
desired metrics: layout and geometry of the transmission
lines; equalization circuits at the transmitter and/or receiver;
and power supply mechanisms to these circuits. The design
space as well as performance metric space are quite large. A
comprehensive exploration is beyond the scope of this paper.
Our plan is thus to take more of a middle-of-the-road approach
and avoid both commodity-level configurations, as well as
overly complex systems aimed for extreme performance.

Finally, some ultra-dense die-to-die communication systems
implement serial links on interposer material (Sections II-B
and II-C). This is therefore a readily realizable technology

option for the off-chip links. Additionally, we consider serial
links for the on-chip component of our fabric. This provides
a singular and rather straight-forward design space compared
to alternative packet-switched interconnects such as meshes.

2) Link design and analysis for this work: The circuit dy-
namics of the transmitter is a designer choice, mostly for high-
performance, low energy, or both. Indeed, any conventional
voltage- or current-mode transmitter can be adopted. Using
cadence tools, we design and analyze our transmitter similar
to prior work, and target high performing non-return-to-zero
(NRZ) or pulse-amplitude modulation (PAM) signaling [52]-
[54].

We model the characteristics of the channel component
through electromagnetic (EM) simulations using Sonnet [55].
We obtain channel-specific s-parameters from such EM simu-
lation. Based on channel characteristics, we choose a differen-
tial coplanar waveguide (CPW) structure for on-chip (shown
in Fig. 5(a)) and shielded differential strip-line structure for
the off-chip interposer (shown in Fig. 5(b)). Our geometries
are optimized for maximum bandwidth density using the
analysis suggested in prior work [56]. Our channel dimension
parameters are shown in Table 1.
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(a) On-chip channel (b) Off-chip interposer channel
Fig. 5. (a) Differential coplanar waveguide topology on-chip links, and (b)
differential strip-line topology off-chip links, metal layers M2 and M3 are
GND.

TABLE 1
CHANNEL PHYSICAL CHARACTERISTICS. LENGTHS ARE IN puM. T IS
THICKNESS, W IS WIDTH (W1 FOR SIGNAL AND Wo FOR GROUND), S IS
SPACING, AND P 1S PITCH (35 + 2W7 + Was).

Channel | Material | T | W; | Wy | S P
On-Chip | Aluminum | 4 10 5 10 | 55
Off-Chip Copper 3 5 6 5 |31

The on-chip and interposer off-chip channels have different
geometries because of their difference in link distance, metal
materials, and transmission lines structures. We account for all
such properties in our EM simulations. The interposer-based
chip-to-chip links are rather short-reach, often less than a few
centimeters in length. We therefore assume a maximum of
2 cm channel length for these links [47,48]. For on-chips links,
we assume a maximum of 8 cm channel length. We base our
assumption on channel characteristics from other studies, as
well as system level applications of such channels [56,57].

In terms of signal propagation, high-speed links offer near
speed of light propagation, limited only by specific material



properties and channel length. In our analysis, we utilize FR4
material (as a conservative baseline) with material constant
€, = 4.2, and channel propagation latency of 6.7 ps/mm (using
the fundamental propagation velocity expression: ¢/ /i, * €,.).
It must be noted that off-chip interposer channels can be
manufactured from much lower loss material such as ePTFE
(e, = 1.4) for better propagation, 3.9 ps/mm. Our worst-case
end-to-end signal propagation latencies are 536 ps and 134 ps
respectively for on-chip and off-chip links. This translates to
less than a compute cycle in terms of the NDP system clock
rate (see Table VII).
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Fig. 6. Off-chip channel loss for diverse channel lengths. Worst-case channel
(2cm) loss at 14 GHz Nyquist (minimum operating) frequency is 8.7 dB.

TABLE I
INTERPOSER OFF-CHIP CHANNEL POWER BREAKDOWN BY COMPONENT
AT 28 GHZ BAUD RATE. POWER VALUES ARE IN mW.

Component | Sub-Component | NRZ | PAM-4
Mux 10 20
Transmitter Pre-Driver 9.6 9.6
Main-Driver 5.7 8.2
Receiver Slicer 1 3
Demux 8 16
[ Total [ 34.3 [ 56.8 ]

TABLE III
INTERPOSER OFF-CHIP CHANNEL ENERGY EFFICIENCIES.
Signaling NRZ PAM-4
Baud (GHz) 28 |17 |12 |28 | 17 | 12
Power (mW) 34.3] 23.5] 18.5| 56.8| 39.0| 28.2

[ Energy (pJ/b) | 1.23] 1.38] 1.54] 1.01] 1.15] 1.18|

From our transmitter design choice and channel charac-
teristics, we analyze the performance of the complete link
(Fig. 4). In our links, the channel loss and ISI are relatively
low compared to long-reach backplane links. For example,
our EM analysis showed that the off-chip links have 8 dB loss
at 14 GHz Nyquist frequency (for 28 Gbaud/s applications).
Thus, strong equalization is not required. We therefore only
adopt passive equalization techniques on the receiver side to
compensate for the channel loss. Fig. 6 shows our channel
losses for diverse channel lengths. Passive equalization can
provide better linearity and consume less power compared

to conventional active continuous-time linear equalization
(CTLE). On the receiver side a passive CTLE, comparator,
and de-serializer are employed. The whole link operates on
1V supply.

0 20 40 60
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Fig. 7. Interposer off-chip link eye diagram at the receiver for PAM-4 signal
rate.

To validate the end-to-end signal integrity of our design,
we obtain the eye diagram at the receiver side, see Fig. 7. We
observe 75 mV minimum eye opening. This is sufficient for a
bit-error-rate criteria better than 10~15. We perform our system
level experiments at the maximum baud-rate of 28 GHz. In
terms of signaling, this translates to 28 Gb/s and 56 Gb/s bit-
rates for NRZ and PAM-4 respectively. We report our power
consumption breakdown at the operating baud rate in Table II.
Our link power accounts for the SerDes components, which
represent more than 60% of total consumption. Finally, we
report our link energy efficiencies in Table III, which is derived
as follows; P/ B /M, where P is power, B is bit rate, and
M is modulation index (1 for NRZ and 2 for PAM-4). PAM-
4 encodes 2 bits per symbol, and therefore requires some
component duplication. This fact is evident in the higher
PAM-4 power compared to NRZ (Table II). But multiple bit
encoding in PAM amortizes the overall per-bit energy cost
compared to NRZ.

We observe similar relative energy efficiencies across our
8cm on-chip and 2cm off-chip channels per baud-rate and
signaling. Our design and analysis only account for the data-
path of the link, and does not include a clock-path. Therefore,
our system level link power expenditure is proportional to
utilization.

To sum, without using the most advanced design techniques
(let alone inventing new ones) we can create communication
links that offer 10s of Gb/s throughput, near speed-of-light
signal propagation, and low pJ/b energy costs. When evaluat-
ing the benefits of stacking NDP designs, we have to compare
to technology available today. Not just legacy interfaces.

IV. EXPERIMENTAL METHODOLOGY
A. Workloads

We use a diverse set of multi-threaded benchmark suites:
graph, map-reduce, and parsec. We choose applications to
cover the range of thread-level massive parallelism as well
as memory intensity. For graph and map-reduced workload,



we use an average of five sets of real-world inputs from the
Stanford large network dataset collection [58], and for parsec,
we use native-sized input set. We choose our workloads and
input set to match previous NDP-related work [4]. Specific
workload descriptions can be found in Table IV.

For each workload and input combination, threads only
execute the parallel phases. We choose input sizes to achieve
a minimum of 1 billion executed instructions. We reduce the
impact of non-determinism typical in multi-threaded execu-
tions by collecting statistics at specific regions of interest, and
we report an average from multiple runs.

TABLE IV
WORKLOAD CONFIGURATION SHOWING 22 APPLICATIONS ACROSS 4
BENCHMARKS SUITES.

apsp - All Pairs Shortest Path, bece -
Betweenness Centralities, brfs - Breadth
First Search, coco - Connected Compo-

Graph [59] nents, comm - Community Detection, defs
- Depth Search First, pgrk - Page Rank,
sssp - Single Source Shortest Path, trct -
Triangle Counting
hist - Histogram, kmean - K-Means, lire

Map-Reduce - Linear Regression, stma - String Match,

[60] mamu - Matrix Multiply, woco - Word
Count
cann - Canneal, flui - Fluid Animate, stel
Parsec [61]
- Streamcluster
Micro rand - Random memory access over entire

[Written C++

algorithms for

required access
patterns]

address range, rdck - Random memory
access over specific chunk of address range
per thread, st01/st02 - Linear streaming
memory access at specific offsets

B. System Level Modeling

We evaluate our systems using a modified version of
the GEMS simulator [62]. HMC sub-system is modeled
using HMCSim which we port into GEMS, and the DRAM
layers are modeled using a modified version of DRAMCitrl
embedded in GEMS5 [63]. Prior NDP work utilize 2 NDP
sockets each with 512 cores [3]-[6]. For simulation efficiency,
we only model one such chip with 128 cores. HMC hardware
configuration and timing parameters are derived from
literature and specification 2.1, while DDR parameters are
derived from Micron DDR data-sheets [1,51,64]. Circuit-level
design and simulations are performed with sonnet and
cadence [55,65]. Channel s-parameters are obtained from
sonnet EM simulations.

1) Memory System: We utilize DDR4 and HMC memory
sub-systems in our experiments. For either system, we use
8 GB of total memory capacity. For DDR4 sub-system, we
use 4 memory channels, each accessing 2 GB partition of
total memory. This configuration is indicative of current CMP
systems. High-level memory sub-system configurations are
shown in Table V.

For HMC sub-system, we use 1 HMC cube. This is broken
down as follows; there are 32-vaults, each vault accesses 8

TABLE V
MEMORY SUB-SYSTEM CONFIGURATION.

Organization: 8GB, 1 units (cubes), 32 vaults, 8
partitions, 32MB devices

HMC Timing: tcx = 0.8ns, tras = 21.6ns, trep =
tcas = 10.2ns, twr = 8ns, tgrp = 7.7ns
Organization: 8GB, 1600 MHz, 4 channels, 4

DDR4 memory controllers

Timing: tcx = 0.833ns, tras = 32ns, trep
tcas = 14.16ns, twgr = 15ns, tgrp = 14.16ns

vertical partitions, each partition has 32MB DRAM device
(32 * 8% 32M B = 8GB) at 16 MB per bank.

There exists trade-offs in the HMC design parameters. Hav-
ing more vaults, improves vertical concurrency, but decreases
device size. We choose our parameters for good relative
performance characteristics, based on the trade-off analysis
outlined in other work [66,67].

Internally, each HMC vault has a maximum 10GB/s
vertical bandwidth [51]. This translates to a total of 40 (per
vault) data through silicon vias (TSVs) at 2 Gb/s bandwidth
[1]. The maximum DRAM bandwidth per cube is therefore
320GB/s (10GB/s * 32wvaults) supplied through 1280
TSVs. Externally, we provide each cube with up to 4 serial
links in each direction, for a full duplex setup. Each link
having 16 differential strip-line channels (see Fig. 5(b), for
a total of 128 channels. The total external HMC bandwidth
is therefore 448 GB/s or 896 GB/s using our 28 Gb/s NRZ or
56 Gb/s PAM-4 signaling respectively (obtained as follows;
4links * 2duplex * 16lanes * bitrate /).

2) Conventional System: Our generic conventional
system is a CMP consisting of 2 out-of-order cores, with
corresponding private L1 caches, shared L2 cache, and unified
L3 cache. The CMP is connected to either DDR or HMC
memory sub-system. We use 2 cores for 1-to-64 ratio when
compared to NDP core count, similar to prior NDP work. All
conventional high-level system configurations are outlined in
Table VI.

TABLE VI
HOST/CONVENTIONAL SYSTEM CONFIGURATION.

28 nm, 2 core(s), out-of-order, 4-wide, 192 ROB,

Processing | 961 503, 128INT/128FP PRE, 4INT/ 2MEM/ 4FP
Node
FUs
Operating
Points 1V supply, 3GHz freq.
L1 Split Private I/D, 32 KB, 4-way, 64B blocks, 3
Cache(s) | ports, 1 ns hit latency, 4 MSHRs
L2 256 KB Bank, 8-way, 64B blocks, 1 port, 10 ns
Cache(s) | hit latency, 20 MSHRs
L3
Cache(s) 20MB, 16-way, 64B blocks




3) 3D-Integrated NDP System: Our baseline NDP system
consists of a single chip with 128 single-issue in-order cores
implemented in the HMC logic layer, at 28 nm technology
node. The cores operate on 1V supply at 1 GHz frequency.
Each core has corresponding privately split instruction
and data first level caches. The caches are 32KB, 2-way
associative, and 64 B blocks. We group 4 cores into a node,
and each node accesses a single vault controller. We connect
the nodes with a 3-cycle fabric adapted from the crossbar
designs of prior work [19,20]. The NDP chip is interconnected
to a conventional CMP (Section IV-B2) for initialization and
synchronization, similar to prior work.

4) Interposer-Based System: An alternative to 3D inte-
grated NDP systems is to use two separate chips one being
an HMC chip, the other essentially a CMP with all the (in-
order) computing cores. The two chips are connected via an
interposer fabric. Fig. 8 shows the high-level schematic of
such a system. The processor chip utilizes cores similar to the
NDP system. 4 cores are grouped into a node, and an on-chip
fabric connects all the nodes as well as interposer transceiver
points (ITP). These ITPs are connected to the memory chip via
dense interposer-based off-chip serial links, such as Fig. 5 (b).
The off-chip links, CMP, and HMC have the same number
of communication pins as per HMC hardware specification
1.2 [51]. The corresponding link configuration parameters are
outlined in Table VII.

Fig. 8. Interposer system architecture. Dense state-of-the-art off-chip high-
speed links are used to connect HMC and CMP chips. Additional on-chip links
(not shown) are used for intra CMP communication, and connects processing
nodes (N) to interposer transceiver points (ITPs) for memory access.

The CMP’s on-chip fabric also uses serial links as a sim-
ple, shared, point-to-point medium (called transmission line
link buses or TLLBs) [68]. These TLLBs offer competitive
throughput at a fraction of the energy cost compared to con-
ventional packet-relayed interconnects [68]-[70]. The TLLBs
can be used for on-chip communication between cores, thereby
eliminating the need for synchronization by a dedicated host
processor, as well as other coherence purposes.

Just like a conventional CMP, when a computing core needs
off-chip data, it creates a request packet and arbitrates for one
of the on-chip links. Here, we adopt the centralized arbitration

scheme from prior work [69]. Upon receiving a grant signal,
the node’s local transmission circuitry transmits the packet
to the designated ITP, which is addressed interleaved. The
ITP then forwards buffered packet(s) on its off-chip interposer
serial links to the HMC. Conversely, on receiving an off-chip
packet from the HMC, the ITP can arbitrate for one of the
on-chip TLLB links and subsequently forward the packet to
the designated node.

TABLE VII
HIGH-SPEED LINK SUB-SYSTEM CONFIGURATION.

1.75 GHz clock, 8 B flit (1 flit meta packet, 9 flits
On-chip data Packets), 9 bidirectional liI:lkS - 4 channels
(Serial) per link, 28 Gb/s or 56 Gb/s bit rates, 1 cycle
propagation latency, 4 cycle overhead (2 cycle
SerDes, 1 cycle request, 1 cycle grant/wakeup)
Off-Chip 1:75 GHZ clock, 72B payload, 8 links (4 each
(Serial) direction) - 16 channels per link, 28 Gb/s or
56 Gb/s bit rates
Off-Chip | S00MHz clock, 72B payload, 4 links (bi-
(Parallel) | directional) - 128 channels per link, 2 Gb/s bit
[2] rates

In this configuration, packet latencies are a function of
queueing, serialization, and propagation delays, all of which
are modeled faithfully. Queueing delay varies and is modeled
in the execution driven simulation. Serialization delay is
dependent on data rates. Therefore, for the off-chip links a
72 byte data payload (64 B cache line plus 8 B header) can be
serialized in 2 cycles at moderate 28 Gb/s NRZ or 1 cycle at
high 56 Gb/s PAM-4 as follows;

2B 36 0
16 lanes * bitrate /8 | | bitrate

Finally, as discussed earlier (Section III-B2), signal prop-
agation delay (134 ps or 0.134ns) is less than the NDP-core
compute cycle (1 ns). We account for propagation by incurring
a 1 cycle delay in our simulations. Essentially, the minimum
(unloaded) latency of a data packet from the ITP to the HMC
is 3 or 2 cycles respectively for NRZ or PAM-4 signaling.
The corresponding latency details for the on-chip interconnect
component is modeled similar to other work [57].

C. Power and Area Models

We model power and area characteristics of the cores
using a version of McPAT [71], while memory is modelled
with DRAMCtrl. Our NDP and interposer systems use high-
performance and energy efficient cores such as the ARM
Cortex-AS [72], similar to previous literature. Based on cacti
analysis (embedded in McPAT), at 28nm technology node, we
obtain an approximate 0.70 mm? area per core. Additionally,
the logic area of a single HMC cube with 4 full-duplex serial
links is estimated to be no more than 90 mm? (34 mm package
size [51]). We estimate 100 mW core power based on previous
ARM energy characterization for similar processor type [73].

On the memory side, our 896 GB/s maximum aggre-
gate bandwidth at PAM-4 transmission rates (56 Gb/s) have



1.01 pJ/b maximum efficiency (see Table III). The peak power
of our links is computed in Eq. 2 as follows:

896 GB pJ Tb pW
- s 101b74488 £1.012 25
We assume 2.89 W peak power for the logic layer [3]. Our
6.51 W total HMC logic layer power is approximately half
of previous work. Additionally, at 3.7 pJ/b memory access
energy, the peak power at the maximum 320 GB/s (2.56 Tb/s)
bandwidth is 9.47 W (2.56 % 3.7). To match previous work, we
attribute 10% of this total power to background activity [3].

On the processor side, our on-chip TLLB is designed to
transmit a maximum 64 byte cache lines. At our PAM-4
transmission rates, it provides 3.6 TB/s bandwidth at 1.19 pJ/b
maximum energy, and 34.3 W peak power.

=3.62W (2)

D. Thermal Models

We model temperature and leakage characteristics using a
version of the HotSpot simulator [74]. We produced a single
high-level floor plan for the processor (cores and caches),
and a separate high-level floor plans for each of the HMC
layers. For our non-stacked systems, we evaluate the processor
and HMC thermal characteristics separately. While for fully-
stacked system, we evaluate a 3D structure with processor
layers below HMC layers. All configurations have appropriate
heat sinks, as well as thermal insulators between layers.
Additionally, power traces required for analysis are obtained
from simulations.

V. EXPERIMENTAL ANALYSIS

In this section, we analyze the performance and energy
benefits that are attributable to physical proximity based on our
experimental results. There is a diverse range of parameters
used in our experiments (or for that matter similar prior
experiments). Each come with its own estimation errors and
uncertainties. A particularly dangerous source of errors is
mixing parameters derived from first principles with product
specifications. This paper is no different. Quantifying these
uncertainties is beyond the scope of our effort. Consequently,
we would present (over-)simplified first-principle analyses
together with simulation results.

A. Performance Analysis

Consistency check: First, as a consistency check that we are
experimenting with a design similar to recent NDP system
proposals, we compare performance of a NDP system to
a conventional general-purpose architecture. The NDP setup
utilizes an HMC system technology, while the conventional
setup utilizes DDR, similar to prior studies [3,4].

In Fig. 9, we see that most applications enjoy more than 10x
speedup when executing on an NDP system. We see variation
among the groups of applications. The graph applications
enjoy a more consistent gain, while the map-reduce workloads
see less gain. Overall, the geometric mean speedup is about
15x. This observation is largely in agreement with earlier
studies [3,4]. However, this significant performance gain is not
entirely due to the architectural feature of stacking memory

on top of processors for maximum proximity. In fact, much
of the difference is attributable to the large number of cores
in the NDP configuration providing a processing throughput
advantage over the single-core conventional system. Accessing
profile does play a non-trivial role as we will see next.
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Fig. 9. Performance advantage of NDP system (single-issue in-order cores)
over conventional out-of-order cores system. NDP has 64 times more cores
than conventional.

Control experiment: To tease out the performance difference
attributable to 3D stacking, we keep the processing elements
(single-issue in-order cores) and memory (hybrid memory
cubes) the same across all configurations and compare differ-
ent interfaces between them. Starting from the configuration
where processing is nearest to data, we gradually move the
processing away:

o Ideal: This is an idealized configuration where memory
access takes place directly after the cache miss, without
going through any intermediate fabric. We normalize all
results to that of this configuration.

o 3DI: This is the stereotypical NDP configuration where
processor cores are on the same chip as the memory
units and are connected via an on-chip fabric such as
a crossbar.

« HPL & VHPL: The next two configurations use separate
chips for processing cores and for memory vaults. They
are connected with high-speed serial links. Depending on
the materials and circuit design, these links can offer quite
different performance profiles. We thus use two design
points to better characterize the space. The HPL (high-
performance links) configuration represents a more basic
variety assuming NRZ modulation on relatively lossy
transmission lines (e.g., over FR4-based channels). This is
an approximation of what can be achieved via commodity
components today and provides 28 Gb/s throughput per
channel. The VHPL (very-high-performance link) con-
figuration models a more advanced point with low loss
material such as LTCC [75] and PAM-4 modulation (56
Gb/s).

Fig. 10 shows the detailed results for performance compar-
ison of various fabric alternatives. From this more detailed
set of results we can better understand the performance im-
plication of the interconnection between memory units and
the cores. Additionally, we evaluate a parallel link fabric
configuration (PAR). PAR is equivalent to the interposer-based
link interface used in High-Bandwidth Memory systems [2].
The parallel link parameters are given in Table VII under Off-
Chip (Parallel) configuration.
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Fig. 10. Performance comparison of different interconnections between

processing elements and memory, showing speedups for all applications,
normalized to an Ideal interconnection fabric.

o The most extreme performance benefit is seen from the
microbenchmark with random access pattern (rand and
rdck). The difference between the two extreme config-
urations (Ideal vs PAR) is a factor of 1.53x. This is the
“maximum dynamic range” that is due to interconnection,
or in other words, the upper bound on the performance
impact that can be attributable to the decision of stacking
or not.

« Note that not all workloads have a sensitivity indicated by
this upper bound. At one extreme, one benchmark (stma)
is utterly unaffected by the fabric. In fact, excluding the
microbenchmarks, the range of performance difference
narrows to at most 1.33x.

o The bold line represents geometric mean results of our
benchmark suite and is thus a reasonable approximation
of performance profiles of these design points in general.
VHPL and 3DI represents two realistic design points
differing only in the aspect of whether to stack or not.
The performance difference is about 1.08x.

To summarize, over non-optimized conventional design,
stacking processors in memory chips can bring a significant
performance gain (1.53x), but only for a very special class of
applications. For the workloads evaluated, and using a more
realistic alternative for non-stacking design, the performance
benefit is about 8%.

From a simplified first-principle analysis, the average
memory access latency after LLC is about 33 cycles. The
round trip latency using VHPL adds less than 4 processor
cycles. The median cycles-per-instruction (CPI) for these
codes is about 3.6 with a median of 8.1 LLC misses per
kilo instructions (MPKI). In other words, a memory access
happens about once every 440 cycles for each core. The
direct latency overhead is in the neighborhood of 1%. Indirect
overhead such as queuing delay contributes to the rest of the
performance gap. Using the median again, the throughput
demand for 128 cores is about 19 GB/s. This is equivalent to

what 3 wires in the highest performing configuration can carry.

Performance Sensitivity: To understand whether the conclu-
sion is sensitive to processor configuration, we vary core type,
count, cache sizes, as well as frequency. For out-of-order core
systems, we reduce the baseline in-order core count by a factor
of 4 for rough area equivalence. We summarize our sensitivity
options in Table VIII.

TABLE VIII
PERFORMANCE SENSITIVITY CONFIGURATION OPTIONS.
Variable Options
#Cores 128 (in-order), 32 (out-of-order)
Freq. (GHz) 1,2,3
LI1I/D Size (kB) 16, 32, 64, 128
L1I/D Assoc. 1,2,4,8

Out of all possible combination of configurations, we repeat
our prior performance analysis. For each configuration, only
the suite-wide geometric mean curve is shown. Fig. 11 shows
the final results. In both figures, the maximum performance
gains going from non-stacked (VHPL) to fully-stacked (3DI)
system is no more than 6%. Additionally, there is noticeable
performance groups with out-of-order cores in Fig. 11b, which
is attributable to core frequency.
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Fig. 11. Performance sensitivity of architectural design points. IO and OO
represent in-order and out-of-order cores respectively. Each line represents the
geometric mean of all applications, and across the different systems, with 82
configurations per figure.

Caveats: Finally, it must be noted that our performance
analysis in no way argues against bring processing closer to
data. It is only isolating the last step of the process of bringing
processing closer to memory, namely stacking the processors
directly under the memory units. From a performance stand
point, our results show that comparable performance can be
obtained even if processors and memory are not stacked
together. As long as a suitable, carefully designed inter-
connecting fabric (such as state-of-the-art high-speed links)
are utilized. Further- more, our results are obtained when
modeling a single, current- generation HMC cube-like device.
If future memory devices support orders of magnitude higher
internal bandwidths, the scalability of high-performance fabric
may deserved a more careful study at that point.

B. Energy Analysis

We next turn to the consideration of energy. Stacking
improves energy in two ways. One is the reduction of commu-



nication needed to bring data from memory to the processor.
The other is the savings of cycles and thus fixed-cost energy
overhead such as clock and leakage. For this analysis, we
first ignore leakage energy and thus the effect of elevated
temperatures on the system and return to this later.
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Fig. 12. Energy per instruction (EPI) for VHPL (left bars for each

application) and 3DI (right bars). EPI for micro-benchmarks, shown on left
y-axis. EPI for real benchmarks on right y-axis due to difference in scale.
Energy is broken down into different components from bottom up: compute,
various interconnects (on-chip, off-chip, crossbar), DRAM access, and other
fixed costs. Note: Off-chip energy is shown but not visible in plot due to the
small magnitude relative to other components.

Fig. 12 shows the breakdown of energy per instruction
for the designs labeled VHPL and 3DI. Excluding micro-
benchmarks (left group of plots in the figure), energy per
instruction increases by 3.5% on average from stacked design
(3DI) to non-stacked design (VHPL). Keep in mind that in
reality, stacking will increase DRAM operating temperature
and may increase background energy, which is not accounted
for in this plot.

Let us return to the simplified first-principle analysis. We
note that our circuit models show an energy on the orders of
1 pJ/b for communication over off-chip high-speed links. This
is more conservative than reported values from real test chips
[50]. In our simulations, excluding DRAM itself, energy per
instruction is on average 188 pJ comparable to measurement
results of a similarly-configured processor [73]. Per bit energy
consumption of DRAM access in the HMC is about 4 pl/b.
On average, our workload shows about 10 bits DRAM access
per instruction, though there is non-trivial variations among
different applications (the median is 4 bits per instruction).
So from first-order approximation, the direct overhead of
going over an additional high-speed link is not significant. It
represents less than 10% of the DRAM’s access energy, and
about 2% of overall energy cost per instructions.

It is sometimes noted by researchers that data movement
is extremely expensive energy-wise, especially compared to
bare ALU operations. There are two factors to keep in mind.
First, communication is not inherently expensive, but can be
so depending on circuit design and load. Repeated digital
wires, for example, are mainly attractive for their simplicity.
We should not extrapolate their energy consumption over long
distances. Second, general-purpose processors have significant
instruction processing overhead on top of bare functional exe-
cution. Specialized accelerators may be a solution, but moving
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the same general-purpose design closer to main memory does
not address this overhead.

C. Thermal Analysis

Stacking involves significant thermal coupling between the
cores and the DRAM stacks. This can create elevated tem-
perature and the concomitant higher leakage. The exact detail
of the thermal impact depends on many aspects of the design
that are hard to estimate accurately. The following analysis is
thus a very crude estimate based on public-domain tools.

ol e
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Fig. 13. 3D NDP stacked system temperature profile, showing layers from
bottom to top. Logic layer (a) contains the computing cores, bottom layer (b)
is DRAM layers closest to logic, middle layer (c) is 4th DRAM layer from
bottom, and top layer (d) is layer closest to heat sink.
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Fig. 14. 2.5D non-stacked temperature profile. HMC DRAM layers are shown
from bottom to top. DRAM-middle is 4th DRAM layer from bottom.

Fig. 13 and Fig. 14 show the temperature profiles for
stacked 3D and non-stacked 2.5D systems respectively. As
expected, stacking computing cores under memory changes
the thermal distribution property of both. We observe that;
(D the DRAM layer closest to the cores see at least 9°C
rise in temperature, (2) the overall temperature of the cores
in the 3D stack also increases by last 15°C compared to 2.5D
counterpart. Temperature dependent leakage models show that
a quadratic relational model in the DRAM operating range
(55°C to 90°C) provides more than 99% accuracy [76,77].
Utilizing similar model in our HotSpot analysis, we observe
that a 10°C rise in temperature incurs 13% leakage overhead
[78].

The exact leakage power depends on many design decisions.
If we take one case where 10% of the transistors used in
the processors are high-performance transistors and ignore the
leakage from the rest of the chip, then the average energy per
instruction for 3DI and VHPL would be 175pJ and 167 pJ,
respectively. In this case, the improved energy efficiency for
transport is more than offset by the leakage increase due to
higher temperature.

D. Workload Analysis

The analysis so far clearly depends on the workload char-
acteristics. Our workloads include graph applications and



map-reduce workloads. These are often used for evaluating
NDP designs. From the memory access statistic shown in
Fig. 15, we can see that there is significant variations among
applications. For instance, the number of bits accessed per
instruction (Fig. 15(a)) ranges from 0.1 to 26.1 excluding
micro-benchmarks, while the micro-benchmark accesses 77
bits per instruction. But overall, these workloads are not
very different from general-purpose parallel workloads in their
memory access behaviors. For example, most of them have
high L1 hit rates (Fig. 15(b)). Note in the figure that our
MapReduce applications have significantly low L2 hit rates;
hist - 0.002, kmean - 0.036, 1ire - 0.119, and stma -
0.0267.
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(b) Hit rates at L1 and L2 cache levels. MapReduce applications have very
low L2 hit rates.

Fig. 15. Memory access profile for different workloads.

Given such memory access behavior, intensity, and DRAM
products’ access capabilities, the access bandwidth needed for
a current generation product is well matched by the bandwidth
capabilities using today’s high-speed link technologies. The
use of silicon carrier technology provides reasonable future
scalability. In other words, there is no reason to believe high-
speed link will quickly become throughput bottleneck in the
near future.
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Fig. 16. Memory access latency components; D.Access, D.Queue, TSV,
XBAR, and Other. Queue specify DRAM access, DRAM queuing, through
silicon via, HMC crossbar, and vault queuing latencies respectively.
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Fig. 16 compares the memory access latency breakdown
among the several configurations discussed before. We report
a controlled experiment where the only change is the processor
to memory interconnecting fabric. The processor cores are
all the same and the memory structure is HMC. Note that
DDR.4CH and DDR.2CH utilize DDR channel timing with
4 or 2 channels respectively. As we move from right to left,
the interconnect fabric becomes “weaker” (having degrading
performance characteristics), and the queuing delay gradually
increases.

Clearly, processing “nearer” data is better. However, we can
also see that the effect is a gradual one. Physical stacking
represent but a small, incremental step. It is all about the
performance characteristics of the fabric connecting data and
memory. Additionally, even for NDP workloads, caches still
provide substantial filtering such that the latency difference
seen in Fig. 16 is only experienced relatively infrequently.
Therefore, the step of stacking processor directly under the
memory unit is but another step in terms of the performance
(and energy) effect. Utilizing high-speed links and avoiding
stacking altogether is a valid design point.

VI. CONCLUSIONS

Processing-in-memory has long been considered an attrac-
tive model to improve execution efficiency. With the increase
in data set sizes, it is intuitively even more attractive today.
Recent industry development of 3D-stacked memory products
gives rise to the notion of finally allowing the embrace of a
similar architecture. Dubbed Near-Data Processing, the new
proposals advocate for the use of simpler and more energy-
efficient cores placed directly under the stacks of memory
layers. However, embedding a large number of processing
cores and indeed stacking them under the memory layer does
present a number of challenges. In this paper, we investigate
the performance and energy impact of the single decision
in the architecture design space of NDP: that of stacking.
Stacking allows the distance between processors and memory
to be shrunk to the ultimate limit. However, we have shown
that physical stacking is not essential. Indeed if we only apply
the state of the art in high-speed link design practice, we
can provide an interconnection fabric that virtually places
the connected processor near enough to their memory banks.
Such a fabric adds insignificant latency to the access path
and provides sufficient bandwidth to today’s data-intensive
applications. As a result, for the parallel sections of a set of
data-intensive applications, the overall performance impact, at
1.08x is relatively small. In terms of energy, such a fabric
imposes about 4% overhead, if we neglect leakage. If we
account for leakage, 3D stacking may end up costing more
depending on the transistor type used. Overall, while moving
processing closer to the memory is a sensible strategy, the
final step of stacking does not appear essential to performance
benefits.
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