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Abstract
Debate is a process that gives individuals the opportunity to express,

and to be exposed to, diverging viewpoints on controversial issues;

and the existence of online debating platforms makes it easier for

individuals to participate in debates and obtain feedback on their

debating skills. But understanding the factors that contribute to

a user’s success in debate is complicated: while success depends,

in part, on the characteristics of the language they employ, it is

also important to account for the degree to which their beliefs and

personal traits are compatible with that of the audience. Friendships

and previous interactions among users on the platform may further

influence success.

In this work, we aim to better understand the mechanisms be-

hind success in online debates. In particular, we study the relative

effects of debaters’ language, their prior beliefs and personal traits,

and their social interactions with other users. We find, perhaps

surprisingly, that characteristics of users’ social interactions play

the most important role in determining their success in debates

although the best predictive performance is achieved by combining

social interaction features with features that encode information

on language use during the debate.
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1 Introduction
Previous work from Natural Language Processing (NLP) and Com-

putational Social Science (CSS) that studies argumentative text and

its persuasive effects has mainly focused on identifying linguistic

features that are indicative of effective argumentation strategies

[13, 16, 17, 33, 37, 41, 43]. For example [43] has shown that language

characteristics such as conversational flow, are predictive of the

success of a debater in persuading an audience member to change
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their stance during a debate. [10] has further shown that the prior

beliefs of the audience with respect to the topic of discussion and

the stance/beliefs of the debaters are at least as important as the

linguistic characteristics of the debate in predicting the successful

debater. At the same time, it has been shown that there is a strong

relationship between users’ social interactions and their influence

on social media. For example, [35] and [7] and have shown that

individuals with more activity and personal engagement are more

influential on Twitter. We hypothesize that success in persuasion

might also depend on an individual’s social interactions and en-

gagement with other users (on the debate platform) over time. For
example, being more engaged with others over time may expose an

individual to more diverse ideas and people, which in turn could

foster argumentation skills that are more applicable to convincing

a more diverse audience. Focusing on only individual debates and

discussion threads, prior work has not investigated the relative ef-

fect of individuals’ social interactions, personal traits and language

use on their success in persuasion. To understand the relative effect

of these factors on users’ success in persuasion, we focus on online

debates and study success over a user’s lifetime by looking at in-

teractions and engagement with the community over time, rather

than focusing on success in individual debates.

Our study employs the DDO (debate.org) dataset [10]. Its exten-

sive user information and multiple well-structured debates/inter-

actions per user provides a unique opportunity to study users’

success over time while accounting for the effect of individuals’

social interactions, personal traits and language use. Users provide

demographic information as well as their stance on controversial

topics. They interact with one another in many ways: 1) debating

2) evaluating the performance of other debaters, 3) commenting on

debates, 4) asking/answering opinion questions, 5) voting in polls, 6)

creating polls 7) becoming friends. Ultimately, we find that the char-

acteristics of individuals’ social interactions (e.g. their friendships

and voter network) are an important component in predicting their

success in debates. The best predictive performance is achieved by

combining social interaction features with language use features

(e.g. vocabulary diversity and the extent to which their language

use matches that of their opponent). Contributions. To the best of
our knowledge, this is the first work to study computationally 1) the

factors of an individual’s overall success in online debating over
time 2) by considering the combined effect of social interactions,
personal traits and language use on success

1
.

2 Dataset
Available User Information. The DDO (debate.org) dataset con-

tains personal trait information for 45, 348 users including demo-

graphics such as gender and ethnicity as well as users’ beliefs,

such as their political ideology, religious ideology and stance on

1
The dataset is publicly available at http://www.cs.cornell.edu/ esindurmus/.
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Figure 1: Example debate for the claim “GayMarriage Should Be Legalized”. In each round, opposing sides (pro and con) present
their argument. Users on the platform give feedback and evaluate each debater’s performance by providing comments and
votes.

controversial issues. For this work, we augment DDO with social

interaction data associated with each user: the debates that they

participated in, voted on, and commented on; opinion questions

asked, opinion arguments, poll votes and poll topics of the users
2
.

Users can interact with others in more ways than simply participat-

ing in debates on DDO. For example, they can post poll and opinion

questions/arguments. This allows users to exchange opinions, and

to be exposed to new perspectives without engaging in a formal,

structured argument. Opinion questions and arguments are more

open-ended whereas polls require users to pick from a set of prede-

fined options. An example opinion question and opinion argument

are provided below:

Example Opinion Question. “Does God exist?”
3

Example Opinion Argument. “He probably does not exist. I

don’t think that it’s possible to say yes or no either way. We can

only conclude that there is more logical evidence to say that a God

probably does not exist, ...”

Debate structure. Each debate consists of multiple rounds, in

which each of the two opposing debaters provides their argument.

Debaters have a single opportunity to present their argument in any

given round. The majority of debates have three or more rounds.

There are 23 distinct debate categories. The most common debate

categories are Politics, Religion, and Society. Figure 1 shows an

example debate on gay marriage as well as some of the comments

and votes provided for this debate by other users. We see from

the example that unlike monological argumentation, the debaters’

arguments are shaped not only by their own opinions, but also

by the way their opponents’ express their opinions: debaters tend

to refer to points made by their opponents throughout the debate.

Voters evaluate debaters according to the quality and persuasiveness

2
The dataset includes 77,655 debates, 592,390 comments, 197,231 debate votes, 262,222

poll votes, 20,300 poll topics, 10,045 opinion questions, and 61,183 opinion arguments.

3
Full discussion on the topic can be found at https://www.debate.org/opinions/does-

god-exist.

of their arguments and also provide an overall score for each debater.

The winner of the debate is determined according to the total score

from the voters.

3 METHODOLOGY
In this section we describe the methods used to investigate the

underlying dynamics of success in online debate.

3.1 User Success
We compute the overall success in debate for user u as:

successu =
# of debates u won

# of total debates u participated in as a debater

We treat users with successu ≥ 70% as successful, successu ≤ 30% as

unsuccessful and 30%< successu < 70% as mediocre.

3.2 Prediction Task
To understand the relative effect of users’ personal traits, social

interactions and language on their success, we study the following

prediction task: given a pair of debaters where one of them
is successful and other is unsuccessful over the second and
third stage of their lifetime, predict the successful one. Note
that while determining our label for success, we consider only the

debates in the second and third stage of the a user’s lifetime, to be

able to study the relative effect of success in their first life stage

(success prior) vs. other factors in a controlled way. We experiment

with two settingswherewe control for the effect of debate experience
and success prior respectively.

setting 1. To control the effect of debate experience in suc-
cess, we create the pairs bymatching the users according to the
number of debates that they participated in (i.e. users within a

pair have the same number of debates
4
.

4
There are 2154 such pairs in our dataset.
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Aspect Features

Personal traits 1)match of the personal traits (e.g. gender, political ideology, religious ideology and ethnicity) with
friends and voters.
2) opinion similarity with friends and voters.

Social Interactions 1) participation features : # of comments, # of votes, # of friends, # of opinion questions and arguments, # of

voted debates, # of poll votes and topics.

2) friendship network features : degree, degree centrality, page rank scores.

3) voter network features: in-degree, out-degree, in-degree centrality, out-degree centrality, page rank, hub
and authority scores.

Language 1) features of debaters’ own language : # of words, # of definite articles, # of indefinite articles, # of person
pronouns, # of positive words, # of negative words, # of hedges, # of swear words, # of punctuation, # of links,

average sentiment, type-token ratio, # of quotes, distribution of POS tags, distribution of named entities, BOW.

2) features to encode the interplay : exact content word match, exact stop word match, content word match

with synonyms.

Table 1: Features

setting 2. Given that we’re interested in understanding the

factors that correlate with success, we control for the success
prior in a very specific way – we only consider users that were

unsuccessful in their initial life stage (success prior≤ 30%
5
). This

allows us to directly study the factors that are correlated with

users that were initially unsuccessful, but later went on to become

successful debaters.

3.2.1 Personal Traits It has been shown that characteristics of the

audience’s personality [22], and the degree to which the debaters’

beliefs match with that of the audience [10], are important to con-

sider in persuasion studies. We further investigate this effect in

debaters’ success over their lifetime. We also extend this study by

considering additional personal traits, such as the degree to which

debaters’ demographics (e.g. gender and ethnicity) matches with

those of their friends and the voters participating in the debates.

We extract features to encode the similarity for a user’s opinion, po-

litical ideology, religious ideology, gender, and ethnicity with that

of her friends and voters. To compute opinion similarity, we used

the information about users’ opinions on 48 different controversial

topics which they share on their user profiles and we measure the

match of the opinions for these controversial topics
6
.

3.2.2 Social Interactions The users interact with each other on

the platform in following ways: 1) debating 2) evaluating the per-

formance of other debaters, 3) commenting on debates, 4) ask-

ing/answering opinion questions, 5) voting in polls, 6) creating

polls, 7) becoming friends.

We hypothesize that modeling these interactions is important to

understand the differences between how successful and unsuccess-
ful users interact on this platform, and whether or not these are

important factors for success. The ability to interact with others in

a myriad of different ways, provides users with ample opportunity

to learn interesting new strategies and improve their skills over

time, as they are exposed to a diverse set of perspectives.

5
There are 957 such pairs in our dataset.

6
We consider issues where users identified their side as either pro or con and measure

the similarity of their opinion for these issues with their friends and voters.

Friendship network.We represent the friendship network as

an undirected graph G = (V ,E) where V represents the set of

users, and E represents the set of edges where (x ,y) ∈ E if x ∈ V
and y ∈ V are friends.

Voter network. We represent the voter network as a weighted

directed graphG = (V ,E) whereV represents the set of users, and

E represents the set of edges where (x ,y) ∈ E if x ∈ V voted in

a debate in which y ∈ V participated as a debater. The weight of

the graph represents how many times x voted in debates y was a

debater. Note having (x ,y) edge in the graph does not imply that

x voted for y in a debate.

Using HITS algorithm [19], we compute hub and authority scores

for each node (user) in the voter network graph. We find that suc-
cessful users have, on average, a significantly higher hub score than

unsuccessful users (p < 0.001).

3.2.3 Language To capture the linguistic style of the debaters’

language and its relationship to their success, we use textual features
that encode 1) users’ own language and 2) the interplay between

users’ and their opponents’ language.

Modeling users’ own language. We extract features from the

text of users’ debates, opinion questions, opinion arguments, poll

votes and poll topics. These features includes # of words, word

category features (e.g. # of personal pronouns, # of positive and

negative words), structural features (e.g. distribution of POS tags

and named entities) and features to encode the characteristics of

the entire language (e.g. type-token ratio)

Modeling the interplay between the debaters’ and oppo-
nents’.We measure the interplay between debaters and their op-

ponents by measuring how similar a debater’s language is to the

previous statement made by her opponent. To measure the simi-

larity of a debater’s language (D) to that of the opponent’s (O) in a

round, we look at # of content words that are in both D and O, # of

stop words that are in both D and O and # of content words that

are in D and have synonyms in O.

The content word match with synonyms feature aims to capture

the cases where the opponent refers to similar concepts but doesn’t

necessarily use the exact same words as the debater.
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setting 1 setting 2

Feature Precision(%) Recall(%) F1(%) Precision(%) Recall(%) F1(%)

(1) Majority 26.47±1.11 51.44±1.08 34.95±1.22 26.67±1.61 51.62±1.56 35.16±1.76
(2) Debating experience 52.70±2.91 52.04±1.77 41.76±2.06 46.00±0.89 50.16±1.02 38.98±3.92
(3) Success prior 65.20±0.77 64.39±0.65 63.63±0.50 55.60±0.93 55.07±0.39 52.10±0.47

Personal Traits

(4) Overall similarity with voters 61.93±1.60 60.86±1.70 59.44±1.67 56.55±2.43 55.69±1.31 52.68±1.47
(5) Overall similarity with friends 62.70±0.86 59.98±1.05 56.94±1.14 55.87±3.43 54.23±2.35 47.52±3.18

Social Interactions

(6) Participation features 67.78±1.66 66.02±2.33 64.82±2.70 59.39±4.09 57.68±2.34 55.08±3.16
(7) Friendship network features 64.23±1.40 63.60±1.40 62.92±1.35 57.94±1.87 57.16±1.50 55.41±1.67
(8) voter network features 72.39±0.19 70.75±0.34 70.20±0.70 70.54±1.78 69.91±1.79 69.65±1.76
(6) + (7) + (8) 72.67±0.73 72.29±0.93 72.12±1.03 71.66±0.71 71.47±0.51 71.38±0.51

Language

(9) # of words 70.37±1.41 70.15±1.55 69.97±1.59 65.78±0.85 64.99±1.03 64.41±1.16
(10) Features of debaters’ interplay 62.11±1.09 62.07±1.03 61.92±1.01 57.47±1.42 57.16±1.31 56.41±1.29
(11) Features of debaters’ own language 72.65±2.45 72.66±2.45 72.64±2.44 64.48±0.74 64.37±0.90 64.24±0.97

Combinations

(6) + (7) + (8) + (11) 78.49±1.29 78.46±1.32 78.45±1.32 75.44±0.90 75.44±0.90 75.43±0.89
(6) + (7) + (8) + (10) + (11) 81.63±1.63 81.62±1.65 81.61±1.65 78.06±0.88 78.05±0.89 78.05±0.88

Table 2: PredictionTaskResults for setting 1 and setting 2. For both setting 1 and setting 2, voter network features are themost
predictive social interaction features. Combining interaction and language features achieves the best predictive performance.

The full list of features modeling the aspects of personal traits,

social interactions and language features is shown in Table 1.

3.3 Prediction Results
We use weighted logistic regression and choose the amount and

type of regularization (ℓ1 or ℓ2) by grid search over 5 cross-validation

folds. We compute weighted precision, recall and F1 scores.

In setting 1, we create user pairs (u1,u2) where:

• u1 and u2 have an equal number of debates they participated

in as debaters.

• One of u1 or u2 is successful and the other one is unsuccessful
over the second and third stage of their lifetime

7
.

In setting 2, in addition to the requirements of setting 1, we

also require u1 and u2 to both have success prior ≤ 0.3.

Task. For both setting 1 and setting 2, we aim to predict

whether u1 or u2 is successful over the second and third stage of

her lifetime.

In setting 2, by only studying user pairs with low success priors,
we aim to understand the factors that are important for a user to

improve as a debater over time.

3.3.1 Results for setting 1 Table 2 shows the results for setting 1

and setting 2. We compare our model with three simple baselines

– majority, debating experience, and success prior. For the majority

baseline, for each example, we predict the most common label in

the training data. For debating experience baseline, we use # of

debates as the only feature to predict the successful debater. For
success prior baseline, we pick the user with the higher success prior
as successful.

In setting 1, since we do not control for the success in the first

life stage, we see that the success prior information alone can achieve

7
We consider success only over the second and third stage of users’ lifetime in our

prediction task, in order to study the effect of success prior vs. the other aspects. We

use the success in the first life stage as success prior.

63.63% F1 score. This implies that there is a correlation between

users’ success in their early life stage and later life stages. This factor
may be related to users’ prior debating skills. We observe that the

features that encode debaters’ overall similarity with voters and

friends achieves significantly better F1 score than majority and

debating experience baselines. However, these features do not have

as high a predictive power as the success prior. We perform an abla-

tion study for participation features, friendship network features

and voter network features. We find that voter network features

are significantly more predictive than the baselines, personal trait

features and other social interaction features. We also perform an

ablation study for the language features and find that # of words is

a very predictive feature of success. When we combine the language

features with the interaction features, we get the best predictive

performance (81.61% F1 score) for this task which is significantly

better than the baselines. This indicates that it is important to ac-

count for both social interaction and language factors to determine

the successful debater since these two components encode different

kinds of information about the users.

3.3.2 Results for setting 2 In this task, by controlling for prior
success, we aim to understand the factors that are correlated with

success by reducing the effect of prior debating skills of the users.

As shown in Table 2, the F1 score for the success prior baseline is not
as quite as high as in setting 1, since we control for this aspect by

ensuring both users in the pair are unsuccessful in their initial life

stage. However, this does not necessarily mean that the two paired

users will have the exact same success prior, which explains why

success prior still performs better than the other baselines. We do

not observe any significant difference between the performance of

the features encoding personal traits, participation, and the baseline.

However, consistent with the setting 1, we see that features of

the voter network are significantly better (69.65%) in predicting

success. Although language features achieve significantly better

F1 score than the baseline, they perform significantly worse than
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the voter network features. Similar to setting 1, combining these

language features with the social interaction features improves the

performance significantly (78.05% F1 score).

3.3.3 Feature Analysis To understand the important social inter-

action and language features, we 1) compute the correlation coef-

ficients for the feature values and the labels, 2) analyze the coef-

ficients of the logistic regression classifier and 3) apply recursive

feature elimination method [15] to rank the features according to

their importance. In this section, we present the features that are

consistently important with respect to each of these methods.

Analysis of Social Interaction Features. We find that the

most important social interaction features for setting 1 are au-

thority score, hub score, in and out-degree centrality and the page

rank of the voter network. Note that all these important features

are positively correlatedwith success. Although participation and
friendship network features (e.g. # of voted debates, degree of the

user node in friendship network) are also positively correlated with

success, the correlation values for these are not as high as the ones

of the voter network features. We also find high correlation be-

tween some of the user activities. For example, users with more #

of comments are more active in making friends, voting, providing

poll votes and they have higher centrality value in the friendship

network. Perhaps surprisingly, we do not observe any correlation

between # of voted debates and hub/authority scores in voter net-

work. However, we see a highly positive correlation between hub

scores, authority scores, in-degree centrality, out-degree centrality

and page rank values of voter network. This implies that success
is not only about the quantity of voted debates but also about the

characteristics of the debaters that are involved in these debates,

because the hub score of a user is influenced by the authority scores

of the debaters they vote for. Similarly, the authority score of a user

is influenced by the hub scores of the voters that participate in her

debates. Therefore, besides the frequency of interactions, type of

interactions and characteristics of users involved in the interactions

are important to take into account. Consistent with setting 1, in

setting 2, the most important features (positively correlated with

success) are authority score, hub score, in and out-degree centrality

and the page rank of the voter network. We observe the same pat-

terns of user activities and authority and hub scores as in setting

1.

Analysis of Language Features. We find that # of words is

positively correlated with success. It may be the case that longer

text may convey more information and explain the points more

explicitly [29, 30]. Bag of words features are not as predictive as the

# of words feature. For both setting 1 and setting 2, we observe

that the value of average sentiment is negatively correlated with

success. The reason for this may be that negative information is

more attention grabbing than positive information [9, 18, 34] since

people are more used to seeing arguments that are phrased in a

more positive way [25]. We also find that type-token ratio (diversity
of language) is negatively correlated with success for both settings.

It may be the case that people who talk about a smaller set of topics

gain expertise on these topics over time; therefore, they may be

more successful.We observe that other textual features are positively

correlated with success for both of these settings. However, the

degree of correlation is not as high as it is for type-token ratio and

sentiment.

4 UNDERSTANDING THE LOSS OF SUCCESS
In the previous section, we show that social interaction and lan-

guage features are important to predict successful debaters. Our
findings are consistent for the case when 1) we only control for

users’ debating experience and 2) we also control for users’ success
prior. Users’ participation, the types of interactions they have on

the platform, and the characteristics of the users they interact with

are predictive of their success, regardless of a their prior expertise
in debating (encoded by the success prior).

In setting 1, since we did not control for the success prior, we
studied the factors that are important for a user to become successful
in their second and third life stages, regardless of their success in the
beginning. In setting 2, we studied the factors that are important

for an unsuccessful users to improve their performance and become

successful over time. As a natural follow-up, we would also like to

understand what factors are correlated with users who are initially

successful, but later become unsuccessful in their lifetime. To do that,

in setting 3, in addition to the requirements of setting 1, we have

an additional criterion for all user pairs (u1,u2):

• u1 and u2 both have success prior ≥ 0.7
8
.

4.1 Results
As shown in Table 3, features of personality traits, social inter-

actions and language perform significantly better than the base-

lines. For this task, success prior baseline performs relatively worse

than in the previous two settings. Upon closer examination, we

observed that the variance of success priors for this task is an order

of magnitude smaller than in setting 2, and therefore, as a possible

explanation, the success priors may not be as predictive for this task.

In social interaction features, similarity with friends is the most

predictive feature. However, participation features perform signif-

icantly better than the features of personal traits. For this task,

contrary to setting 1 and setting 2, we see that participation

features are the most predictive in the set of social interaction

features. This implies users’ participation is important for them

to remain successful. Lower participation could be a contributing

factor for these users to eventually become unsuccessful. Although

friendship and voter network features are still significantly more

predictive than the baselines, they are not as highly predictive as

the participation features. For users with high success priors, contin-
ued participation may be the most important aspect of their social

interaction. We observe that language features alone achieves a

similar performance as the social interaction features. Consistent

with the setting 1 and setting 2, combining social interaction and

language features gives the best predictive performance (73.43% F1

score).

Analysis of Social Interaction Features. The most impor-
tant social interaction features include # of voted debates, degree

of the user node in the friendship network, in-degree, out-degree,

in-degree centrality and out of the user node in the voter network.

All these features are indicative of a higher participation on the

platform and they are positively correlated with staying successful.
8
We have 700 user pairs with these criteria.

2705



Feature Precision(%) Recall(%) F1(%)

(1) Majority 26.97±2.69 51.86±2.62 35.46±2.95
(2) Debating experience 53.77±2.95 52.43±2.91 43.02±6.19
(3) Success prior 39.94±7.63 51.00±2.23 36.04±2.35

Personal Traits

(4) Overall similarity with voters 55.17±1.58 55.00±2.36 53.94±2.99
(5) Overall similarity with friends 66.38±4.11 63.43±2.77 60.87±3.33

Social Interactions

(6) Participation features 68.88±3.57 68.00±2.86 67.88±2.96
(7) Friendship network features 65.60±4.83 64.00±3.81 62.81±3.73
(8) voter network features 64.36±1.57 62.72±2.37 61.44±2.87
(6) + (7) + (8) 67.80±1.86 67.14±1.43 66.97±1.42

Language

(9) # of words 67.63±3.90 66.57±2.70 66.29±2.39
(10) Features of debaters’ interplay 58.76±2.03 57.43±0.86 56.60±0.93
(11) Features of debaters’ own language 68.47±0.21 68.14±0.14 68.10±0.17

Combinations

(6) + (7) + (8) + (11) 69.32±2.48 69.00±2.42 69.00±2.41
(6) + (7) + (8) + (10) + (11) 73.60±0.80 73.43±0.70 73.43±0.72

Table 3: Prediction Task Results for loss of success. Participation features are the most important social interaction features.
Combining the social interaction features with the language features gives the best prediction performance.

Although the other social interaction features, such as authority

and hub scores of the voter network are also positively correlated

with success, the value of correlation for these is not as high as the

previously mentioned features. For users who are initially unsuc-
cessful, participation alone may not be enough for them to become

successful debaters – the type of interactions and the characteristics

of people with whom they interact are crucially important for their

success. On the other hand, users who are initially successful may al-

ready be experienced debaters, and staying active and participating

may be sufficient for them to remain successful.
Analysis of Language Features. As in setting 1 and setting

2, # of words is positively correlated with staying successful. We find

that the # of first person pronouns is the language feature with the

highest positive correlation with staying successful. We observe that

users who refer to their personal experiences and opinions use first

person pronouns more often. It may be the case that debaters may

try to appeal to logos by citing personal experience [8]. Consistent

with setting 1 and setting 2, the value of average sentiment is

negatively correlated with staying successful.

5 Related Work
5.1 Modeling Social Interactions
There has been a tremendous amount of research on understanding

user interactions and behaviour on social media [2, 4, 5, 14, 20, 21,

23, 24, 27, 42]. For example, [42] analyze the interaction graphs of

Facebook user traces and show that interaction activity on Facebook

is significantly skewed towards a small portion of each user’s social

links. [21] investigates how people interact in multiple online social

networks. Although there is a lot of work on understanding user

behavior on social media sites such Facebook and Twitter, the work

on understanding user behaviour on online debate platforms has

been limited. [35] is the most similar to our work, in that the authors

study the effect of interaction dynamics, such as participant entry

order and degree of back-and-forth exchange in the discussion, on

success in changing an opinion holder’s stance in a thread. Note

that unlike our study, this work does not consider the effect of

social interaction features (such as friendship network or voter

network) on users’ success. Moreover, in our work, we study the

overall success of users over their lifetime, rather than a single

debate or discussion thread.

5.2 Language in Persuasion
Previous work in psychology and linguistics has studied the effect

of language on people’s perception of the arguments and persua-

sion [3, 12, 25, 39]. These studies explore the effects of framing,
– whether presenting different formulations of the same problem

(e.g. presenting something as a gain or loss) would result in differ-

ent effects on people. Besides the effects of framing, researchers

investigate the effects of structural and lexical characteristics of

language on success. For example, [36] found that using concrete

words yields more positive outcomes than using abstract words, in

terms of convincing customers to have a positive attitude towards

a product.

NLP (Natural Language Processing) studies in argumentation

mining focus on 1) identifying the structure of the persuasive as-

pects of text and relationships between them [1, 26, 28, 31, 32, 38, 40]

and 2) the characteristics of persuasive text [6, 13, 16, 17, 33, 37, 41,

43]. There is very limited work in NLP that considers the factors

of the individuals who are involved in the argumentation [11, 22].

[22] analyzes the effect of people’s personality traits on their per-

ceptions of the monologic arguments. However, in their work, they

do not have any information about the source of the arguments.

Moreover, in their setting, there is no notion of social interactions.

[10] considers the effect of prior beliefs of the audience members

and debaters on success in an individual debate. However, unlike

this study, it does not consider the effect of social interactions on a

user’s success in online debate over time.
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