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Abstract: In this paper we propose a convex Sum-of-Squares optimization problem for finding outer
approximations of forward reachable sets for nonlinear uncertain Ordinary Differential Equations
(ODE’s) with either (or both) L2 or point-wise bounded input disturbances. To make our approximations
tight we seek to minimize the volume of our approximation set. Our approach to volume minimization is
based on the use of a convex determinant-like objective function. We provide several numerical examples
including the Lorenz system and the Van der Pol oscillator.
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1. INTRODUCTION

In this paper we consider nonlinear dynamical system described
by Ordinary Differential Equations (ODE’s) of the form
ẋ(t) = f (x(t),u(t),w(t)), u ∈U, w ∈W, x(0) = x0 ∈Rn,

(1)
where f : Rn×Rmu ×Rmw → Rn is a vector field; u : R→ Rmu

and w : R→ Rmw are inputs; U ⊂ Lmu
2 [0,T ] and W ⊂ Lmw

2 [0,T ]
are the sets of admissible inputs; and x0 ∈ Rn is the initial
condition. The objective of this paper is to compute the set
of states reachable from uncertain initial conditions contained
inside some semialgebriac set under bounded L2 and point-wise
bounded input disturbances.

Computing reachable sets is important practically for certifying
systems remain in “safety regions”; regions of the state space
that are deemed to have low risks of system failure. Reachable
set analysis allows for the possibility of systems to detect im-
pending transitions outside of “safe regions” and then execute
control laws to avoid such transitions. Historic examples of
system’s transitioning outside “safe regions” include: two of
the four reaction wheels on the Kepler Space telescope failing,
analyzed in Kampmeier et al. (2018); and the disturbing lateral
vibrations of the Millennium footbridge over the River Thames
in London on opening day, analyzed in Chen et al. (2018)
and Eckhardt et al. (2007). Such examples can potentially be
avoided by modeling the system by an ODE of the Form (1)
and analyzing under what input disturbances potential failure
can occur.

There are many different approaches to reachability analysis.
One such approach is simulation based methods; here solution
maps are estimated and algorithms are designed such that the
numerical error always results in an over approximation of
the reachable set. Such simulation methods are explored in
the works of Greenstreet and Mitchell (1999) where nonlinear
dynamics are approximated by linear dynamics, where solution
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maps can be analytically found. In Li et al. (2018) solution
maps are Taylor expanded to over or under approximate the
reachable set of autonomous systems. A further alternative
simulation based method can be found in Maidens and Ar-
cak (2015). Another approach to reachability analysis is to
construct a particular Hamilton-Jacobi-Isaac PDE that has a
viscosity solution such that its zero sublevel set is the reachable
set as shown in Mitchell et al. (2005).

Our approach to reachability analysis is to outer approximate
the forward reachable set by the sublevel set of a function sat-
isfying energy like disspataion inequalities. To make the outer
approximation tight we would like to minimize the volume of
our outer set approximation. This problem formulation is also
found in Yin et al. (2018). However here a heuristic bisection
method is proposed where the sublevel set {x ∈Rn : q(x)≤ α},
where q : Rn→ R is some hand picked function, is constrained
to contain the outer approximation and α > 0 is iteratively
minimized. In our previous work, Jones and Peet (2018), it
was argued that the volume of a sublevel set of the form {x ∈
Rn : zd(x)T Pzd(x) ≤ 1}, where zd(x) is the monomial vector
of degree d ∈ N and P is a positive matrix, can be minimized
by minimizing the convex objective function− logdetP. In this
work we will therefore formulate a convex optimization prob-
lem who’s solution can construct a tight outer approximation
of the forward reachable set of an ODE of Form (1) using
a logdet type objective function. Our reachable set analysis
does not require the use of bisection methods or handpicked
functions and furthermore is formulated to include both L2
bounded type input disturbances and point wise bounded type
input disturbances.

The rest of this paper is organized as follows. In Section 3
we propose an optimization whose solution can construct an
optimal outer set approximation of a forward reachable set of an
ODE. In Section 4 we propose a class of functions that satisfy
energy like dissipation inequalities and show how such func-
tions can help us characterize sets that contain forward reach-
able sets. In Section 5 a convex Sum-of-Squares optimization
problem, based upon these energy dissipating functions, is then



proposed whose solution can construct an outer approximation
of the forward reachable set. Here we justify the tightness of the
outer approximation by the minimization of a logdet objective
function. In Section 6 we give several numerical examples of
our outer approximations of forward reachable sets. Finally we
give our conclusion in 7.

2. NOTATION

We denote the set Lm
2 [0,T ] := {g : R→ Rm :

∫ T
0 g(t)T g(t)dt <

∞}. For Y ⊂ Rmu we denote UY = {u ∈ Lmu
2 [0,T ] : u(t) ∈

Y ⊂ Rmu for all t ∈ [0,T ]}. For γ > 0 we denote Wγ = {w ∈
Lmw

2 [0,T ] :
∫ T

0 w(t)T w(t)dt < γ}. For a set A⊂Rn we define the

indicator function 1A : Rn → R by 1A(x) =
{

1 if x ∈ A
0 otherwise

.

For a set A ⊂ Rn we define vol{A} =
∫
Rn 1A(x)dx. We denote

the power set of Rn by P(Rn) = {X : X ⊂ Rn}. For a differen-
tiable function V :Rn×R→R we denote ∇xV = ( ∂V

∂x1
, ...., ∂V

∂xn
).

For two sets A,B ⊂ Rn we denote A/B = {x ∈ A : x /∈ B}. We
denote Sn

++ to be the set of positive definite n× n matrices.
For x ∈ Rn we denote zd(x) to be the vector of monomial
basis in n-dimensions with maximum degree d ∈ N. We say
the polynomial p : Rn → R is Sum-of-Squares (SOS) if there
exists polynomials pi : Rn→ R such that p(x) = ∑

k
i=1(pi(x))2.

We denote ∑SOS to be the set of SOS polynomials.

3. AN OPTIMIZATION PROBLEM FOR MINIMAL
OUTER BOUNDS OF REACHABLE SETS

In this paper we consider systems that can be modeled by
nonlinear Ordinary Differential Equations (ODE’s) of the form
ẋ(t)= f (x(t),u(t),w(t)), u∈UY , w∈Wγ , x(0)= x0 ∈Rn,

(2)
where f : Rn ×Rmu ×Rmw → Rn is a vector field; u : R →
Rmu and w : R → Rmw are inputs; UY = {u ∈ Lmu

2 [0,T ] :
u(t) ∈ Y ⊂ Rmu for all t ∈ [0,T ]} and Wγ = {w ∈ Lmw

2 [0,T ] :∫ T
0 w(t)T w(t)dt < γ} are the sets of admissible inputs; Y ⊂Rmu ;

γ > 0; and x0 ∈ Rn is the initial condition. Typically inputs
that are members of the set UY are thought of as uncertainties
and inputs that are members of the set Wγ are thought of as
disturbances.

Throughout this paper we will assume the existence and
uniqueness of solution maps.
Definition 1. We say φ f : Rn× Lmu

2 [0,T ]× Lmw
2 [0,T ]×R+ →

Rn is the solution map for (2) if δφ f (x,u,w,t)
δ t = f (φ f (x,u,w, t),u(t),w(t))

and φ f (x,u,w,0) = x.

The goal of this paper is to estimate the set of coordinates in
Rn that the solution map can attain, at some finite time T ≥ 0,
starting in some set of initial conditions; we call this set the
forward reachable set and define it formally next.
Definition 2. For an ODE of Form (2), X0 ⊂ Rn, T > 0, Y ⊂
Rmu , and γ ≥ 0 we define the forward reachable set of X0 at
time T > 0 by

FR(X0, f ,T,Y,γ) := {y ∈ Rn : ∃x ∈ X0,u ∈UY ,w ∈Wγ

such that φ f (x,u,w,T ) = y},
where UY = {u ∈ Lmu

2 [0,T ] : u(t) ∈ Y ⊂ Rmu for all t ∈ [0,T ]}
and Wγ = {w ∈ Lmw

2 [0,T ] :
∫ T

0 w(t)T w(t)dt < γ}.

Lemma 3. Suppose X1,X2 ⊂ Rn that are such that X1 ⊆ X2.
Then FR(X1, f ,T,Y,γ) ⊆ FR(X2, f ,T,Y,γ), where f : Rn ×
Rmu ×Rmw → Rn, T > 0, Y ⊂ Rmu , and γ ≥ 0.

Proof. Suppose y∈FR(X1, f ,T,Y,γ), then there exists x0 ∈X1,
u ∈UY and w ∈Wγ such that φ f (x0,u,w,T ) = y. Since X1 ⊆ X2
we have x0 ∈ X2. Therefore it follows y ∈ FR(X2, f ,T,Y,γ).
Since y was arbitrarily chosen we deduce FR(X1, f ,T,Y,γ) ⊆
FR(X2, f ,T,Y,γ).

For X0 ⊂ Rn, f : Rn×Rmu ×Rmw → Rn, T > 0, Y ⊂ Rmu , and
γ ≥ 0, we now propose the following optimization problem to
find the optimal outer set approximation, that is an element of
some set C, of a reachable set.

min
X∈C
{D(X ,FR(X0, f ,T,Y,γ))} (3)

subject to: FR(X0, f ,T,Y,γ)⊆ X
where C ⊂ P(Rn) and D : P(Rn)×P(Rn)→ R is some metric
that measures the distance between two subsets of Rn.

When solving the above Optimization Problem (3) there are two
challenges.

(1) To enforce the constraint FR(X0, f ,T,Y,γ)⊆ X .
(2) To select a metric D that can be tractably minimized.

In the next section we tackle the first of these challenges.

4. SUBLEVEL SETS OF FUNCTIONS SATISFYING
DISSIPATION LIKE INEQUALITIES CONTAIN

REACHABLE SETS

Reachable sets are implicitly defined using solution maps of
ODE’s. Therefore the set containment in Optimization Problem
(3) must be indirectly constrained. To enforce the set contain-
ment constraint we use energy-like dissipation inequalities. In
the next theorem we will show that if there exists a function,
that has a rate of change along the solution map less than the
magnitude of the L2 bounded input, wT w, for any point wise
admissible input, then it has a sublevel set at time T > 0 that
must contain the forward reachable set at time T .
Theorem 4. For some X0 ⊂ Rn, f : Rn ×Rmu ×Rmw → Rn,
T > 0, Y ⊂ Rmu , and γ ≥ 0, suppose there exists a function
V : Rn×R→ R such that

V (x,0)≤ 1 for all x ∈ X0. (4)
∂V
∂ t

(x, t)+∇xV (x, t)T f (x,u,w)≤ wT w, (5)

for all x ∈ Xc, t ∈ [0,T ],u ∈ Y,w ∈ Rmw .

Then FR(X0, f ,T,Y,γ)⊆ {x ∈Rn : V (x,T )≤ 1+γ} and where
Xc ⊂ Rn is any set such that FR(X0, f , t,Y,γ) ⊆ Xc for all
t ∈ [0,T ] (typically we take Xc = Rn).

Proof. Since FR(X0, f , t,Y,γ) ⊆ Xc for all t ∈ [0,T ] we have
φ f (x0,u,w, t) ∈ Xc for all x0 ∈ X0, u ∈ UY and w ∈Wγ . Now
using (5) and the L2 bound on w(t), it follows∫ T

0

d
dt

V (φ(x0,u,w, t), t)dt ≤
∫ T

0
w(t)T w(t)dt ≤ γ (6)

for all x0 ∈ X0,u ∈U,w ∈W.

Thus we deduce from rearranging (6) and using (4) that
for all x0 ∈ X0,u ∈U,w ∈W

V (φ(x0,u,w,T ),T )≤V (φ(x0,u,w,0),0)+ γ (7)
=V (x0,0)+ γ

≤ 1+ γ.



Now clearly from (7) we have φ f (x0,u,w,T ) ∈ {x ∈ Rn :
V (x,T )≤ 1+ γ} for all x0 ∈ X0, u ∈UY and w ∈Wγ . Therefore
FR(X0, f ,T,Y,γ)⊆ {x ∈ Rn : V (x,T )≤ 1+ γ}.

The set Xc ⊂Rn can be thought of as the computation region. In
general we can select Xc = Rn and FR(X0, f , t,Y,γ) ⊆ Xc will
always be satisfied, however setting Xc to be some sufficiently
large bounded set can result in better numerical results. This
is because we will later use Semidefinite Programing (SDP) to
find polynomial functions that satisfy the inequalities (4) (5).
To the authors knowledge there is no converse theorem that
proves the existence of such a polynomial function satisfying
these inequalities, however we do know that the Weierstrass
approximation theorem states that any continuous function can
be uniformly approximated over a closed and bounded set by a
polynomial function. In light of this result and from numerical
experience the authors recommend the use of bounded compu-
tation regions.

We now use Theorem 4 and Optimization Problem (3) to write
an optimization problem with a solution that can construct an
outer approximation of the reachable set.

min
X
{D(X ,FR(X0, f ,T,Y,γ))} (8)

subject to: X = {x ∈ Rn : V (x,T )≤ 1+ γ}
V (x,0)≤ 1 for all x ∈ X0.

∂V
∂ t

(x, t)+∇xV (x, t)T f (x,u,w)≤ wT w,

for all x ∈ Xc, t ∈ [0,T ],u ∈ Y,w ∈ Rmw .

5. PROPOSING A CONVEX SOS OPTIMIZATION
PROBLEM FOR REACHABLE SET APPROXIMATION

Currently the objective function of Optimization Problem (8)
is said to be a metric that measures the distance between
sets and has not yet been defined exactly; we will tackle this
problem later. Firstly we consider the problem of enforcing the
constraints of this optimization problem, which currently are
not tractable.

To solve the Optimization Problem (8) we must find a function,
V , that satisfies several inequality constraints. Determining
whether a polynomial satisfies an inequality constraint has the
same difficulties as proving a polynomial is globally positive
( f (x)> 0 ∀x ∈ Rn); Blum et al. (1998) has shown this problem
to be NP-hard. However it can be shown testing if a polynomial
is Sum-of-Squares (SOS), and hence positive, is equivalent
to solving a semidefinite program (SDP). Although not all
positive polynomials are SOS, this gap can be made arbitrarily
small, see Hilbert (1888). We thus propose a tightening of the
optimization problem and restrict the decision variable, V , to be
an SOS polynomial.

We now propose a tightened SOS optimization problem of
Optimization Problem (8). To do this will assume the existence
of polynomial functions, gX , gC, and gU , such that X0 ⊆ {x ∈
Rn : gX (x) ≥ 0}, Xc ⊆ {x ∈ Rn : gC(x) ≥ 0} and Y ⊆ {u ∈
Rmu : gU (u) ≥ 0}. To ensure the hypothesis of Theorem 4,
FR(X0, f , t,Y,γ)⊆ Xc for all t ∈ [0,T ], is satisfied we typically
select gc(x) = R2−||x||22 where R > 0 can be made sufficiently
large. Lastly we denote the function h(t) = t[T − t] and note
the problems time interval can be described as [0,T ] = {t ∈ R :
h(t)≥ 0}.

min
X
{D(X ,FR(X0, f ,T,Y,γ))} (9)

subject to: X = {x ∈ Rn : V (x,T )≤ 1+ γ}
V ∈ ∑

SOS
ki ∈ ∑

SOS
for i = 1,2 si ∈ ∑

SOS
for i = 1,2,3,4,

where k1(x) = (1−V (x,0))− s1(x)gX (x) and k2(x,u,w, t) =

−
(

∂V
∂ t (x, t)+∇xV (x, t)T f (x,u,w)−wT w

)
− s2(x,u,w, t)gC(x)

−s3(x,u,w, t)h(t)− s4(x,u,w, t)gU (u).

To make the above optimization problem (9) tractable we must
select a metric D that is convex and hence can be minimized
numerically. In our previous work, Jones and Peet (2018), it
was shown that in the case where the metric is DV (X ,Y ) =
vol{(X/Y ) ∪ (Y/X)} a heuristic solution to the above opti-
mization problem can be found by using a logdet type convex
objective function. We now therefore propose a convex SOS
optimization problem; that as shown in Proposition 5 is solved
by a feasible, and in general suboptimal, solution to the in-
tractable Optimization Problem (3). The optimization problem
is denoted by S1(d,T, f ,γ,gX ,gC,gU ,h):

min
P(T )∈SN

++

{− logdet{P(T )}} (10)

subject to: V (x, t) = zd(x)T P(t)zd(x)

ki ∈ ∑
SOS

for i = 1,2 si ∈ ∑
SOS

for i = 1,2,3,4,

where k1(x) = (1−V (x,0))− s1(x)gX (x) and k2(x,u,w, t) =

−
(

∂V
∂ t (x, t)+∇xV (x, t)T f (x,u,w)−wT w

)
− s2(x,u,w, t)gC(x)

−s3(x,u,w, t)h(t)− s4(x,u,w, t)gU (u).
Proposition 5. For some X0 ⊂ Rn, f : Rn×Rmu ×Rmw → Rn,
T > 0, Y ⊂ Rmu , and γ ≥ 0, suppose there exists functions
gX : Rn → R, gU : Rmu → R, and gC : Rn → R such that
X0 ⊆ {x ∈ Rn : gX (x) ≥ 0}, Y ⊆ {u ∈ Rmu : gU (u) ≥ 0} and
FR(X0, f , t,Y,γ)⊆ {x ∈ Rn : gC(x)≥ 0} for all t ∈ [0,T ]. Then
if P(t) : R→ R solves the problem S1(d,T, f ,γ,gX ,gC,gU ,h),
found in (10), for h(t) = t[T − t] and some d ∈ N then
FR(X0, f ,T,Y,γ)⊆ {x ∈ Rn : zd(x)P(T )zd(x)≤ 1+ γ}.

Proof. We will show V (x, t) = zd(x)P(t)zd(x) satisfies inequal-
ities (4) and (5) in order to use Theorem 4.

From the constraints of S1(d,T, f ,γ,gX ,gC,gU ,h) we have k1 ∈
∑SOS and s1 ∈ ∑SOS and thus it follows k1(x) = (1−V (x,0))−
s1(x)gX (x) ≥ 0 and s1(x) ≥ 0 for all x ∈ Rn. Since a positive
function multiplied with a positive function is also a positive
function we can now deduce

V (x,0)≤ 1 for all x ∈ {x ∈ Rn : gX (x)≥ 0}. (11)
Moreover the above inequality also holds for all x ∈ X0 as X0 ⊆
{x ∈ Rn : gX (x) ≥ 0}. Furthermore using a similar argument
with the remaining constraints of S1(d,T, f ,γ,gX ,gC,gU ,h) we
can also deduce

∂V
∂ t

(x, t)+∇xV (x, t)T f (x,u,w)≤ wT w, (12)

for all x ∈ {y ∈ Rn : gC(y)≥ 0}, t ∈ [0,T ],
u ∈ {z ∈ Rmu : gU (z)≥ 0},w ∈ Rmw .

Moreover the above inequality also holds for all u ∈ Y as
Y ⊆ {u ∈ Rmu : gU (u)≥ 0}.
We are now in a position to use Theorem 4 and deduce
FR(X0, f ,T,Y,γ)⊆ {x ∈ Rn : V (x,T )≤ 1+ γ}.



Proposition 5 shows that an outer approximation of the reach-
able set of an ODE can be constructed from the convex op-
timization problem found in (10). Furthermore we have ar-
gued using the objective function − logdet{P(T )} results in
an heuristic optimal representation of the forward reachable set
under the volume metric.

5.1 Reachable Sets of ODE’s With No Inputs

We can consider the simpler case of an ODE with no inputs,

ẋ(t) = f (x(t)), x(0) = x0 ∈ Rn, (13)
where f : Rn→ Rn is the vector field and x0 ∈ Rn is the initial
condition.

We note that the definitions of solution map and forward
reachable set can be slightly altered and easily applied to ODE’s
with no input of Form (13). In this case for a vector field
f : Rn→ Rn, a set X0 ⊂ Rn, and T > 0 we denote

FR(X0, f ,T ) := {y ∈ Rn : ∃x ∈ X0, such that φ f (x,T ) = y},
where φ f : Rn×R→ Rn is the solution map of (13).

Following a similar argument we used to derive the Optimiza-
tion Problem (10) we now propose a convex SOS optimization
problem for outer set approximation of forward reachable sets
of ODE’s of form (13). The optimization problem is denoted by
S2(d,T, f ,gX ,gC,h):

min
P(T )∈SN

++

{− logdet{P(T )}} (14)

subject to: V (x, t) = zd(x)T P(t)zd(x)

k1 ∈ ∑
SOS

, k2 ∈ ∑
SOS

, si ∈ ∑
SOS

for i = 1,2,3,

where
k1(x) = (1−V (x,0))− s1(x)gX (x)

k2(x, t) =−
(

∂V
∂ t

(x, t)+∇xV (x, t)T f (x)
)

− s2(x, t)gC(x)− s3(x, t)h(t).
Corollary 6. For some X0 ⊂ Rn, f : Rn ×Rmu ×Rmw → Rn,
and T > 0, suppose there exists functions gX : Rn→R and gC :
Rn→R such that X0 ⊆{x∈Rn : gX (x)≥ 0} and FR(X0, f , t)⊆
{x ∈ Rn : gC(x) ≥ 0} for all t ∈ [0,T ]. Then if P(t) : R →
R solves optimization problem S2(d,T, f ,gX ,gC,h), found in
(14), for some d ∈ N and h(t) = t(T − t), then FR(X0, f ,T ) ⊆
{x ∈ Rn : zd(x)P(T )zd(x)≤ 1}.

6. NUMERICAL EXAMPLES

In this section we will now compute several forward reachable
sets for different dynamical systems. Here constraints from
Optimization Problems (10) and (14) were enforced using
software such as SOSTOOLS, found in Prajna et al. (2002),
that reformulates the problem as an SDP. Using efficient primal-
dual interior point methods for SDP’s we are able to solve such
proposed problems, see Prajna et al. (1994).

6.1 Computation Of Reachable Sets Of Systems With No Inputs

Example 1. Let us consider the linear ODE:
ẋ(t) = Ax(t), (15)

1
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Fig. 1. Figure showing initial starting points, in red, and ter-
minal points at T = 2, in blue, for the ODE (15). The
black line represents the outer approximation of the reach-
able set constructed from the solution of the Optimization
Problem (14). The red line represents a trajectory path
taken. The blue line represents the set of initial conditions.
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Fig. 2. Figure showing initial starting points, in red, and termi-
nal points at T = 5, in blue, for the ODE (15). The multi-
colored sublevel sets are constructed from the solution of
the Optimization Problem (14) and is a outer approxima-
tion of the reachable sets for 100 evenly spaced time steps
between 0 and 5. The red line represents a trajectory path
taken.

where A =

[
0 −1
1 0

]
. Since the eigenvalues of A are±i it follows

(15) produces non-stable circular trajectories. We now solve the
optimization problem S2(d,T, f ,gX ,gC,h), found in (14), for
the ODE (15), where d = 3, T = 2, f (x) = Ax, gX (x) = 0.252−
(x1−0.5)2−x2

2, gC(x) = 502−x2
1−x2

2, and h(t) = t[T − t]. The
results are displayed in Figure 1. Here 242 terminal trajectory
points, shown in blue, were approximately found by forward-
time integrating (15) starting from initial points, shown in red.
We find that FR(X0, f ,T )⊆{x∈Rn : zd(x)P(T )zd(x)≤ 1}; this
is demonstrated by the black sublevel set containing the blue
circle of points in the figure.



Fig. 3. Figure showing initial starting points, in red, and termi-
nal points at T = 0.75, in blue, for the ODE (18). The 3D
gray boundary is constructed from the sublevel set of the
solution of the Optimization Problem 14 and is an outer
approximation of the reachable set. The light blue line
represents the a trajectory inside the Lorenz attractor.

Since the dynamics of the ODE (15) are simple it was numeri-
cally tractable to solve the Optimization Problem for 100 evenly
spaced points between times [0,5]; Figure 2 shows the results.
Example 2. Let us now consider the Lorenz system defined by
the three dimensional second order nonlinear ODE:

ẋ1(t) = σ(x2(t)− x1(t)) (16)
ẋ2(t) = x1(t)(ρ− x3(t))− x2(t)
ẋ3(t) = x1(t)x2(t)−βx3(t).

We solved optimization problem S2(d,T, f ,gX ,gC,h), found
in (14), for the ODE (16) with, d = 2, T = 0.75; f (x) =
[σ(x2−x1),x1(ρ−x3)−x2,x1x2−βx3]

T gX (x) = 1−x2
1−x2

2−
x2

3; gC(x) = 502 − x2
1 − x2

2 − x2
3; h(t) = t[T − t]; and system

parameters σ = 10, β = 8/3, ρ = 28. Using the solution to the
optimization problem, P(t), we then constructed the function
V (x, t) = zd(x)T P(t)zd(x). In Figure 6 we have plotted our outer
approximation of FR(X0, f ,T ), the set {x ∈ R2 : V (x,T ) ≤ 1}
shown as the gray 3D boundary. As expected initial points
contained inside the set X0, shown as red points, transition to
terminal points, shown as blue points, contained in {x ∈ R2 :
V (x,T ) ≤ 1}. Moreover the boundary of the set {x ∈ R2 :
V (x,T )≤ 1} has a similar shape to the Lorenz attractor.

6.2 Computation Of Reachable Sets Of Systems With Inputs

Example 3. We next consider a third order nonlinear system
with bounded L2 inputs, from Jarvis-Wloszek et al. (2005) and
Yin et al. (2018), given in the following ODE

ẋ1(t) =−x1(t)+ x2(t)− x1(t)x2
2(t) (17)

ẋ2(t) =−x2(t)− x2
1(t)x2(t)+w(t),

where w ∈W = {w ∈ L1
2[0,T ] :

∫ T
0 w(t)T w(t)dt < γ}.

We solved Optimization Problem S1(d,T, f ,γ,gX ,gC,gU ,h),
found in (10), for this ODE and the following terms; d = 2;
T = 1; f (x) = [−x1(t)+ x2(t)− x1x2

2,−x2(t)− x2
1x2 +w]T ; γ =

2; gX (x) = 12− x2
1− x2

2; gC(x) = 1.752− x2
1− x2

2; gU (x) = 0;
and h(t) = t[T − t]. Terms involving u were ignored from the
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Fig. 4. Figure showing initial starting points, in red, and termi-
nal points at T = 1, in blue, for the ODE (17). The blue line
represents the set of initial conditions. The black line is
constructed from the solution of the Optimization Problem
10 and is an outer approximation of the reachable set.

optimization problem as there is no point-wise input in (17).
Using the solution of the optimization problem, P(t), we then
constructed the function V (x, t) = zd(x)T P(t)zd(x). In Figure
4 we have plotted the sublevel set {x ∈ R2 : V (x,T ) ≤ 1 +
γ}, shown as the black curve. We have also plotted initial
conditions, shown as red points, contained in the set X0 =
{x ∈ Rn : gX (x) ≥ 0}. The solution maps at time T generated
for randomly generated polynomial inputs of the form w(t) =
cT zd(t), shown as the blue points, are also plotted. As expected,
since we have shown the set {x ∈ R2 : V (x,T ) ≤ 1+ γ} is an
outer approximation of FR(X0, f ,T, /0,γ), the blue points are all
contained inside the black line.
Example 4. Let us now consider the Van der Pol oscillator with
both bounded L2 and point-wise input disturbances defined by
the nonlinear ODE:

ẋ1(t) = x2(t)+w(t) (18)

ẋ2(t) =−x1(t)+µ(t)x2(t)(1− x2
1(t)),

where w ∈W = {w ∈ Lmw
2 [0,T ] :

∫ T
0 w(t)T w(t)dt < γ} and µ ∈

U = {u ∈ L1
2[0,T ] : u(t) ∈ [u, ū] for all t ∈ [0,T ]} is a modeling

parameter that measures damping strength.

We solved optimization problem S1(d,T, f ,γ,gX ,gC,gU ,h),
found in (10), for the ODE (18) with, d = 3; T = 1; f (x) =
[x2 + w,−x1 + µx2(1 − x2

1)]
T ; γ = 0.25; gX (x) = 1 − x2

1 −
x2

2; gC(x) = 82 − x2
1 − x2

2; gU (u) = (u− u)(ū− u); u = 0.5;
ū = 1.5; and h(t) = t[T − t]. Using the solution of the op-
timization problem, P(t), we then constructed the function
V (x, t) = zd(x)T P(t)zd(x). To compare our approximation of
the forward reachable set with no input disturbances we then
also solved S2(d,T, f ,gX ,gC,h), found in (14), for the ODE
(18) with w(t) = 0 and µ(t) = 1; that is f (x) = [x2,−x1 +
x2(1− x2

1)]
T is now used. Using the solution of this optimiza-

tion problem, P̃(t), we then constructed the function Ṽ (x, t) =
zd(x)T P̃(t)zd(x). In Figure 5 we have plotted the outer ap-
proximation of the forward reachable set for ODE with input
disturbances, the set {x ∈ R2 : V (x,T ) ≤ 1+ γ} shown as the
dotted black curve, and outer approximation of the forward
reachable set for ODE with no input disturbances, the set {x ∈
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Fig. 5. Figure comparing the over approximation of the forward
reachable set at T = 1 for the ODE (18) with input dis-
turbances, shown as the dotted black line, and no distur-
bances shown as the filled black line. Initial starting points,
in red, and terminal points at T = 1 with no L2 disturbance
and µ = 1, in blue, are also shown.
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Fig. 6. Figure showing initial starting points, in red, and termi-
nal points at T = 5, in blue, for the ODE (18). The black
line is constructed from the solution of the Optimization
Problem 14 and is an outer approximation of the reachable
set. The red line represents the Van der Pol limit cycle. The
blue line represents the set of initial conditions.

R2 : Ṽ (x,T ) ≤ 1} shown as the black curve. As expected our
approximation of the forward reachable set for the ODE with
input disturbances is much larger than without.

Moreover in Figure 6 we have again solved S2(d,T, f ,gX ,gC,h),
found in (14), for the ODE (18) with no input disturbances and
µ(t) = 1 for a later terminal time of T = 5. Interestingly the
boundary of the approximated forward reachable set is very
similar to the Van der Pol limit cycle; shown as the red line
which was approximately found by forward time integrating
(18) at a starting position close to the limit cycle.

7. CONCLUSION

We have illustrated a method for finding approximations of
forward reachable sets by sublevel sets of an SOS polynomials

that solve a convex optimization problem. We have used an ob-
jective function based on the determinant to heuristically mini-
mizes the volume of these sublevel sets and improve our outer
approximations. We have applied our methods to finding reach-
able of nonlinear systems with both L2 or point wise bounded
input disturbances. Outer approximations for the reachable sets
for the Lorenz system and Van der Pol system show a similar
shape to the attractor set and limit cycle respectively.

REFERENCES

Blum, L., Cucker, F., Shub, M., and Smale, S. (1998). Com-
plexity and Real Computation. Springer.

Chen, Z., Deng, D.Y., Yan, Q.S., Lu, J.Z., and Lu, J.X. (2018).
Study on nonlinear lateral parameter bifurcation characteris-
tic of soft footbridge. In IOP Conference Series: Materials
Science and Engineering, volume 322, 042036. IOP Publish-
ing.

Eckhardt, B., Ott, E., Strogatz, S.H., Abrams, D.M., and McRo-
bie, A. (2007). Modeling walker synchronization on the
millennium bridge. Physical Review E, 75, 021110.

Greenstreet, M.R. and Mitchell, I. (1999). Reachability analysis
using polygonal projections. In International Workshop
on Hybrid Systems: Computation and Control, 103–116.
Springer.

Hilbert, D. (1888). uber die darstellung definiter formen als
summe von formenquadraten. Math.Ann.

Jarvis-Wloszek, Z., Feeley, R., Tan, W., Sun, K., and Packard,
A. (2005). Control applications of sum of squares program-
ming. In Positive Polynomials in Control, 3–22. Springer.

Jones, M. and Peet, M.M. (2018). Using sos for optimal semi-
algebraic representation of sets: Finding minimal represen-
tations of limit cycles, chaotic attractors and unions. arXiv
preprint arXiv:1809.10308.

Kampmeier, J., Larsen, R., Migliorini, L.F., and Larson, K.A.
(2018). Reaction wheel performance characterization using
the kepler spacecraft as a case study. In 2018 SpaceOps
Conference, 2563.

Li, M., Mosaad, P.N., Franzle, M., She, Z., and Xue, B. (2018).
Safe over-and under-approximation of reachable sets for
autonomous dynamical systems. In International Conference
on Formal Modeling and Analysis of Timed Systems, 252–
270. Springer.

Maidens, J. and Arcak, M. (2015). Reachability analysis of
nonlinear systems using matrix measures. IEEE Transac-
tions on Automatic Control, 60, 265–270.

Mitchell, I.M., Bayen, A.M., and Tomlin, C.J. (2005). A time-
dependent hamilton-jacobi formulation of reachable sets for
continuous dynamic games. IEEE Transactions on automatic
control, 50, 947–957.

Prajna, S., Papachristodoulou, A., and Parrilo, P. (1994). Con-
vex Programming, chapter Interior Point Polynomial Algo-
rithms. SIAM Studies in Applied Mathematics.

Prajna, S., Papachristodoulou, A., and Parrilo, P. (2002). Intro-
ducing sostools: a general sum of squares solver. CDC.

Yin, H., Packard, A., Arcak, M., and Seiler, P. (2018). Reach-
ability analysis using dissipation inequalities for nonlinear
dynamical systems. arXiv preprint arXiv:1808.02585.


