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ABSTRACT: Electrochemical reactions and ionic trans-
port underpin the operation of a broad range of devices
and applications, from energy storage and conversion to
information technologies, as well as biochemical processes,
artificial muscles, and soft actuators. Understanding the
mechanisms governing function of these applications
requires probing local electrochemical phenomena on the
relevant time and length scales. Here, we discuss the
challenges and opportunities for extending electrochemical
characterization probes to the nanometer and ultimately
atomic scales, including challenges in down-scaling classical methods, the emergence of novel probes enabled by
nanotechnology and based on emergent physics and chemistry of nanoscale systems, and the integration of local data into
macroscopic models. Scanning probe microscopy (SPM) methods based on strain detection, potential detection, and
hysteretic current measurements are discussed. We further compare SPM to electron beam probes and discuss the
applicability of electron beam methods to probe local electrochemical behavior on the mesoscopic and atomic levels.
Similar to a SPM tip, the electron beam can be used both for observing behavior and as an active electrode to induce
reactions. We briefly discuss new challenges and opportunities for conducting fundamental scientific studies, matter
patterning, and atomic manipulation arising in this context.
KEYWORDS: electrochemistry, atomic manipulation, atomic force microscopy, scanning tunneling microscopy,
scanning transmission electron microscopy, electrochemical strain microscopy, Kelvin probe force microscopy, density functional theory,
deep convolutional neural network

Electrochemical phenomena underpin the operation of
an enormous range of devices and technologies,
spanning energy storage and conversion,1,2 water

desalination,3 electrochemical and electrocatalytic synthesis
of metallic and organic compounds,4 and applications in
information technology devices including memristive and
neuromorphic computing and data storage.5 Electrochemical
phenomena are strongly tied to a material’s stability and
durability (e.g., corrosion) and are equally important in fields
such as biology and medicine, since electrochemical phenom-
ena directly underpin virtually all biological functionalities.
Finally, harnessing electrochemical phenomena coupled with
other functional behaviors creates pathways to advancing fields
such as tunable electronics (coupling between electrochemistry

and physical functionalities),6,7 electrochromic devices (cou-
pling to optical properties),8 artificial muscles9−11 and
molecular electromechanical machines12−15 (coupling to
mechanics), as well as multiple present day, emerging, and
serendipitous applications.
For electrochemical processes in condensed phases, spatial

heterogeneity is of fundamental importance. Often, the key
mechanism(s) governing electrochemical activity involves
highly localized centers and regions that include, for example,
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electrocatalytic sites in catalysis, nucleation sites in electro-
plating, phase change electrodes, corrosion, insertion sites in
intercalation electrodes, and triple-phase boundaries in fuel
cells.16 Macroscopic functionalities are determined by the
interplay between the local phenomena at these sites and mass-
and electron-transport processes within the material and
between the material and the environment. An important
aspect of these systems is a tendency for averaging at certain
length scales, which allows for the introduction of global
macroscopic parameters that describe the overall system. For
example, the electrochemical activity of a film can be uniform
on length scales much larger than the active site dimensions
(say, hundreds of nanometers) but may be highly non-
homogeneous on a local (nanometer and atomic) scale. Once
such averaged properties are available, they can serve as the
basis for construction of macroscopic effective medium
models. Some systems, however, do not allow for efficient
averaging, such as certain forms of corrosion dominated by a
small number of initial nucleation sites or the electrochemical
functionalities of single molecular systems. Many physical
systems, including ferroelectric relaxors17−20 or charge ordered
systems21,22 that are characterized by degenerate ground states
and frustrated interactions, tend to develop complex multiscale
heterogeneities.23−25 Often, these phenomena are associated
with mesoscopic or even macroscopic ionic motion, for
example, polarization screening in ferroelectrics.26−29 Finally,
biological systems are highly structured and heterogeneous,
necessitating highly localized studies of local electrochemical
activity for applications such as biomonitoring, prosthetics, and
brain to computer interfaces.
These considerations present the challenge of probing

electrochemical functionalities on the nanometer and ulti-
mately atomic scales. Several recent reviews touched on this
subject.30−32 Here, we discuss these challenges from the
perspective of macroscopic electrochemistry, that is, building
upon community-wide accepted macroscopic electrochemical
measurements and the associated interpretation and theoretical
framework for reducing the measurements to material-specific
measurement-independent functionalities. We discuss the
challenges in down-scaling classical methods, the emergence
of novel probes enabled by nanoscale confinement, and aspects
of materials behavior that emerge on the nanoscale as well as
the integration of local data into macroscopic models.
Scanning probe techniques based on strain and potential
detection and hysteretic current measurements are discussed.
Finally, we explore the applicability of electron beam methods
to probe local electrochemical behavior on the mesoscopic and
atomic levels. The application of electron microscopies for the
visualization of electrochemical processes is by now well
explored. We pose, that much like an SPM tip, an electron
beam can be used as an active high-energy electrochemical
probe inducing and guiding electrochemical processes on
mesoscopic and atomic levels. This will give rise to
fundamentally new challenges in quantification and under-
standing of corresponding mechanisms and new opportunities
for mesoscopic- and atomic-scale characterization, matter
patterning, and atom-by-atom assembly.

OVERALL FRAMEWORK
The general concept of a measurement involves either pure
observation as a function of time or, much more commonly,
observation of changes in the system as a function of external
stimuli. Challenges in measurement lie in quantification

(measurement errors, noise, etc.), the conversion of measured
signals to a materials-specific functionality, and selectivity (how
other phenomena contribute to the measured signal). For the
purpose of this discussion, it is convenient to discuss
electrochemical characterization in terms of the locality (global
vs local) of the excitation and its detection.
The combination of global excitation and global detection

underpins all macroscopic electrochemical measurements
based on electrochemical cells or half cells. Here, macroscopic
stimuli (bias, current pulse, temperature, illumination) are
used, individually or simultaneously, to create the driving force
for the desired process. Changes in the system state are probed
via a macroscopically averaged response, for example, current,
reflectance, or changes in the global chemical composition or
structure. For nonhomogeneous systems, these measurements
offer an average picture of a system’s response (meaningful if
the system can be self-averaged) and represent the collective
effects of local heterogeneities and electronic and ionic
transport. The advantage of this approach is that first, it is
directly linked to the macroscopic functionality of the
application, and second, large detection volumes enable high
fidelity measurements.
The global excitation and local detection approaches provide

a pathway to probe functionalities locally. Here, of key
importance is the detection component, which often relies on
an auxiliary signal (i.e., not directly linked to macroscopic
functional properties) that serves as a proxy measure of the
response. Examples of such approaches include optical
microscopy and focused X-ray studies of active electrodes.
Similar to global−global measurements, this measurement
framework is still directly linked to the macroscopic
functionality in the application but provides information on
the spatial variability of the process. However, this approach
immediately presents the challenges of detection and signal
interpretation. Often, the amount of material involved in the
local processes is very small, so detection becomes a challenge
that is typically addressed using a selective proxy signal, which
is related to the relevant electrochemical process (e.g., photon
emission or electromechanical strain); however, decoding the
relationship between the two to extract the quantitative
parameters of the electrochemical process often becomes the
bottleneck.
The third paradigm is the local excitation and local

detection, which can be seen as a scaling down of the
global−global method. Here, the local nature of the excitation
allows for probing of the behavior of specific material regions.
To highlight the difference with global excitation, consider the
example of the electrodeposition process. In a global excitation
case, the deposition starts at nucleation centers and rapidly
spreads across the surface. Hence, the specific reactivity of
most sites toward deposition remains unexplored since they are
overtaken by a reaction front initiated elsewhere. Correspond-
ingly, building a comprehensive picture of the deposition
process requires measurements at multiple deposition voltages,
electrolyte concentrations, or electrode surface states even for
the cases when the processes are reversible and possess return
point memory. For irreversible processes, only one process
history can be observed (e.g., corrosion).
In comparison, local measurements probe the propensity for

nucleation at each specific location. The local excitation-local
detection measurements offer several interlinked challenges,
including scaling down of the classical electrochemical probes,
new phenomena that can emerge on transition to the
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nanoscale, and development of novel probes of local
electrochemical behavior (both the probes and theoretical
framework for data interpretation in terms of materials-specific
functionalities). Notably, they also bring forth a challenge of
knowledge integration, that is, knowledge on macroscopic
functionalities that is acquired from a set of local materials-
specific responses. This challenge, while often underappreci-
ated, is highly nontrivial even when conversion from local
measurements to materials properties is straightforward. In
comparison, the difficulties are well recognized in the
theoretical community involved in, for example, multiscale
modeling, where the search for appropriate methods for
connecting the length scales based on suitable averaging,
information compression,33 etc. remains an active area of
research.
Finally, local excitation and global detection is somewhat

similar to the local−local case in terms of the challenges and
opportunities it offers, with the additional requirement for high
selectivity of the probes. Cathodoluminescence (or other
optical detection techniques) is the best example of such
measurement approaches.
It is also important to mention closely related issues of

measurement and modification, which are relevant to local
electrochemical probing. Local probes create local stimulus in
materials, resulting in changes in their structure or
composition. These changes can differ in terms of reversibility
ranging from fully reversible to fully irreversible or can
comprise both components (e.g., aging in batteries).34 The
degree of reversibility is naturally tied to measurement
strategies. For example, fully reversible processes enable
measurement strategies based on multiple measurements at
each spatial location, including lock-in detection, boxcar
averaging, and pump-probe approaches. At the same time,
irreversible measurements require single-event detection, with
the associated measurements challenges. This necessarily
affects the spatial resolution, which is now limited by the

size of the region that experiences irreversible change.
However, irreversible processes also allow local manipulation
and fabrication. While not being the purpose of electro-
chemical studies per se, it is a useful and closely related set of
phenomena that can be further employed for meso- and
atomic-scale fabrication and will be discussed here.
A second important aspect is the presence of hysteretic

phenomena that can necessitate complex measurement
modalities based on multiple hysteresis loops as well as
exploration using first-order reversal curve methods. Notably,
approaches such as the Preisach representation for hysteretic
systems cannot be assumed to be applicable a priori, and their
applicability,35,36 role of kinetic effects,37 and physical nature of
individual hysterons needs to be assessed in each specific
case.38−41 Furthermore, even if the system possesses macro-
scopic return point memory (i.e., a reproducible hysteresis
loop), the microscopic return point memory (i.e., identical
microscopic states corresponding to a given set of macroscopic
descriptors) needs to be established.42,43

The primary strategies for concentrating the stimulus field
while also allowing for concurrent nanoscale and atomically
resolved imaging are scanning probe microscopy (SPM) and
electron microscopy (EM). We note that strategies based on
the use of micro- and nanoelectrodes generally do not allow for
spatially resolved imaging, since the electrode pattern, while
isolating microscopic volume, is fixed. Here, we discuss the
advances in both SPM and EM, highlighting basic principles,
unresolved challenges, and future opportunities for probing
electrochemical phenomena at the nanometer and atomic
scales. We note that in SPM and EM, the probe can be used
both to visualize the electrochemical process induced by
macroscopic stimuli (e.g., macro- or microelectrodes) and to
induce an electrochemical process (and detect it) locally.
Therefore, throughout the manuscript, we emphasize the
connections between mesoscopic imaging in SPM and EM, tip-
induced electrochemical probing in SPM on mesoscopic and

Figure 1. SPM detection methods relevant to electrochemistry. (a) SPM can detect local expansion/displacement, force and local
electrostatic potential, or local current associated with an electrochemical process taking place at the tip−surface junction. A solid material
under test shown in purple, bottom electrode in yellow. (b) Schematic representation of detecting electrochemical polarization and Faradaic
decomposition in solid oxide film via registering local expansion−contraction induced by biased SPM tip. Red circles represent positively
charged oxygen vacancies. (c) Effective molar volume of metal oxides as a function of oxide stoichiometry as an example of Vegard’s law,
which links local displacement measured by AFM tip to changes in the chemical composition under it. Adapted with permission from ref 69.
Copyright 2008 Springer.
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atomic levels, and the use of the electron beam as an active
electrochemical probe on the mesoscopic and atomic scales.

ELECTROCHEMICAL PROBING BY SCANNING PROBE
MICROSCOPY

SPM is based on the principle of a local solid probe (the SPM
tip) interacting with the surface via short-range repulsive forces
or long-range van der Waals, electrostatic, or magnetic
interactions. The two primary paradigms for SPM are scanning
tunneling microscopy (STM) and atomic force microscopy
(AFM). STM is based on the detection of a tunneling current
between the biased metallic probe and a conductive sample
and using this current as a feedback signal. AFM uses the
mechanical force, detected via mechanical deflection of a
nanofabricated cantilever, the change in oscillation amplitude
and phase of the cantilever, or the resonance frequency shift of
the cantilever or the tuning fork, as a feedback signal.
The first implementations of force-based surface character-

ization can be traced to early 20th century profilometric tools,
whereas current-based topography tracing was originally
reported by the NIST team (Topographiner).44 However,
the true advent of the field was heralded by the seminal
developments by Binnig and Rohrer, who demonstrated that
tunneling current detection can be harnessed to yield atomic
resolution,45,46 instantly gaining the attention of the scientific
community worldwide. In the context of electrochemical
studies, AFM was first used to measure the topographic
changes of the surface of biased macroscopic electrodes
submerged in electrolyte.47−50 The development of AFM51 has
further created opportunities for probing mechanical,52−54

electromechanical,55−57 optical,58 electrostatic,59,60 and mag-
netic interactions,61−63 effectively opening the nanoworld for
studies via benchtop tools. Many of these characterization
modes were incorporated in liquids and therefore can be used
for electrochemical characterization.
The measured signals in SPM techniques are generally forces

and currents (Figure 1a). For analyses of any SPM modalities,
it is important to define which signal is used as the topography
feedback to establish the relative position of the probe and the
surface and which signal is used for the detection of the
associated functionalities. Notably, changes in topography can
strongly affect measured signals via the finite response time of
the electronics or fundamental dependence of the measured
interactions on topographic gradients or local curvature, giving
rise to topographic cross-talk.64 In many cases, the measured
signal represents the sum of multiple components that can be
fundamentally inseparable given the experimental constraints
and fundamental physics of probe−surface interactions.
Correspondingly, the development of SPM to address a
specific set of phenomena should generally take into account
cross-talk and separability issues.65

Below, we discuss the SPM-based strategies for probing
electrochemical phenomena on the nanoscale. First, strategies
based on the detection of bias-induced strains, collectively
referred to as electrochemical strain microscopy (ESM) and
spectroscopy, are discussed. Next, the application of potential-
sensitive SPM for probing the potential distributions in lateral
electrochemical devices and the extraction of materials-specific
information are discussed. Finally, strategies based on current
detection in liquids and hysteretic current measurements for
solids are considered.

ELECTROCHEMICAL STRAIN MICROSCOPY

An intrinsic aspect of electrochemical processes in solids is the
emergence of electrochemical strains.66,67 These can include
simple changes in molar volume due to the change of chemical
composition and more subtle phenomena associated with the
interplay between electrochemical polarization and electro-
striction. This intrinsic coupling between electrochemical
phenomena and strain enabled the development of SPM
applications for electrochemical probing68 that exploit the
extremely high sensitivity of AFM to vertical displacements. An
illustration of this detection mechanism is given in Figure 1b
that depicts polarization and Faradaic decomposition of a
metal oxide film upon application of a voltage bias to a
conductive AFM tip in contact with the surface. The tip serves
as an electrode, repelling or attracting mobile oxygen vacancies,
while simultaneously detecting local expansion-contraction,
which is proportional to the local vacancy concentration. At
very high positive voltages, the oxide decomposes under the tip
according to 2OO

× − 4e− → 2VO
·· + O2↑ (Kröger−Vink notation

used). Figure 1c shows how the molar volume of common
metal oxides depends on the oxide stoichiometry69 (e.g.,
concentration of oxygen vacancies), demonstrating the origin
of the Vegard strain.66 Similar dependencies exist for ionic
species other than oxygen vacancies in solid ion conductors
(e.g., Li+, Na+, F−).
To provide a measure of the AFM sensitivity to local

chemical changes in solids, we note that the lattice parameter
change of LixCoO2, one of the most common cathode
materials used in Li ion batteries, upon delithiation from x =
1 to x = 0.5 is about 30 pm.70 The sensitivity of AFM to the
dynamic surface deflection at the resonance frequency of the
cantilever (typically 0.1 to 1 MHz) is on the order of 1 pm,
well below the atomic radius of hydrogen of 53 pm. Thus,
detecting the lithiation−delithiation process via AFM is
expected to provide information on the change in the state-
of-charge of about 10% over one unit cell of the material.
Combined with a typical lateral resolution of ∼10 nm, AFM
allows for probing of the electrochemical transformations in
volumes a billion times smaller than those amenable to classical
Faradaic current-based measurements. This estimate, while
simplified, provides a clear incentive for developing and
exploring SPM-based electrochemical probes.
This approach is implemented in ESM71 and associated time

and voltage spectroscopies. In ESM, a high-frequency voltage is
applied to the SPM probe in contact with the solid material
surface. This probing voltage can induce electrochemical
strains, either due to direct coupling to the ionic motion or
electrochemical polarization and electrostrictive and flexo-
electric strains. For ferroelectric and piezoelectric materials, an
additional contribution will be piezoelectric strains, similar to
the image formation mechanisms of piezoresponse force
microscopy (PFM). This dynamic response is detected by
AFM electronics and provides a measure of the local
electrochemical activity of the surface. Moreover, the measured
response can be influenced by the electric field distribution and
ionic concentration as well as nonionic contributions.
To obviate the topographic cross-talk and decouple the

topography and intrinsic material responses, the measurements
are ideally performed in the band excitation (BE)72−74 or dual
amplitude resonant tracking (DART)75 modes, additionally
providing insight into local mechanical properties of the
material. Here, we do not discuss the mechanisms of the
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topographic cross-talk and its compensation via BE and DART
but refer the reader to relevant publications and reviews.74

ESM has been used to study ion diffusion in a lithium
battery cathode.76 Figure 2a shows the surface topography of a

LiCoO2 (LCO) film with its grainy structure. The surface was
overlaid with a 50 × 50 grid of points, and the tip was
sequentially moved to each of these locations, exciting the
sample locally with an AC voltage and measuring the local
response in the form of deflection vs AC frequency curves. The
corresponding BE response curves, showing the magnitude of
electromechanical response as a function of frequency, are
shown in Figure 2b. Note that the material exhibits strong
electromechanical coupling, despite the fact that it is
nonferroelectric. The resonance frequency extracted from the
positions of the resonance curves is shown in Figure 2c and
contains information on the mechanical properties of the
surface and local topography. Finally, the magnitude of the
electromechanical response, which is a measure of local
electrochemical activity/ionic transport, is shown in Figure
2d. Note the clear grain contrast, showing that some grains and
terminations are electromechanically active and others are not.
Notably, the planar grain surfaces parallel to the LCO layers
generally exhibit zero response, whereas the slopes show a
nonzero response. This generally agrees with the imaging
formation mechanism in Figure 2, where the origin of the
measured signal is the ionic motion, since in LCO the ions are
expected to move along but not perpendicular to the layers.77

The apparent dissimilarity between the maps of electro-
chemical activity (Figure 2d) and topographic maps (Figure
2a,c) attests to the absence of topographic cross-talk and
confirms the applicability of the ESM method toward exploring
electrochemical phenomena on the nanoscale.
An example for such nanoscale electrochemical studies is

mapping of the local activation energy for ionic diffusion,
which can be extracted by measuring the ESM signal from a

certain material at various temperatures.78 While macroscopic
methods can only provide average values for the activation
energy, nonhomogeneous cathode and anode compositions,
defects, and grain orientations can affect the local activation
energy at the nanoscale. Figure 3 shows the local distribution

of the ESM signal measured on a LCO film surface (Figure 3a)
for three selected temperatures: 100 °C, 150 °C, and 200 °C
(Figure 3b−d respectively). The ESM signal reproducibly
strengthens with increasing temperature, which indicates an
increase in ionic mobility, whereas control experiments allow
us to rule out artifacts due to changes in the tip−sample
contact, surface water layers, and mechanical properties of the
sample.
Overlaying the ESM signal measured at 200 °C on a three-

dimensional (3D) plot of the surface topography highlights the
spatial distribution of the response and shows the ESM
correlation with sample height (Figure 4a). A low response
(indicated by the dark blue color) often coincides with very
steep height changes. In addition, homogeneous ESM contrast
is observed on some grains (e.g., grain marked in red) as well as
split ESM contrast on different grain facets (black and orange
framed grains).
Arrhenius plots are obtained for each of the red, black, and

orange highlighted areas (Figure 4a) by plotting the logarithm
of the average ESM signal as a function of 1/T (1/
temperature) (Figure 4b). The activation energy for each
area is extracted from the slope of the Arrhenius plot, which is
multiplied by a factor of 2 that takes into account that the ESM
signal scales with the square root of the diffusion coefficient.
An activation energy of 0.26 eV is obtained, which is in good
agreement with macroscopic measurements79 and theoretical
calculations.80 The different ESM signal strength obtained for
grains that show similar activation energies originates from
strongly anisotropic Li-ion diffusivity77 that results in align-
ment of diffusion paths along the LCO {100} planes. If there is
an angle between the driving electric field and the preferred
diffusion direction, the effective field component acting on the
Li-ions is lowered, resulting in a change of the ESM signal.

Figure 2. ESM on a LiCoO2 surface. (a) Deflection signal of 1 × 1
μm2 area showing topography of sample with its grains. (b)
Frequency spectra of mechanical response of AFM cantilever at
specific locations shown in (d) to periodic voltage oscillations of
tip. (c) Resonance frequency and (d) resonance amplitude of
contact resonance peak measured in a 50 × 50 point grid in same
area shown in (a). Reprinted with permission from ref 76.
Copyright 2010 Springer Nature.

Figure 3. ESM on a LiCoO2 film. (a) Topography scan and ESM
maps measured at (b) 100 °C, (c) 150 °C, and (d) 200 °C.
Adapted with permission from ref 78. Copyright 2012 American
Chemical Society.
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Other factors that contribute to the ESM, such as the Vegard
tensor and Poisson ratio, are dependent on crystallographic
orientation, which varies within the measured sample area.
Therefore, the ESM signal provides qualitative information
regarding the number of Li ions that are moved by the probing
field in the different grains. However, some spatial differences
in activation energy occur across the grains (see Figure 4c,d).
Low-energy values coincide with steep sample areas, indicating
that a poor tip−sample contact is the origin of this contrast.
Within grains, the activation energy is quite homogeneous,
with some grain boundaries showing lower values. The concept
of using temperature-dependent ESM to extract the local
activation energy can be extended to other materials exhibiting
volume changes dependent on changes in local ion
concentrations.
The strain-based detection approach embodied in ESM can

be further extended to probe local time and voltage dynamics.
Here, in addition to the probing AC voltage excitation of small
amplitude, a DC bias offset on the tip is varied with time, and
the dynamic response is measured.71,76,81,82 A prototypical
example of such measurements is voltage spectroscopy, where
the DC bias follows a triangular ramp and the response is
measured vs the applied voltage, giving rise to hysteresis loops
similar to cyclic voltammetry (except that surface displacement
rather than electrode current is measured).83,84 However, care
must be taken that the measured signal does not originate from
electrostatic interactions, especially if charge injection into the
sample surface occurs as is commonly observed.85,86

AC and DC probing voltages used in ESM further allow for
studying irreversible electrochemical processes on the nano-
scale.81,82 This approach is illustrated for resonance frequency
measurements on a Li-ion conducting glass-ceramic (LICGC)
similar to the example in Figure 1b, where a low voltage
applied to the sample via an AFM tip polarizes it locally,

whereas a larger bias triggers a Faradaic reaction under the
tip.81,82 Under the biased tip, LICGC undergoes the chemical
reaction Li+ + e− →Li(s) resulting in the formation of Li-metal
particles on the surface that are dependent on the applied
voltage. This chemical process manifests as shifts in the
resonance frequency of the ESM signal, reflecting topographic
changes during particle nucleation. Correspondingly, voltage
values at which the frequency jumps occur provide information
on the local nucleation bias. Using these jumps as a feedback
can therefore provide a map of nucleation biases across the
sample surface.
Similar approaches can be implemented using current-based

and displacement-based measurements. Figure 5 shows the

ESM signal as a function of the AC voltage frequency, the
applied DC bias, and time. The time and bias at which these
shifts (discontinuities in the resonance frequency trace) occur
indicate a nucleation bias of −4 V for electrochemical Li-ion
extraction from the LICGC surface. This irreversible ionic
transport can further be characterized by analyzing the number
of Li atoms in a formed particle, which can be estimated from
the area and volume of the particle. Figure 6a shows a
topographic image of particles formed on LICGC after
applying DC voltages from 3 to 6 V. The bias dependence
of the particle volume and area is shown in Figure 6b, which
indicates an activation voltage of ∼4 V and a linear size−bias
relationship at higher biases. Activation biases provide
information on the nucleation bias (or reaction onset voltage),
whereas the signal evolution after nucleation allows insight into
the kinetics of the bias-induced particle growth.81,82,87−89 Since
the reduction reaction requires an equal number of electrons
and Li ions, the ratio between Li atoms in a particle and the
number of transferred electrons as inferred from current
measurements is expected to be equal to 1. While small
deviations might be ascribed to experimental conditions, values
close to 1 observed experimentally (if the reaction is performed
in a glovebox) provide further evidence that the observed
electrochemical reaction can indeed be ascribed to the
reduction of Li+ ions to Li metal.
In addition to detecting the AC component of the ESM

signal and acquiring topography scans after voltage spectros-
copy, electrochemical reactions associated with particle growth
can also be traced by monitoring a calibrated AFM z-sensor,

Figure 4. Activation energy analysis. (a) Three-dimensional
topography plot overlaid with the local ESM signal measured at
200 °C. (b) Arrhenius plots for the grains framed in red, black, and
orange in (a). (c) Topography image and (d) corresponding map
of calculated activation energy. Adapted with permission from ref
78. Copyright 2012 The American Chemical Society.

Figure 5. ESM as a function of frequency, bias, and time. Two-
dimensional ESM amplitude spectrogram with (a) one and b) two
frequency shifts associated with particle formation. (c) DC voltage
envelope waveform applied to a LICGC surface. Reprinted with
permission from ref 81. Copyright 2011 The American Chemical
Society.
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providing calibrated, real-time information on the vertical
cantilever displacement. This approach is especially advanta-
geous if the studied electrochemical processes lead to particle
formation, which can then be monitored while simultaneously
applying DC voltages. This method for strain-based detection
of ionic mobility was used to gain insight into local ionic
processes in silver-ion conducting glasses and copper indium
thiophosphate CuInP2S6 (CIPS).91 Figure 6c shows a
topographic image of the surface of a silver-ion conducting
glass that was biased with the AFM tip. Metallic silver particles
formed and partially dissolved at the tip parking locations
following the reaction: Ag+ + e− ⇄ Ag. The bias waveform and
change in the z-sensor signal over time are shown in Figure 6d.
Unlike more reactive lithium, silver particles can grow and be
dissolved reversibly. Yang et al.90 studied the growth
mechanism of silver particles, their interactions, and the
influence of humidity on the system, which reveal the
nonlocality of AFM electrochemical measurements due to
restriction of the counter-reaction.
CIPS, possessing ion conductivity (Cu+), also shows

reversible particle formation on the surface that can be
controlled by voltage polarity, sample composition, frequency,
and temperature. At negative voltages, big particles having a
height of ∼10 nm form on the CIPS surface, which is not
observed on an interspersed, Cu-free In4(P2S6)3 (IPS) phase
(Figure 7a). Cycling back to positive voltages reverses the
particle formation, as indicated by displacement values close to
0 nm. The shape of the displacement curve indicates history
dependence, with high values only occurring if preceding
voltages are negative.92 The map of maximum displacement
shown in Figure 7b highlights the difference in particle growth
between CIPS (high values) and IPS (dark areas), indicating
that the electrochemical reaction for particle growth involves
Cu-ions and that the resulting particles are metallic Cu.
Moreover, the observed displacement exhibits a pronounced

dependence on temperature and frequency. Similar to the
temperature-dependent ESM signal discussed above, activation
energies can be extracted from Arrhenius plots of the cantilever
displacement, as shown in Figure 7c for CIPS and IPS (0.71
and 0.61 eV, respectively). As characteristic of slow ionic
diffusion processes, the observed displacement decreases with
increasing frequencies (Figure 7). Therefore, monitoring the
vertical displacement of the cantilever during voltage spectros-
copy can provide a wealth of information on the nature and
characteristics of ionic processes and electrochemical reactions.
This brief summary further points to the challenges

associated with the ESM measurements. The first is
quantification of the measurements, that is, translation from
the measured ESM signal on the photodetector to a material
expansion in pm/V. While simple calibration of the cantilever
sensitivity in the noncontact modes is a well-established
practice in SPM,93−96 contact mode calibration represents a
significantly more complex problem due to coupling of the
higher-order flexural modes.97 Depending on the ratio between
the cantilever spring constant and contact stiffness of the tip−
surface junction, the corresponding calibration factors can
become zero or can change sign. Correspondingly, quantitative
measurements of the ESM signal require either precise
calibration or use of alternative detection schemes based on
interferometric systems.98

The second key consideration is the separation between
electromechanical interactions and electrostatic forces. Here, a
large electric field at the tip−surface junction results in
electrostatic interactions between the probe and the surface
(somewhat similar to the adhesive forces in Maugis models for
contact mechanics) and the resultant surface deformation.
Notably, from classical electrostatics, the field structure of a
metallic tip in contact with a dielectric surface contains an

Figure 6. Formation of metallic nanoparticles on ion conductor
surfaces. (a) Topographic image of LICGC surface after applying
DC voltages of different amplitude with AFM tip. Particles of
metallic lithium grow at tip parking locations. (b) Particle volume
and area as a function of bias from (a). Reprinted with permission
from ref 82. Copyright 2012 IOP Publishing. (c) Topographic
image of silver-ion conductor after bipolar voltage sweep was
applied to surface with AFM tip. Particles grow and partially
dissolve at tip parking locations. (d) Voltage waveform and AFM z-
sensor reading as a function of time showing how metallic silver
particles reversibly form. Reprinted with permission from ref 90.
Copyright 2015 The American Chemical Society.

Figure 7. Reversible particle formation in CIPS. (a) Vertical
cantilever displacement, D, and derivative as a function of applied
voltage at 363 K. (b) Spatial distribution of maximum displace-
ment at 363 K corresponding to chemical phases, where low values
correspond to Cu-free IPS and high values correspond to CIPS.
(c) Arrhenius plots and extracted activation energies for CIPS and
IPS. (d) Frequency dependence of displacement measured at 0 V
within CIPS area. Reprinted with permission from ref 91.
Copyright 2018 American Chemical Society.
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essential singularity at the perimeter of the contact zone,
precluding direct numerical evaluation of these forces.99,100

Experimentally, for materials with a strong electromechanical
response, the bias-induced strain dominates the effect of the
electrostatic forces. However, these can be comparable for
electrochemical systems and weak piezoelectrics. At this point,
no strategies exist for separating these interactions beyond
classical tuning of the sample composition and environment.65

A third challenge in determining the responses is the
relationship between measured electrochemical strain and
materials properties, including diffusion coefficients and ionic
concentrations. This requires the development of analytical
and numerical models for the ESM response, along with
strategies for data inversion. The analytical theory of ESM was
developed by Morozovska et al. for one-dimensional (1D)68

and 3D rotationally invariant cases.83 For diffusion controlled
cases in a linear material, where the SPM tip is considered as a
source of mobile ions (generated as a result of a fast voltage
controlled reaction process) and the electroneutrality in the
material is maintained, the analytical solutions can be readily
obtained.83 For more complex cases including migration−
diffusion dynamics and considering exclusion effects, a number
of numerical analyses have been reported.101,102

Generally, advances in modern numerical techniques and the
relative simplicity of the tip−surface junction geometry render
numerical solutions of the drift-diffusion equations relatively
straightforward. Worthy of attention, however, is the role of
exclusion effects, high-field effects that can significantly affect
transport coefficients, and especially the appropriate boundary
conditions on the tip−surface junction for nonblocking
surfaces. Second, the development of numerical schemes for
data inversion and recovery of materials properties from the
measured signals are extremely important given the numerical
model and necessitate development of relevant Bayesian
inference and uncertainty quantification schemes. Therefore,
further analysis is necessary to establish approximate numerical
relationships between electrochemical mechanisms and
materials responses. However, once implemented, the true
potential of ESM becomes extremely promising, enabling full
characterization of electrochemical processes on the nano-
meter level, including the role of individual defects on
electrochemical reactivity and exploring collective reaction
phenomena.
Two more factors should be noted in this regard. The first is

the intrinsic electrochemistry of the surface, including electron
and ion traps due to surface disorder and the electrochemistry
of the surface water layers.103−105 Given the extremely small
signal generation volume of SPM and the higher mobility of
surface ions, surface phenomena can strongly contribute to the
measured signal. While being detrimental to probing intrinsic
electrochemical phenomena of the studied material, it
nonetheless opens a pathway for probing surface electro-
chemistry as discussed in more detail in the following sections.
Second of interest is the multimodal imaging by ESM and

structure- and chemically-sensitive probes. Focused X-ray
methods provide information on a material’s structure with
∼10 nm resolution, allowing insight into the nature of grain
boundaries, extended defects, and dislocations.104,106−108

Techniques such as micro-Raman109−111 and time-of flight
secondary ion mass spectrometry (ToF-SIMS) provide
information on the chemical state of the surface. Recent
studies enabled by combined AFM-ToF-SIMS instruments
have provided insight into the chemical changes during AFM

scanning and biasing.112−116 Further developments of these
methods and the associated workflows based on image
registration will enable comprehensive probing of chemistry
and electrochemistry of surfaces and nanoscale volumes and
elucidating the concurrent structural and chemical changes.

POTENTIAL DETECTION

The key element of macroscopic electrochemistry is the
concept of the electrode potential of a given reaction, which is
measured or calculated relative to a reference electrode.117

While reference electrodes were successfully incorporated into
scanning electrochemical microscopy118 and similar SPM
techniques involving a liquid electrolyte (discussed below),
their use in all-solid-state SPM measurements is extremely
challenging and has not been realized experimentally (in part
due to large voltage drops in low-conductivity systems,
commonly referred to as IR drops). Nevertheless, since the
AFM is sensitive to local electrostatic charge and force, it can
be used to detect the sample’s surface potential and its
evolution, which can be a substitute for the electrode potential.
The electrostatic force acting on a conductive AFM tip
oscillating above a sample surface (noncontact or tapping
mode) brings about a shift in the cantilever’s oscillating
frequency, amplitude, and phase. Thus, the simplest method of
detecting the distribution of charged species (ions) in a sample
is tracking the resonance amplitude or frequency (electrostatic
force microscopy (EFM) and its derivatives).119−122

A more advanced technique, Kelvin probe force microscopy
(KPFM), converts the shifts in the resonance amplitude or
frequency into the contact potential difference between the tip
and sample. The conversion can happen in real time via an
electronic feedback loop that minimizes the shifts (classical
closed-loop KPFM)123 or via postprocessing of the collected
data (open-loop detection).124,125 The band diagrams for
noninteracting electronically conductive sample and tip are
shown in Figure 8a, left panel. Due to the difference in their
Fermi levels (EF), both objects will have different work
functions (φ) given by the difference in EF and vacuum level,
EV: φ = EV − EF = Δχ − μ̅ (Δχ is the surface dipole barrier and
μ̅ is the chemical potential of electrons in the material).126,127

When the sample and tip are allowed to exchange electrons
(via tunneling, direct contact, or a connecting wire), their
Fermi levels will equilibrate and both objects will become
charged, with the contact potential difference (CPD) between

them given by VCPD e
tip sample=

φ φ−
, where e is the elementary

charge (Figure 8a central panel).128 The CPD (or Volta
potential difference) creates an electrostatic force on the
cantilever, which can be nullified by applying an external
voltage equal to VCPD (Figure 8a right panel). The tip’s work
function can be determined via calibration against highly
oriented pyrolytic graphite, and, thus, the KPFM effectively
probes the sample’s work function. If the sample is biased
externally, the total KPFM signal will be the sum of the VCPD
and that external bias. While most of the samples can be
grounded to exclude this additional contribution, electro-
chemical devices, such as batteries and fuel cells, usually have
built-in voltages that cannot be nullified and their KPFM
signals are intrinsically convoluted. KPFM measurements on
electronic insulators are usually interpreted in terms of
electrostatic potential created by surface or bulk charges
existing in the sample,128 which can be highly mobile in the
case of a pure ionic conductor. KPFM can provide information
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on charge distribution on the atomic level in ionic crystals129

and even inside individual organic molecules.130 More details
about different KPFM modalities, resolution limits, sensitivity,
and artifacts can be found elsewhere.127,128,131−135

The material’s work function is a measure of its chemical
oxidation state, much like the electrode potential. For pure
elements, the work function is proportional to their electro-
negativities (Gordy-Thomas Law, Figure 8b).136 Reduction of
a solid material decreases its work function, as illustrated by
lithiation and sodiation of V2O5

137 and TiS2
138 in Figures 8c

and d, respectively (a similar trend also exists for binary
oxides139). This decrease is due to both lowering the Fermi
level of the substance and changes in the surface dipole (Figure
8c). A direct comparison between the TiS2 electrode potential
and work function as sodium intercalates is shown in Figure 8d
as an example of a significant similarity between the two
observables. Finally, the electrode potential is simply equal to
the Volta potential (CPD) between a metal and a reference
metallic electrode at the point of zero charge.117 Thus,
although liquid-less AFM techniques do not directly measure
the sample’s electrode potential, they provide an alternative
electrochemical descriptor in the form of CPD or a sample’s
work function.
The application of KPFM and EFM-like techniques to

electrochemical studies has been limited, but several interesting
studies of Li-ion batteries (LIB) have been reported that
endeavor to unravel the battery aging mechanism by not only

looking at the material’s morphology-structure-performance
relationships but also by detecting functional changes at the
nanoscale, such as potential distribution at the interfaces and
contact resistance. Zhu et al.140 investigated an all-solid-state
thin film LIB consisting of a LiNi1/3Co1/3Mn1/3O2 cathode,
lithium phosphorus oxy-nitride (LiPON) electrolyte, and a
TiO2 anode, as shown in Figure 9a. A biased conductive AFM
tip acted as an anode current collector when the battery was
charged/discharged by scanning an anode area of 1 × 1 μm2 in
contact mode. The voltage waveform used for writing is shown
in Figure 9b, lower graph. Following writing, the tip was lifted
to 40 nm above the surface and the poled area was imaged in
KPFM mode. The change in the surface CPD can be due to
multiple factors, such as electronic charge injection and
trapping in the oxide, a shift in the Fermi level, Li+ ion
migration, and surface H+ and OH− ion migration, and since
the measurements were performed under ambient conditions,
the authors compared behavior of the LIB with that of a TiO2
film. In Figure 9b, the top graph shows that the surface
potential shift (relative to the not biased state) of both the LIB
and single TiO2 layer follows the polarity of the applied bias
voltage. Moreover, the first poling at positive bias generated
equal CPD shifts in both systems. However, subsequent
cycling linearly increases the CPD shifts in the single TiO2
layer with each cycle, whereas the battery anode surface
potential is repeatedly alternated between nearly fixed values.
This observation can be explained by electronic charge
injection/trapping and redistribution/accumulation of the
H+/OH− screening surface ions in single layer TiO2. The
same can explain the CPD shift in the LIB during the first
positive bias writing. Subsequent biasing of the LIB initiates a
reversible lithiation of the anode and cycling between two
phases with stable CPD shifts: TiO2 + xLi+ + xe− ⇄ LixTiO2.
This is a good example demonstrating various contributions to
the CPD. The LIB surface potential hysteresis is stable with
small shifts in the negative bias region (Figure 9c), indicative of
accumulation of the incompletely delithiated LixTiO2 phase.
Note that this phase-coexistence potential stability effectively
provides an internal reference electrode for the system. The
one-phase TiO2 sample lacks a stable CPD, since a variable
amount of charge can be injected into it. Comparison of the
CPD and topographic maps of the LIB recorded after ±3 V
poling shows that the grains are less responsive to biasing than
the grain boundaries, which implies an enhanced Li+ ion
transport along the latter.
Using KPFM on conventional LIBs is more challenging due

to the presence of conductive and potential-screening liquid. In
2011 Nagpure et al.141 used cylindrical LIBs with LiFePO4
cathodes in a post-mortem KPFM study. The batteries were
charged, discharged, and then disassembled in air. Small
portions of the cathode strip were then cut out and imaged by
KPFM in air. It was found that the fresh samples had a larger
charge sustaining capacity than the aged ones, but the study
did not show any spatial variability in the CPD maps. The
Kholkin group employed a similar approach to study graphite
anodes:142 A LIB was discharged, disassembled in a glovebox,
and the graphite anodes were washed, embedded in epoxy,
polished, and imaged by KPFM in air. Two kinds of batteries
were investigated: fresh (discharged at 1C rate) and aged
(discharged at 16C). KPFM images and histograms of the
graphite anodes of these two samples are shown in Figure 9d,e,
respectively. Large graphite grains of the fresh sample have
sharply outlined regions of lower potential in their cores, and

Figure 8. Work function and contact potential difference. a)
Principle of KPFM operation: shown are band diagrams of a
grounded metallic sample and conductive AFM tip, vacuum levels
(EV), electron chemical potentials (μ̅), surface dipole barrier (Δχ),
and electrostatic potential energy of electrons (Ei). When tip and
sample (that have different work functions, φ) are separated, they
do not interact (left panel). Once they are brought into close
proximity, electrons will flow to equilibrate the Fermi levels (EF).
This process will charge the two objects, shifting the vacuum level
and creating a Volta potential (or contact potential) difference,
VCPD, between them. Application of an external voltage VDC = VCPD
will restore the initial state. b) Work function of elemental metals
vs Pauling electronegativity. Reprinted with permission from ref
136. Copyright 1974 American Institute of Physics. (c) Variation
of work function, Fermi energy, and surface dipole of V2O5 during
lithiation. Reprinted with permission from ref 137. Copyright
2006 Elsevier. (d) Work function shift and electrode potential of
TiS2 (vs metallic Na) during sodium intercalation. Reprinted with
permission from ref 138. Copyright 2004 The American Chemical
Society.
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the CPD map distribution has three narrow peaks correspond-
ing to the inside of the grains, outer part of the grains, and the
copper current collector. The aged sample (Figure 9e), on the
contrary, has a narrow copper peak and two very broad
overlapping graphite peaks corresponding to an almost linear
potential drop from the periphery to the core of a large grain
seen in the image. Luchkin et al.142 conclude that the observed
intragranular potential variations are due to the presence of a
Li+ gradient (via an oxide/hydroxide/carbonate film on the
surface of the graphite formed after exposure of the samples to
air). Thus, the lowest CPD in the maps correspond to the
highest lithium content and large grains of the aged sample did
not delithiate properly upon fast-rate discharging. They point
out that this incomplete delithiation correlates well with the
loss of specific capacity observed previously in the LIBs cycled
at a high rate. The reason for Li+ trapping in the grains was
explained with mosaic and radial models. At low discharge
rates, Li is trapped in the core of graphite grains in separate
islands, whose boundaries are pinned by localized crystallo-
graphic defects (Figure 9f) forming a mosaic-like Li
distribution (Figure 9d). High discharge rates limit the time
of Li+ migration and the grain cores remain uniformly lithiated.
Obviously, the first mechanism is size independent, while the
second depends on the grain size. The authors conclude that
with a proper calibration, KPFM can be used to provide

quantitative information about the Li distribution in the
battery materials and help understand the aging mechanisms of
LIBs.
An in situ, rather than post-mortem, KPFM study of a

working LIB was reported by Masuda et al.143 The all-solid-
state battery had a compound cathode including LiCoPO4,
binder, and Pd as current collector. The KPFM measurements
were performed in a cross-sectional mode in a dry nitrogen
atmosphere (Figure 10a). The researchers focused on the
cathode−electrode interface in two states of charge: charged
and discharged battery, as indicated by the blue circles in
(Figure 10b) master curve. The topography of the selected
region (Figure 10c) was rather smooth and featured several
voids. The same area was mapped with energy dispersive
spectrometry (EDS) in scanning electron microscopy (SEM),
providing information on the distribution of the active cathode
material and Pd particles (Figure 10d). This map was used as a
mask to highlight regions of different composition in a KPFM
image of the same region in the uncharged state (Figure 10e).
The Pd grains have a much lower CPD (higher work function)
than the cathode and electrolyte grains (containing Co and Ti,
respectively). The situation changes once the battery is
charged (Figure 10f): The Pd electrode on the right and
electronically conductive Pd grains display a high CPD, while
the LiCoPO4 material has a lower potential. The right side of

Figure 9. KPFM of battery anode materials. (a) Schematic of experimental setup for cycling an all solid-state LIB and measuring CPD on its
TiO2 anode and SEM image of a cross-section of the battery showing its layered structure. Battery was cycled by applying a voltage bias to
the tip (in contact with the anode) relative to the cathode. KPFM performed by lifting the tip and scanning following each charge/discharge
step. (b) Average CPD shift of TiO2 anode (both single layer and full battery) and applied voltage as a function of measurement sequence.
(c) CPD evolution during battery cycling vs battery voltage. Reprinted with permission from ref 140. Copyright 2012 American Institute of
Physics. (d) Histogram of CPD distribution and KPFM map (inset) of region in a graphite anode of fresh LIB. Arrows indicate areas in
image corresponding to that potential. (e) Histogram of CPD distribution in KPFM map (inset) of region in a graphite anode of the aged
LIB. (f) Proposed “mosaic” model of graphite particle incomplete delithiation. Adapted with permission from ref 142. Copyright 2014
Elsevier.
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Figure 10f displays the boundary between the cathode region
and electrolyte, where a 0.8−1 V potential drop occurs. Note
that unlike the case of an uncharged battery, the CPD map is a
convolution of the electrostatic potential and change in the
work function of the material due to delithiation. The internal
resistance of the battery that controls its performance is
determined by the sum of electrostatic potential drops across
each of the interfaces between the materials comprising the
battery. While most of the recent progress in solid-state LIBs
has been dedicated to finding electrolytes with the highest
ionic conductivity,144 the requirement for large energy density
implies a very thin electrolyte layer (<10 μm), which, even for
already known solid-state electrolytes, will have a large enough
conductivity so as not to be a limiting factor in the battery
performance. Instead, the battery’s charging rate will be limited
by the interfacial impedances.144 KPFM is one of the very few
techniques that is able to directly probe the potential drop
across different interfaces in a working LIB.
Another important electrochemical device besides batteries

is the solid oxide fuel cell (SOFC). Since its operation requires
elevated temperatures to increase the oxygen-ion conductivity
of the constituting electrolyte, studying SOFCs in operando by
SPM is extremely challenging. Recently, Nonnenmann et al.145

developed the high-temperature environmental chamber
schematically shown in Figure 11a. The gas-fed chamber
houses the sample that can be heated up to 700 °C in a
controlled atmosphere. Imaging is performed through a small
opening in the lid of the chamber, thus protecting the sensitive
AFM electronics from the high temperature of the sample
inside. Nonnenmann et al. used this approach to image a
working solid oxide fuel cell at 600 °C with scanning surface
potential microscopy technique146,147a method similar to
KPFM. A schematic depiction of the fuel cell structure and
associated potential distribution is shown in Figure 11b.
Similar to the battery case, in which the electrostatic potential
distribution between the electrodes is determined by the
chemical potential of electrons and Li+ ions in each material,

here, the chemical potentials of the H+ and O2− ions as well as
electrons dictate the electrostatic profile between the electro-
des. Figure 11d−l shows topographic and CPD maps and CPD
profiles in the cathode, solid electrolyte, and anode of the
SOFC.145,148,149 These data allowed the estimation of the ion
transport activation barrier for the SOFC materials. Other
systems have also been explored.150,151

One of the most important challenges in studying charge
transport in electrochemical systems is the need to separate the
electronic current from the ionic one with high spatial
resolution. While the common amperometric techniques
such as electrochemical impedance spectroscopy (EIS) suffer
from low spatial resolution, KPFM and EFM, having high-
resolution, are sensitive to both electronic and ionic processes
and only detect the overall charge distribution. Overcoming
this challenge is possible by looking at the time domain, since
the mobilities and transport coefficients of electronic and ionic
charge carriers are vastly different in most materials. Recording
the potential evolution over time can help separate the
electronic and ionic responses to an electrical stimulus, as
shown in Figure 12a. This idea was realized by modifying the
scanning surface potential microscopy technique into the time-
resolved KPFM (tr-KPFM),152,153 which features the high
spatial resolution of KPFM and a 20 ms temporal resolution
allowing the probing of the bulk and surface charge dynamics.
Tr-KPFM has been used in devices with lateral electrodes,
which are biased with a voltage step pulse (Figure 12a),
triggering charge migration that is detected by the AFM tip.
The resulting 3D tr-KPFM data set (potential = f(x,y,t), Figure
12b) is hard to visualize, and the data are typically averaged
over the spatial dimension that runs parallel to the electrodes.
Figure 12b schematically shows a sample with two lateral
electrodes and distribution of surface OH− groups during the
bias-on (polarization (P)) and bias-off (relaxation (R)) steps
of the experiment. The surface ionic transport, known since
Shockley’s time,154 is important for many devices, determining
the operation of conductometric gas sensors,155 electro-
catalysts, and affecting the polarization switching in ferro-
electric memory devices.156 Unlike amperometric techniques
that are limited by the sensitivity of the current amplifier, tr-
KPFM can probe minuscule charge flows, even on insulating
surfaces.
Figure 12c−f presents examples of tr-KPFM potential

profiling for various materials: activated Ca-substituted
BiFeO3 (Ca-BFO),152 a LiNbO3 crystal,153 a nanostructured
ceria film,157 and pristine Ca-BFO. The dark blue to green
curves denote the systems’ responses during the bias-on step
and the green to red curves display CPD profiles when the bias
was off. The measured surface potential evolution in these
materials varies significantly, indicating the difference in the
stimulated surface processes and their mechanisms. The
pristine Ca-BFO has an almost linear initial potential
distribution between the electrodes (Figure 12c, dark blue
line) when a 5 V lateral bias is applied to the device. Ten
seconds into the bias-on state, the potential profile curves
down near the biased electrode (Figure 12c, upper green line),
revealing polarization of the film due to accumulation of
negative charge in that region. Once the lateral bias is turned
off, the surface CPD becomes negative throughout the film
(Figure 12c, lower green line), confirming the presence of
negative charge. This charge dissipates as the material relaxes
over the next 10 s, and the potential profile becomes a flat zero
line (Figure 12c, dark red line).

Figure 10. In situ KPFM of a cathode material in a working battery.
(a) Schematic of in situ KPFM scanning of a LIB cross-section in
the cathode region. (b) Charging curve of battery with states A and
B selected for KPFM probing. (c) Topographic map of cathodic
region, (d) corresponding EDS map showing distribution of
materials components, (e) CPD map of same region in initial A
state with grain boundaries defined by EDS mapping, (f) CPD map
of same region in charged state B with overlapping composition
mask. Adapted with permission from ref 143. Copyright 2017
Royal Society of Chemistry.
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A strikingly different behavior is manifested by the activated
Ca-BFO film, in which positively charged oxygen vacancies
have been racked-up by the grounded electrode. Other regions
of the film become depleted of oxygen vacancies and acquire
an almost metallic electronic conductivity (p-doped semi-
conductor). The flat CPD region between 45 and 100 μm in
Figure 12d is this virtual metallic electrode. All potential drops
near the left electrode, where oxygen vacancies have
accumulated (Figure 12d, dark blue to green lines). Later,
during the bias-off stage, vacancies slowly dissipate, reducing
the size of the positive CPD hump (Figure 12d, green to dark
red curves). Unlike the semiconducting Ca-BFO, the ferro-
electric LiNbO3 crystal requires a lateral bias of 90 V to
become activated, but even at such a high voltage, this material
only shows a transient positive charge injection from the biased
electrode (Figure 12e, blue curves on the right side). This
phenomenon is limited to a narrow region, while the rest of the
material is unaffected during both bias-on and -off stages. The
ionically conductive nanostructured ceria shows a similar
charge injection, which initially accumulates in the material,
slowly migrates to the grounded electrode during the bias-on
period (Figure 12f, dark blue to green curves) and dissipates

once the electrodes are grounded (Figure 12f, green to red
curves).
The presented data are illustrative of the ability of tr-KPFM

to probe various charge redistribution processes in materials
with a range of conductivities. Since standard KPFM features a
time resolution of tens of seconds to tens of minutes, only the
last charge state of the material is recorded when the relaxation
process is over (i.e., the red line in Figures 12c−f). The
observed CPD evolution can be determined by either
electronic or ionic charge carriers, whose response times are
set by the RC constant of the circuit and the local ionic
mobility, respectively. In the case of nanostructured ceria, the
RC constant was ca. 100 s, which is much larger than the 10 s
time frame used for the tr-KPFM measurements. Thus, the
electronic response could not have been captured in this case.
On the contrary, about 60% of the activated Ca-BFO film had
an electronic conductivity of 0.2 S/m or higher and a low
oxygen vacancy mobility. The estimated electron response
time in this case is lower than 1 μs and thus, no relaxation was
observed in the metallic region during the bias-off stage
(Figure 12d, red line between 45 and 100 μm). The
experimentally observed response times can be extracted

Figure 11. In situ hot state KPFM of a working fuel cell. (a) Schematic of environmental hot stage for high-temperature SPM imaging. (b)
Operating SOFC schematic with cathodic and anodic reactions and potential distribution between electrodes. (c) Electrostatic potential
profile in an ideal SOFC. (d−f) KPFM topographic images, (g−i) CPD maps, and (j−l) CPD profiles in a biased symmetrical LSF-YSZ
SOFC at 600 °C (vertical lines represent interfaces). Adapted with permission from ref 145. Copyright 2013 American Institute of Physics.
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from the potential vs time curves fitted to a single exponential
decay: potential(t) = A + B × e−t/τ. Here A and B are constants
and τ is the mean lifetime of the charged species that causes
the potential variation.
For pristine Ca-BFO, the mean lifetime is plotted in an

Arrhenius plot shown as inset of Figure 12f. The activation
energies for the bias-on and bias-off states are 0.14 and 0.13
eV, respectively. Additionally, the diffusion coefficient of
charged species can be estimated as D ≈ d2/τ, where d is
the interelectrode distance. The calculated room temperature
diffusivity (2 × 10−9 m2/s) and activation energy are similar to
those for proton transport in bulk water (D ≈10−8 m2/s, Ea =
0.12 eV).152 By taking into account that the surface potential
evolution was strongly affected by ambient gas humidity in
these samples, the observed behaviors can be best explained by
generation and migration of the adsorbed protons on the
surface of the LiNbO3, ceria and pristine Ca-BFO samples.
The response of the activated Ca-BFO film may have also been
influenced by bulk oxygen vacancies and electronic hole
transport.
All the case studies discussed lack an important element of

quantitative data analysis and interpretation. Although several
potential-detecting SPM techniques have been developed and
applied to a range of materials and electrochemical devices in
the last three decades, the obtained data underwent only
minimal analysis, with a typical study presenting CPD maps
and deriving qualitative conclusions. A full quantitative analysis
approach would require solving the inverse problem by
converting the CPD maps into maps of local charge
distributions, rates of electrochemical reactions, or ionic
mobilities. This challenging problem was partially solved (in
one dimension) in early KPFM studies of semiconducting

devices158−160 and multielectrode gas sensor systems,155 and
has become an integral part of the so-called energy discovery
platform (EDP) approach.157,161,162

The EDP approach seeks to unravel the surface electro-
chemistry and ionic transport in the studied system through a
synergistic combination of sample microfabrication, tr-KPFM,
and numerical modeling. Considering the case of nano-
structured ceria, it was established that protons were injected
from the positively biased electrode. These protons were
generated at the triple-phase boundaries (platinum electrode,
air, and ceria) through the water splitting reaction:

e2H O 4H (aq) O 42 2+ ++ −V (1)

Injected protons electromigrate via the Grotthuss mecha-
nism and diffuse in the adsorbed water layers along the oxide
surface:161

Ce OH Ce OH Ce OH Ce OHCe 3 Ce 2 Ce 2 Ce 3− + − − + −× • × × × •V
(2)

The measured surface potential is determined by both
diffusion/migration and by generation/annihilation of protons.
To deconvolute the coupling between the transport, reaction,
and electrostatics contribution to the CPD, the following
equations need to be solved:

n
t

D n z n F S f n( ) ( )i
i i i i i i i iμ

∂
∂

= ∇ × − ∇ + ∇Φ + −
(3)

n z q Fi i

r

2 0

0ε ε
∇ Φ = −

Σ

(4)

where ni is the local time-dependent concentration of ions (i =
H+, OH−), D is the ionic diffusivity, z is the ion charge, μ is

Figure 12. Time-resolved KPFM: the principle and examples. (a) In tr-KPFM a voltage excitation in the form of a step pulse is applied
between lateral electrodes of a sample, to which the system responds by redistributing ionic and electronic charge species. CPD is recorded
during bias-on (polarization (P)) and bias-off (relaxation (R)) time periods. Separation of electronic and ionic responses is possible due to
difference in response times. (b) 3D tr-KPFM data set recorded on Ca-BFO: The four variable (VCPD, x, y, t) data set is averaged over the
spatial dimension that runs parallel to the electrodes to generate a 3D plot CPD as a function of interelectrode distance and time.
Polarization of surface ions (presumably OH− groups) observed in CPD profiles and shown schematically below plot. (c−f) Multiple CPD
profiles measured at different times between the electrodes (yellow strips on left) for various samples: mixed ionic-electronic conductor (Ca-
BFO), ferroelectric (LiNbO3), and oxygen-ion conductor (CeO2) of different electrochemical processes probed by tr-KPFM. Inset in (f)
shows Arrhenius plot for mean lifetime of charged species of Ca-BFO surface during polarization (P) and relaxation (R). (a−d) Adapted
with permission from ref 152. Copyright 2013 The American Chemical Society. (e) Adapted with permission from ref 153. Copyright 2014
Wiley-VCH. (f) Adapted with permission from ref 157. Copyright 2015 The American Chemical Society.
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mobility in the electric field, F is the Faraday constant, Φ is the
surface potential, S is the rate of generation reaction (for
protons rate of eq 1), f is the rate of annihilation reaction
(inverse of eq 1), q0 is the elementary charge, and ε0εr is the
ceria permittivity. The rates of proton generation and
annihilation are given by eq 1 as

S
d
dt

k H O

f n
d
dt

k H p

H
2 ;

H
2

H 2

H H
2

O
1/2
2

= [ ] = × [ ]

= − [ ] = ′ × [ ] ×

+

+
+

+

+ +
(5)

By solving this set of equations with finite element modeling
and appropriate boundary conditions, one can simulate
potential profiles between the electrodes as a function of
time, which can then be matched to the experimental data by
tuning the four parameters that characterize the observed
processes: D, μ, S, and f. Figure 13a−b presents the
experimental and simulated potential profiles for nano-
structured ceria. The extracted system-governing parameters
in the form of their dependence on temperature and air
humidity are plotted in the phase diagrams shown in Figure
12d−e. The shapes of the 3D surfaces of these plots show
some differences, implying different contributions of the
reaction rate and proton diffusivity to the tr-KPFM signal.
An Arrhenius plot of the extracted proton diffusivity under

dry conditions (Figure 13c) shows a crossover between two
transport regimes, with the activation energy changing from
0.11 to 0.28 eV. The crossover temperature is around 100 °C,
indicative of physisorbed water desorption, which hampers
transport. The reaction rate Arrhenius plot yields only one
activation energy, 0.24 eV, a value that is significantly lower

than the activation barrier for the water splitting reaction
(equation (1) Ea

wsr ≈ 1.2 eV). This discrepancy can be
explained by recalling that the reaction rate is proportional to
both the reaction constant and water concentration, which
have opposite temperature dependencies:

S k K e e2 H O E k T H RT
H 2

/ /a
wsr

B= × [ ] = × ×−
+ (6)

where K is a temperature-independent constant, kB is the
Boltzmann constant, T is the absolute temperature, R is the
universal gas constant, and ΔH is the average adsorption
enthalpy over the probed temperature range. It follows that the

measured activation energy for S is E Ea a
Hk
R

meas wsr B= − Δ
.

Hence, the value of ΔH = 92 kJ/mol falls in the range between
the adsorption enthalpies of the physi- and chemisorbed
species existing in the probed temperature range. As a
summary of these findings,161 the proton generation and
transport regimes are presented in Figure 13f and reveal how
an interplay between the temperature and humidity
thermodynamic factors favor the existence of several surface
conditions. A thick physisorbed layer of surface water existing
on the surface at low temperature and high humidity facilitates
proton transport. As the temperature increases and humidity
decreases, only a thin physisorbed water layer remains,
impeding transport and giving rise to a minimum in the
phase diagram of Figure 13d,e. Finally, only chemisorbed water
is left on the surface at high temperatures and low humidity. In
this regime, proton transport is enhanced by the catalytic
influence of oxygen vacancies and high thermal driving force.
Although the EDP approach has proven to be a powerful

tool for unraveling reaction and charge transport details,
interpretation and deconvolution of the tr-KPFM data may

Figure 13. Tr-KPFM and the energy discovery platform method. (a−c) Tr-KPFM measured and COMSOL-simulated surface potential
profiles on nanostructured ceria (golden stripes represent lateral electrodes) at 135 °C and 0% relative humidity. For experimental data,
potential profiles at end of bias-on and -off periods were subtracted from profile curves at other moments of time. (c) Arrhenius plot of
surface proton diffusivity extracted from fits shows crossover at ca. 100 °C. (d, e) Dependence of deconvoluted reaction rate and proton
diffusivity on air humidity (H) and temperature. (f) Schematic phase diagram of different proton conduction regimes in nanostructured
ceria, as extracted from the tr-KPFM data. Adapted with permission from ref 161. Copyright 2016 IOP Publishing.
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become ambiguous or impossible for some complex systems
that feature concurrent processes with similar time constants
(e.g., double-layer charging or discharging vs bulk diffusion).
Similar challenges are known for interpretation of impedance
spectroscopy data and can be addressed by employing more
complex complementary methods.
Triggering ionic motion does not necessarily require a lateral

electrode excitation. Rather, a step-like voltage pulse can be
applied to the AFM tip itself when it is positioned a short
distance (10−15 nm) above the surface of an ion conductor
(Figure 14a). Ions underneath the tip are set in motion by its
electrostatic field and screen it, affecting the force (and, hence,
the resonant frequency) on the cantilever. This approach was
implemented in 2004 in time-domain electrostatic force
spectroscopy (td-EFS).163 A set of frequency vs time curves
are shown in Figure 14b for a LiFePO4 crystal. These curves
c a n b e fi t t e d t o a s t r e t c h e d e x p o n e n t i a l :
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Δf fast is the frequency shift due to fast relaxation (initial
sharp drop of frequency), Δfsat is the saturation value, t is time,

β is the stretch factor, and τ is the relaxation time dependent
on the local resistivity, R, and capacity, C, of the probed
nanoscale volume (ca. 40 nm3) and the capacitance, CV, of the
tip−sample gap: τ = R × (C + CV). It has been shown that
Arrhenius plots of relaxation times measured microscopically
with td-EFS and macroscopic electrical spectroscopy for two
different solid-state ion conductors are similar.163

An Arrhenius plot for two locations on a LiFePO4 sample is
shown in Figure 14c.164 The activation energy calculated from
the plots is not the energy barrier for a single ion hopping
event (Ea), but rather an activation energy for the collective
ionic transport through the material: Ea* = Ea/β.

164 Knowing
the β value, Ea can be recovered from the data. In addition to
simply activating ionic transport below the tip, charge can be
implanted by bringing the tip into contact with the surface
then pulling it away and monitoring the charge dissipation by
subsequent KPFM imaging. The created charge gradients can
be used to locally change the surface oxidation state and study
the interaction of ionic vacancies with surface defects. It has
been reported165 that for samples in high vacuum, charge can
be easily implanted in oxygen ion conductors such as yttria-
stabilized zirconia and gadolinia-doped ceria, but the surface of

Figure 14. Ionic dynamics captured by other time-resolved approaches. (a) Schematic of electrostatic force spectroscopy measurement on
LiFePO4. Application of stepped voltage bias to tip activates ionic motion beneath it, which can be registered by monitoring frequency shift
of cantilever oscillation. (b) Frequency shift vs time plots for different temperatures. (c) Arrhenius plot of relaxation times for two different
locations on sample. Adapted with permission from ref 164. Copyright 2017 The American Chemical Society. (d) Schematics of ultrafast
F3R-KPFM imaging approach: While a DC step-pulse is applied between the lateral electrodes on sample activating ion transport, an AC
single-frequency bias is applied to AFM tip oscillating above surface, and signal from the photodetector is captured, filtered of noise, and fit
to obtain CPD. (e) Topographic image of a CH3NH3PbBr3 single crystal with metallic electrode on left (behind dashed line). (f) Time-
averaged (over ca. 4 ms) CPD map and CPD temporal profiles at selected points on sample. (g) CPD maps at various times after electrode
was negatively biased showing field-assisted dynamics of positively charged ions. Adapted with permission from ref 166. Copyright 2017 The
American Chemical Society.
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the electronic insulator Si3N4 remains unaffected by
implantation attempts. These observations confirm that the
implanted charge is of an ionic nature, that is, oxygen
vacancies. The negative voltage implantation is given by VO

·· +
2e− → VO

× , while at the positive polarity, oxygen is evolving:
O V O 2eO O

1
2 2+ ↑ +× ·· −V . The 2D Poisson and Fick’s second

law equations can link the KPFM maps with the Gaussian
distribution of the implanted charge to the local charge density
and ionic diffusivity, as in the 1D case of EDP.
In depth understanding of the nanoscale reactions and

charge transport is impossible without detecting all the active
processes in the system and capturing the potential dynamics
across a wide frequency range. The time resolution of the SPM
techniques described above ranged from milliseconds to
minutes, whereas the electronic response times in semi-
conductors and mixed ionic-electronic conductors (MIEC) are
on the order of microseconds and below. Expansion into this
time domain was recently accomplished by development of the
fast free force recovery KPFM (F3R-KPFM) method.166

Similar to tr-KPFM, an excitation DC step-pulse is applied
between the lateral electrodes and the tip is AC-biased;
however, rather than a single-frequency lock-in detection of the
cantilever response in a slow pixel-by-pixel fashion, the entire
output of the photodetector is captured in full information
capture (G-mode)167,168 (at a sampling rate of 1 to 10 MHz),
digitally filtered of noise, and fit to extract the CPD
dependence as a function of time (Figure 14d). Typically,
the time resolution of AFM is fundamentally limited to
milliseconds by the cantilever ring-down effect, the time it
takes for the cantilever to equilibrate after a sudden
perturbation. However, this mechanical bandwidth can be
overcome if the cantilever transfer function, H(ω), is known
from a prior calibration. The time-dependent force on the
cantilever in the Fourier space can then be calculated as F(ω)
= Y(ω)/H(ω), where Y(ω) is the cantilever displacement
(photodetector response).166 Since the low-pass filter of the
lock-in amplifier is eliminated, F3R-KPFM becomes ultrafast
and is capable of scanning the sample at normal AFM speeds
and having a 10 μs resolution.
As an example, organometallic halide perovskites (OMHPs)

possess the unique properties of a mixed conductor with
ambipolar ionic-electronic transport characteristics. Recently,
OMHPs have demonstrated outstanding multifunctionality in
photovoltaics,169 photodetectors,170 light-emitting diodes,171

and ionizing radiation sensors172 and are therefore at the
forefront of research activities. Although research on OMHP
has made remarkable achievements during the past few years,
OMHPs have shown spatial and temporal inhomogeneities in
charge transport properties due to anisotropic ion migration
and charge distribution. Therefore, it is important to
understand the origins of time-dependent phenomena and
the spatial localization of processes activated by an external
stimulus such as light or an electric field. Figure 14e−g
presents mapping results of field-assisted charge transport in an
OMHP device, for example, a CH3NH3PbBr3 single crystal, in
which several different ions are mobile. Topographic and
KPFM images averaged over 4 ms of the device are shown in
Figure 14e,f, respectively. The metallic electrode is visible on
the right side of the images. Selected CPD vs time response
curves for several locations are shown in Figure 14f. As can be
seen, potential is almost unperturbed on the grounded
electrode (as the opposite electrode is biased at −4 V), but

a significant transient is observed on the crystal itself. Time-
sliced maps of the region are presented in Figure 14g
illustrating the spatial variation of the surface potential
evolution due to ion migration.
Here, it was demonstrated that advanced KPFM on lateral

devices can be used for visualizing ionic and electronic charge
dynamics and electrochemical reactivity across four decades,
from 10−2 to 105 Hz, thereby separating underlying processes
based on their response time (tens of μs to several minutes).
The potential-detecting SPM techniques provide ample
opportunity to study nanoscale electrochemical reactions and
ionic/electronic transport, including ion interactions with the
local defect structure and interfaces, spatially resolved energy
barriers for single-ion hopping and collective ion migration,
and temperature and gas environment dependence of reaction
rates and regimes. Despite significant challenges arising from
the complexities of the studied processes, we expect that the
future will see an expansion in the application of these methods
to electrochemical systems in a systematic and quantitative
way.

Current Detection in Liquids. Classical electrochemical
techniques have been developed to study systems containing
liquid electrolytes, and, like the SPM electrochemical methods,
rely on detection of potential, current and sample expansion.
Direct downscaling of electrochemical amperometric measure-
ments to the nanolevel is possible, if a liquid electrolyte is
present. Liquid acts as a medium that connects nanoscale
reactions under the tip to the reference and counter electrodes
hundreds of microns away from the tip by shuttling ionic
species. Since 1989, several amperometric in-liquid SPM
techniques have been developed, all based on ultramicroelectr-
odes (UME) connected to a potentiostat and scanned across
the sample. UMEs are fabricated from fused glass micro-
capillaries and can be open at both ends (for ion-selective
electrodes) or sealed with a Pt wire. The three most common
techniques using UMEs are scanning ion conductance
microscopy (SICM),173 scanning electrochemical microscopy
(SECM),118 and scanning electrochemical cell microscopy
(SECCM).174 In SICM, a potential is applied between the wire
inside a hollow electrolyte-filled UME and an external
electrode, and ionic current through the UME capillary
opening is monitored (Figure 15a). When the UME is far
from the surface, this current depends only on the potential,
bulk ion concentration of the supporting electrolyte, ion
diffusivity and diameter of the opening. When the UME is
brought within one tip diameter of the surface of the
submerged sample, the gap resistance and local sample
conductivity start influencing the detected current, which can
be used to measure sample’s topography and conductivity.
Similarly, in SECM, a sealed UME (Pt wire sheathed with glass
and exposed to solution only at the very tip) is used to monitor
Faradaic charge transfer current between the tip and the
sample (Figure 15b). SECM uses several auxiliary electrodes,
including a standard reference electrode, to precisely control
the potential applied to UME. Finally, SECCM employs a
single or double-barrel (θ-type) micropipette with two metallic
wires inside and filled with electrolyte to wet the sample’s
surface locally via the formed meniscus (Figure 15c). Thus, the
affected region of the sample and the detected current are
localized and not affected by the bulk solution noise. The
potential can be applied either between the wires or between
one of the wires and the sample.
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All of these techniques can be used in three main modes
shown in Figure 15d−f (the names of the modes can differ
depending on the technique, for example, SECM AC mode is
called scanning vibrating electrode technique). In constant
height mode (Figure 15d), the tip approaches the surface until
the measured current reaches the set point, and then the
surface is scanned while maintaining this set point. This is the
most common mode used for SICM and SECM, producing
images that are a convolution of the sample’s topography and
electrochemical activity (conductivity). In constant distance
mode, topography is measured separately, and then the tip is
kept a constant distance d above the surface, thus only
detecting local activity (Figure 15e). This mode can be used in
DC or AC variations, when the d-distance is either constant or
fluctuates around a constant value by shaking the probe. The
AC mode is used with a lock-in amplifier and allows for more
precise control of the d-distance. The sample’s topography can
be measured with SECM/SICM by applying a very small
potential to the UME, ensuring that only ionic current flows,
and the redox reaction of interest is not initiated. Alternatively,
the UME can be a part of the AFM probe, which can measure
topography directly.175 The hopping mode (especially useful
for SECCM) can also be used, when the probe reapproaches
the surface at each pixel of the forming image, preventing
accidental damage of the UME by collision with the surface
(Figure 15f).
The resolution of UME-based techniques is lower than that

of other SPM methods and is determined by the diameter of
the nanopipette opening, or Pt wire electrode. For two
decades, spatial resolution of these methods was mainly limited
to micrometer or larger scale, but this has been significantly
improved in the recent years. Nowadays, typical SICM/SECM
probes have opening/tip diameter of 50 to 100 nm, although
state-of-the-art probes have been reported with diameters
down to 13 nm.176 The standard vertical resolution of these
techniques is about 10 nm.176

SECM probes are available only from one vendor, and many
groups fabricate probes themselves by fusing glass micro-

pipettes, pulling them to nanosizes and then polishing the tip
with a focused ion beam. UMEs are hard to work with, as they
easily get clogged or blocked by debris, and are sensitive to
electrostatic discharge and mechanical vibrations.177 In
addition, nanoelectrodes only produce very small, pA currents.
Despite these difficulties, UMEs allow for studying ultrafast
reactions and unstable transient species. The gap between the
UME and sample is so small that the intermediates can traverse
it in a very short time−milliseconds to microseconds−before
they disintegrate. For this reason, a lot of work has been
dedicated not to spatial surface mapping, as with other SPM
techniques, but rather to acquisition of local cyclic voltammo-
gram and approach curves. This way quantitative information
about the rate of specific reactions, diffusivity of species, and
charge transfer kinetics was obtained. Other advantages of the
UME-based techniques include the following: true noncontact
mode, allowing for working with very soft samples, such as
biological objects; the possibility of probing electrochemistry
at the liquid−solid and liquid−liquid interfaces; potential
quantitativeness of measurements relying on the presence of
reference and auxiliary electrodes and precise current control.
UME-based SPM techniques have been used to image K+

channels in living kidney cells;178 probe Li+ transport in
LCO,179 MnO,180 and Si;181 measure electronic conductivity
in TiO2;

182 study SEI formation on glassy carbon,183 TiO2,
182

and metallic Li;184 quantify electrochemical activity on
LiFePO4

185 and Li7La3Zr2O12
186 surfaces and on Pt,187

Au,188 and MoS2
189 nanostructures; detect short-life inter-

mediates such as N,N-dimethylaniline cation radicals,190

trivalent tin,191 CO2
•−,192 and O2

•−.193 Below, we present
several examples of nanoscale mapping of electrochemical
activity in liquids with these techniques (Figure 16).
Unwin’s group used SICM to characterize electrocatalytic

reactions on individual gold nanoparticles (AuNP) on carbon
nanofibers.188 Employing self-referencing hopping mode and
an UME with a tip diameter of about 30 nm, they
simultaneously recorded the sample’s topography and electro-
chemical reactivity of borohydride oxidation in alkali aqueous
solution. A small voltage, which provided an ionic current
feedback, but did not induce BH4

− oxidation, was used to
measure the sample’s topography and position the tip 20 nm
above the surface at each pixel. Then a larger voltage was
applied to measure the local electrocatalytic activity. Figure
16a,b shows SEM and SICM topographic images of a
collection of AuNPs. The corresponding normalized current
map is shown in Figure 16c. As the nanoparticles catalyze
BH4

− oxidation, the electrolyte around them becomes depleted
of these ions and current is locally suppressed. The ring-like
shapes of the particles are due to the geometric effect of
restricted transport in the gap between the substrate and
particle, leading to deeper depletion of this region.
Bard’s group investigated catalytic activity of Pt nano-

particles (PtNP) deposited on highly oriented pyrolytic
graphite (HOPG) toward the hydrogen oxidation reaction.187

They employed SECM in constant height mode with a 180 nm
tip diameter Pt UME. To separate the sample’s topography
from activity, a dual redox mediator approach was used.
Topography was probed at 0.3 V applied to the substrate and
−0.1 V (vs Pt) to the tip in electrolyte containing ferrocenyl
methyl trimetylammonium (FcTMA+) perchlorate. FcTMA+

was oxidized at the tip to FcTMA2+, which was then reduced at
the substrate, generating current proportional to the local
topography (Figure 16e). Particles were not well-resolved, but

Figure 15. Current-detecting SPM techniques for probing in-liquid
electrochemistry. Schematics of (a) SICM, (b) SECM, and (c)
SECCM. Modes of operation: (d) constant height, (e) constant
distance DC/AC mode, and (f) hopping mode. WE is working
electrode, CE is counter electrode, and RE is reference electrode.
Dashed lines show the trajectory of the probe, and orange arrows
indicate the direction of probe’s motion.
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five of them have been identified. Imaging electrocatalytic
activity of the particles was done in a different electrolyte
(containing HClO4) at −1.0 and −0.4 V vs Pt applied to the
tip and substrate, respectively. The obtained current maps were
fit to simulations, yielding the shape, orientation, and catalytic
activity of each particle. An example of high-resolution SECM
imaging is shown in Figure 16f.194 Here, a strand of DNA on a
mica substrate was imaged with a tungsten STM tip, which
formed an UME with the water meniscus due to high air
humidity. Bentley and Unwin have demonstrated high-
resolution imaging of gold nanocrystals on glassy carbon
substrates with hopping mode SECCM using an UME with a
single channel (opening diameter ∼30 nm).189 The inner
UME wire was a palladium−hydrogen quasi-reference
electrode in a 0.1 M HClO4 solution. Figure 16g shows an
SECCM topographic image of the sample with several
triangular and hexagonally shaped gold nanocrystals. The
corresponding current map, reflecting the activity of the
hydrogen evolution reaction, is presented in Figure 16h.

Interestingly, since the gold crystals have the same orientation,
the current (activity) of their top (111) surface is the same
(−12 pA).
The future development of the UME-based SPM

techniques, currently underway, focuses on increasing the
spatial resolution, deconvoluting the measured signal into
topography and electrochemical activity, combining different
techniques together (e.g., AFM-SECM, SICM-SECM, etc.),
and using nonaqueous electrolytes for battery research. More
information on these methods can be found in several recent
reviews.176,177,195−198

Hysteretic I−V Detection in Solids. Amperometric
techniques are widely used in electrochemistry to study mass
and charge transfer reactions, relaxation processes, to
determine Coulombic efficiency of reactions, and the
conductivity of electrolytes. It may seem straightforward to
use the same methods for SPM electrochemical studies in
solids; however, the nanoscale level imposes several limitations
that severely affect the implementation of the chosen method
or data interpretation. The first challenge was mentioned
above: In the all solid-state SPM studies, no reference
electrode is present. Second, Faradaic processes in nanoscale
volumes generate currents well below the detection limit of
existing current amplifiers. Recalling the example given in the
ESM section, delithiation of a 20 nm3 volume of LiCoO2 to
Li0.5CoO2 under the tip will cause a local expansion of about
1.2 nm (detectable by ESM) and a current flow of about 20 fA
in 1 s (undetectable by current amplifiers). Thus, direct
Faradaic current detection by SPM is usually not feasible, as
measurable currents in ionic conductors modify the samples on
the micrometer, rather than the nanoscale. It is also
noteworthy that interpretation of the much more localized
ESM results can be ambiguous, since piezoelectric, flexo-
electric, Vegard strain, Faradaic, charge injection, chemical
dipole, and other effects can contribute to the ESM signal. The
third problem of downscaling classical amperometric techni-
ques is the large impedances of the tip−sample junction,
roughly given by the spreading resistance equation: RS = ρ/4r,
where ρ is the sample’s resistivity, and r ∼ 10−100 nm is the
tip−surface contact radius.199 For an ion conductor with a
typical resistivity of 104 Ω·cm, RS = 2.5 GΩ. Coupled with
typical stray capacitances in AFM systems (10−100 pF), this
gives an RC constant of an impedance measurement of 4−40 s,
obscuring any processes that occur in the sample at lower time
scales (note that for potential detection described above, this
limitation is irrelevant). For this reason, although AFM-based
nanoimpedance spectroscopy imaging methods were intro-
duced in the early 2000s,146,147,199 they have not been widely
applied to electrochemical systems. A related method, scanning
near-field microwave microscopy, has recently been applied to
probing metal electrodeposition in a liquid through a thin
membrane;200 however, in this method the microwave
reflectivity is a proxy signal for the formation of the metallic
phase and the microwave radiation does not induce the
electrochemical process per se.
Overcoming these shortcomings is possible by using the

memristive detection scheme implemented in the first-order
reversal curve current−voltage (FORC-IV) SPM technique.201

Memristive materials are mixed ionic-electronic conductors
(MIECs), in which ions act as mobile dopants, modifying the
local electronic structure of the material as they electromigrate
through the lattice.202−204 In continuous media, the cross-
dependence of ionic and electronic conductivities can be

Figure 16. Nanoscale imaging of electrochemical activity in liquids.
SICM imaging: (a) SEM image of Au nanoparticles on a carbon
fiber, (b) topographic map, and (c) normalized current map (V =
0.65 V) of the same region. Measurements were performed in 30
mM NaOH and 3 mM NaBH4 aqueous electrolyte to probe the
nanoparticles catalytic activity in oxidizing BH4

−. Adapted with
permission from ref 188. Copyright 2017 American Chemical
Society. SECM imaging: (d) Current map of Pt nanoparticles on
HOPG substrate probed at Vtip = −1.0 V, Vsubstrate = −0.4 V vs Pt
(this map reflects activity of the H+/H reaction) and (e) current
map of the same region recorded at Vtip = 0.3 V, Vsubstrate = −0.1 V
vs Pt (this map reflects topography of the sample, or activity of the
FcTMA+/FcTMA2+ reaction). Individual nanoparticles are enum-
erated. Adapted with permission from ref 187. Copyright 2016
American Chemical Society. (f) A high-resolution image (total
current map) of DNA fragments on a mica substrate recorded with
SECM. Reprinted with permission from ref 194. Copyright 1999
National Academy of Sciences. SECCM imaging in voltametric
hopping mode: (g) topographic and (h) current maps of gold
nanocrystals on a glassy carbon substrate at Vtip = −0.43 V vs RHE
in 100 mM H2SO4 visualizing hydrogen evolution reaction activity
of the sample. Adapted with permission from ref 189. Copyright
2018 Royal Society of Chemistry.
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described by the Onsager reciprocity matrix and can help
determine the charged species concentration and potential
profiles in a Hebb−Wagner-type polarization of the MIEC,205

or during formation of a p−n junction upon biasing.206 An
important aspect of memristive MIECs is that a minuscule
change in the ionic state of the system (i.e., polarization) is
amplified into detectable variations in the electronic transport.
Materials like LiCoO2 (Li

+ conductivity),207 Ca-BiFeO3 (O
2−

conductivity),208 and CuInSe2 (Cu
+ conductivity)202 are good

examples of such behavior. In some cases, a simple conductive
AFM mapping experiment can reveal the spatial distribution of
ions. For instance, Li4Ti5O12 and Li7Ti5O12 phases can be
reversibly cycled between each other, but the first one is
electronically insulating, while the second is conductive, which
links the AFM-measured electronic current maps to the local
Li+ concentration.209 Note that the lattice expansion upon
lithiation in this system is only 0.2%, and thus cannot be
detected by ESM.
Materials with a more sophisticated behavior, in which both

the reactant and product are MIECs or the insulator-conductor
transition proceeds gradually, can be studied with the FORC-
IV technique. Figure 17b shows a schematic of the FORC-IV
spectroscopy measurement.201 A conductive AFM tip in
contact with the sample serves as a moving electrode through
which a slowly varying DC waveform is applied to the material.
The waveform (Figure 17a) consists of a train of triangular
pulses with increasing peak biases (Vp). The conductive
response of the material is recorded spatially, pixel-by-pixel, by
the current amplifier connected to the bottom electrode as the
tip moves between the pixels, applying the voltage waveform at
each of them. At low Vp values, a MIEC behaves as a
semiconductor with a nonhysteretic IV curve, unless the circuit
includes a large capacitance or significant Joule heating occurs

at the tip−surface junction. As Vp increases, at some point the
ionic subsystem of the material will be activated, and
electromigration of ions will increase the electronic con-
ductivity, making the reverse IV curve different from the
forward one and causing an IV hysteresis. Thus, hysteresis can
serve as a measure of the local electrochemical activity.
As an example of this detection principle, Figure 17c

presents a plot of the FORC-IV hysteresis loop area vs peak
bias as measured on Ca-BiFeO3. Below about −3 V, loops are
nonhysteretic with a zero loop area. Above that threshold, the
tip creates an electric field strong enough to attract the existing
or create new oxygen vacancies (ions), which changes the
oxide’s electronic conductivity and opens a bias-dependent IV
hysteresis. Increasing the temperature decreases the threshold

voltage, as expected: V Tth
S
nF

r∝ Δ °
, where ΔSr° is the change in

the standard entropy of formation of the reaction of oxygen
vacancy formation (it is negative), n is the number of electrons
involved, and F is the Faraday constant. An example of surface
mapping with FORC-IV is shown in Figure 17d−f. Here,
Figure 17d is a topographic image of a surface defect with
increased electronic conductivity and Figure 17e,f displays
FORC-IV curves recorded at specific locations within the
defect, as indicated by arrows. The insets are FORC-IV loop
area maps of the defected area, where the colors from blue to
red indicate the degree of hysteresis in the local IV curves, thus
showing the distribution of the oxygen vacancy activity within
the defect.
As mentioned, FORC-IV is subject to artifacts if a parasitic

capacitance is present in the external circuit or the sample
heats-up locally. Avoiding the capacitive response is possible by
increasing the voltage step height-voltage sweep rate ratio
above the RC constant of the circuit, by cancellation of the

Figure 17. The FORC-IV method for probing local electrochemistry. (a) A train of slowly- varying triangular voltage pulses with ever-
increasing peak biases (Vp) applied via conductive tip to sample surface (an ionic conductor) as depicted in (b). Current response measured
off of the bottom electrode is nonhysteretic at low voltages but becomes hysteretic at higher Vp’s due to motion of ions acting as mobile
dopants. The hysteretic IV curves loop area can be plotted as a function of Vp to determine at what voltage ionic transport is activated
(threshold voltage, Vth). (c) FORC-IV loop area vs Vp for different temperatures as measured on Ca-BFO shows that Vth shifts to lower values
at higher temperatures. (d) Topographic image of a surface defect with high local conductivity (on Ca-BFO) on which a FORC-IV mapping
was performed. (e, f) FORC-IV responses at selected locations indicated with arrows on loop area maps. Defected structure has high
electronic conductivity and non-hysteretic, almost linear IV response, while other regions of the sample have low electronic conductivity and
are easily activated by local oxygen vacancy motion, producing a highly nonlinear and hysteretic response. Reprinted with permission from
ref 201. Copyright 2013 The American Chemical Society.

ACS Nano Review

DOI: 10.1021/acsnano.9b02687
ACS Nano XXXX, XXX, XXX−XXX

S

http://dx.doi.org/10.1021/acsnano.9b02687


displacement current,210 or by using postprocessing (such as
Bayesian inference).211 Joule heating can be estimated and
avoided based on numerical modeling of heat generation and
flow.
Ensuring artifact-free FORC-IV measurements can be done

by cross-referencing with another technique. Figure 18a−c
presents a direct comparison of probing electrochemical
activity by FORC-IV and ESM on a nonferroelectric
memristive sample, a thin NiO film.212 Migration of oxygen
vacancies and nickel interstitials in this material alters its
electronic conductivity and causes local expansion/contraction.
The ESM and FORC-IV curves, recorded simultaneously,
show a very similar hysteretic behavior, despite having very
different shapes (Figure 18a,b). The ESM loop area depend-
ence on the peak bias has a somewhat lower threshold voltage
than the FORC-IV (Figure 18c), which can be explained by a
higher sensitivity of the ESM technique and the fact that ESM
probes reversible processes, whereas the FORC-IV probes both
reversible and irreversible processes.
Discussions in electrochemical studies are usually focused

exclusively on the half-reactions at the working electrode. For
classical electrochemical techniques, this is normal, as the
opposite half-reaction is enabled by the supporting electrolyte,
proceeds at the counter electrode and is generally well-
understood. However, counter-reactions are very important for
the solid-state AFM studies as they control (via charge
balance) the rate of the reaction at the tip−surface junction. If
the counter-reaction is not established on purpose, it can be
either absent (and no reaction will occur at the tip), or water,
present in the ambient, will provide it. As an example, consider

FORC-IV measurements performed on a Ag-ion conductor in
contact with an inert gold electrode.213 A negative bias applied
to the tip is expected to create a metallic silver particle under
it: Ag+ + e− → Ag0. But since the counter electrode is inert and
cannot supply any ions to neutralize the negative charge
injected from the tip (negatively charged silver vacancies under
the tip), this reaction will not proceed unless the sample is
exposed to humid air. Water from the ambient can condense
on the counter-electrode surface and decompose: 2H2O (l) ⇄
4H+ + O2↑ + 4e−, with the H+ ions being injected into the solid
electrolyte. The FORC-IV loop area and size of the formed
silver particles become proportional to the gas humidity, as
shown in Figure 18d.
A similar effect was reported for NiO samples used for

resistive switching memory devices.214 Figure 18e shows
FORC-IV curves recorded on a NiO film in humid ambient
air, dry air, and argon atmospheres, with only the humid air
environment being sufficient to induce memristive behavior in
the material. This can be explained by the lower activation
barrier for the water splitting reaction (with subsequent
injection of H+ or OH− ions into the sample and modification
of its electronic conductivity) than oxidation/reduction of
oxygen: eO V O 2O O

1
2 2+ +× ·· −V (Kröger−Vink notation

used). Parasitic and uncontrolled reactions may also take
place at the tip itself if the experiment is not well designed.
Using a Ti-coated tip on a TiO2 sample produces a much
smoother and stable FORC-IV response than the IV curve
recorded with an inert gold coating,215 which cannot supply Ti
to the sample (Figure 18f).

Figure 18. FORC-IV comparison with ESM and the importance of counter-reactions. (a) Bipolar FORC-IV and (b) ESM curves measured on
a NiO thin film show a hysteresis appearing beyond certain Vp, which can be determined from (c) where loop areas are plotted vs Vp.
Reprinted with permission from ref 212. Copyright 2013, Springer Nature. (d) Histogram of FORC-IV loop area vs Vp as measured on a
silver-ion conducting glass at various air humidity values. At 0% humidity, negligible current and hysteresis are detected (not shown).
Reprinted with permission from ref 90. Copyright 2015, The American Chemical Society. (e) Selected hysteretic FORC-IV responses of a
NiO sample in different ambient. Reprinted with permission from ref 214. Copyright 2018 American Chemical Society. (f) FORC-IV
responses of a TiO2 sample measured with AFM tips with Ti and Au coatings. Reprinted with permission from ref 215. Copyright 2018
Elsevier.
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Analysis of large FORC-IV data sets presents the challenge
of data visualization and extraction. In the examples discussed
so far, only selected IV curves or integrated FORC-IV loop
area maps have been shown. But the full FORC-IV data set
represents much more than this, including multiple IV curves
with their unique shapes for every location on the sample and
containing important information about the local charge
transport properties, which can be correlated with the
material’s structure. Thus, by visualizing the four-dimensional
(4D) FORC-IV data set (I = f(x,y,V,Vp)) using the loop area
representation, much of this information was lost.
This problem can be solved by invoking statistical analysis

tools with a properly chosen set of constraints. One such tool
is Bayesian linear unmixing (BLU)216 that presents data Y as a
linear combination of position-independent endmembers, M,
with respective relative abundances, A, corrupted by additive
Gaussian noise, N: Y = MA + N. This method features several
built-in constraints that enable physical interpretation of the
results: non-negativity (Mi ≥ 0, Ai ≥ 0), full additivity, and
sum-to-one (∑Ai = 1) constraints for both the endmembers
and the abundance coefficients. A BiFeO3-Co2FeO4 (BFO-
CFO) nanocomposite was used to compare a standard

visualization of FORC-IV data with the losslessly compressed
BLU presentation. In this nanocomposite, the tubular
interfaces between the BFO matrix and the embedded CFO
nanopillars feature high electronic conductivity, presumably
due to accumulation of oxygen vacancies at the interfaces.217

This is shown in Figures 19e (topography) and 19a (current
map at a low voltage of 0.1 V). The interfaces are expected to
be more electrochemically active and manifest a higher FORC-
IV hysteresis. Indeed, the loop area maps (Figure 19f−h) for
three peak biases of 3, 5, and 7 V highlight the interfaces that
are activated one-by-one as the peak bias is increased. Note
that these maps look very different from the current maps
recorded simultaneously at the same peak bias (Figure 19b−
d), conveying a different type of information (again, FORC-IV
data are not simply the total conductivity of the sample). If the
same data set is unmixed using the BLU into four conductive
components (on the number of components and how to
choose them, see ref 218), then four IV spectra are obtained
that represent the typical behaviors of the sample (Figure 19i−
l) and four abundance maps are obtained (Figure 19m−p) that
show the spatial distribution of these interfacial behaviors.
Importantly, these eight images (Figure 19i−p) display all of

Figure 19. Deep data analysis of a BFO−CFO nanocomposite FORC-IV data. (a) Current map at 0.1 V shows higher conductivity on the
BFO−CFO tubular interfaces of CFO nanopillars observed in topographic image (e). (b−d) Current maps for Vp = 3, 5, and 7 V of the
FORC voltage waveform used to probe sample. FORC-IV loop area maps (f−h) look very different from the current maps and convey a
different type of information. Map in (f) is mostly featureless, but different interfaces (shown by arrows) become activated at higher voltages
(in maps (g) and (h)) and manifest spatial difference in the onset of electrochemical process. Note that neither current nor loop area maps
contain information on the shape of the local IV curves: It was present in the initial data set but was lost during data slicing/compression. 4D
FORC-IV data sets (I = f(x, y, V, Vp)) can also be llosslessly deconvoluted into a set of IV curves (components) (i−l) and corresponding
loading (intensity) maps using BLU. Sets of graphs and 2D maps retain all information initially present in FORC-IV data set. Extracted IV
components can be fitted to appropriate physical models to unravel local transport behaviors. Panels (a−h) are adapted with permission
from ref 217. Copyright 2013 The American Chemical Society. Panels (i−p) adapted with permission from ref 218. Copyright (2013) The
American Chemical Society.
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the information that the original 4D data set contained, which
is presented in a simple and understandable form. Component
1 (Figure 19i) is the case of ohmic conductance; component 2
(Figure 19j) is the electronic transport through a barrier;
component 3 (Figure 19k) is the low, noise-dominated,
conductivity of the BFO matrix; and component 4 (Figure 19l)
reveals the memristive hysteretic behavior of the interfaces.
Because of the properly selected constraints of the BLU
analysis, these components are scaled in amperes (rather than
in abstract numbers as in case of principal component analysis)
and can be fitted to appropriate physical models, allowing for
the extraction of the conductivity governing parameters such as
the local ion dopant concentration. The conductance is
dependent on the oxygen and water vapor pressure, and the
two active transport mechanisms in the nanocomposite are
ohmic conductance and Schottky emission.219 The Schottky
barrier and local donor concentration are controlled by the
ambient via electrochemical water splitting. FORC-IV imaging
has also been applied to a Sm-doped CeO2-SrTiO3 (SDC−
STO) nanocomposite to reveal the ionic conductance in the
SDC columns only.220

Transition to the Atomic Scale. Of obvious interest is
the transition from the mesoscale electrochemistry to probing
electrochemical phenomena on the atomic level. This is of
interest from several perspectives, both in terms of the new
materials knowledge it offers and new concepts and
descriptions it necessitates. Indeed, analysis of mesoscopic
SPM data can often be performed using concepts and methods
developed for macroscopic electrochemistry, including the
effects of nanoscale confinement, exclusion, and field-depend-
ent mobility. This analysis often necessitates corrections for
very high fields existing in the tip−surface junction. The bias of
10 V applied to the 1−10 nm contact areas yields 109−1010 V/
m fields, sufficient to induce the field-activated ionic transport
and allowing for highly unusual electrochemical processes. In
fact, even more interesting conclusions can be derived via
simple analysis of the electrostatic phenomena in the tip−
surface junction. In this case, the electric field at the contact
junction (or periphery of the tip−surface contact) is diverging
in the classical model, suggesting the need for atomic scale
cutoff length as a relevant parameter. Therefore, even in
mesoscopic SPMs, the atomistic phenomena are essential,
albeit not necessarily obvious. At the same time, transition to
the observable atomic scale severely limits the number of
measurement modalities (since mesoscopic concepts are no
longer applicable), but at the same time enables the
observation of electrochemical processes atom-by-atom.
For a global stimulus, insight into the electrochemical

behaviors can be derived from electrochemical STM. Here,
classical STM measurements are conducted in a liquid
environment, providing atomically resolved information on
the surface atomic structure at the different stages of
electrochemical processes on the surface of the electrode in
an electrochemical cell. However, of greater interest are new
capabilities for probing molecular- and atomic-scale electro-
chemistry enabled by advanced imaging modes. Here, we are
going to discuss the observations of molecular layering in
liquids on electrified interfaces and tip-induced single atom
electrochemistry.
Molecular Layering in Liquids. An approach to explore

electrochemical processes on the molecular- and atomic-scale
is based on direct force imaging of molecular ordering
perpendicular to the surface as most generally applied to

ionic liquids. Room-temperature ionic liquids (RTILs) are
liquids composed purely of charged ions. They have drawn
significant attention in many fields,221−223 especially energy-
related applications,224−226 due to their low volatility and
significant temperature, chemical, and electrochemical stability.
The strong cation−anion interactions within the RTILs and
their large ion size make the conventional Gouy−Chapman−
Stern model,227−229 which describes the electric double layer
(EDL) structure of a diluted solution at the solid−liquid
interface, not applicable. Many simulation and experimental
efforts have been focused on developing the RTIL’s EDL
structure during the past 15 years.230−241 It has been
theoretically predicted by molecular dynamics (MD) simu-
lations that RTILs organize and form a layered structure on the
top of a flat surface. This layered structure can be visualized
with nm resolution by AFM force−distance measure-
ments,242−246 in which the deflection of the tip (which then
was converted into force acting on the cantilever due to
interaction with the environment) was recorded as a function
of distance to the sample surface.
Figure 20a−c shows the force−distance measurements of

the model system 1-ethyl-3-methylimidazolium bis-
(trifluoromethylsulfonyl)imide (Emim-TFSI) ionic liquid on
mica. As the AFM tip approaches the mica surface (Figure
20a), the tip begins to experience resistance due to ionic liquid
layering that creates regions of higher density. When the force
is large enough for the tip to rupture the ion layer and reach

Figure 20. AFM force−distance measurement to extract ion
layering information for ionic liquids on mica and its comparison
with MD simulations. (a) Single force−distance approach and
retraction curves showing multiple ion layers formed on mica
surface. (b) Single force separation plot of curve shown in (a). (c)
2D histogram of 50 consecutively measured force−separation
curves. Histograms of separation values and ion number density
profiles obtained from MD simulations for (d) EmimTFSI, (e)
EmimBF4, and (f) BmimPF6 on mica surfaces. Adapted with
permission under a Creative Commons license from ref 248.
Copyright 2016 Nature Publishing Group.
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the next layer that is closer to the sample surface, a
discontinuity (or a step) appears in the approach curve.
Once the tip is in contact with the mica surface, no additional
discontinuities are observed with increasing force since only tip
bending is measured. During tip retraction and once the tip−
sample interaction forces are overcome, the cantilever snaps
out of contact. The force−separation curve (Figure 20b) is
obtained by transforming the tip height into a tip−sample
separation distance, offsetting the force far away from the
surface as a zero force and subtracting the surface position. The
ion layer positions can then be clearly identified as the vertical
lines in the plot (Figure 20b). The 2D histogram of 50 force−
distance curves (Figure 20c) confirms the statistical reprodu-
cibility of this method to investigate the process of ionic liquid
layering. The histograms of the measured ion layer separation
values only (black curves in Figure 20d−f and Figure 21c) are
used to obtain quantitative information; for example, the
individual ion layer position and degree of ordering within
each ion layer can be extracted from the peak position and full
width at half-maximum (fwhm) of each peak, respec-
tively.247,248 The ion number density profiles of each ion
above the substrate surface obtained from MD simulations
show excellent agreement with the ion layer positions
measured by AFM force measurements.242,247,248 Both the
ion layer position and extent of ordering within each layer are
independent of the tip chemistry, tip radius, and cantilever
geometry.248 The AFM tip is only sensitive to one type of ion
in the RTILs, in this case the anions, as observed by comparing
the AFM results with the MD simulations (Figure 20d), which
show an excellent agreement between the predicted and
measured ion positions. Interestingly, the predicted positions
for the cation layers do not show up in the experiment.
Systematic variations of the mass and volume of the ions of the
RTILs confirm that the AFM tip is more sensitive to ions with

a larger volume in the system, suggesting the imaging
mechanism is based on volumetric displacement (Figure
20d−f).248
This approach was applied on a larger scale to include both

out-of-plane and in-plane information in order to reconstruct a
cross-section of the ionic liquid double layer structure.247

Figure 21a shows the height profile of a 1 μm-line measured on
highly oriented pyrolytic graphite (HOPG), where 100 points
along the same line were selected to perform force−distance
measurements in the Emim-TFSI ionic liquid. The results of
each point are presented as a top-down view of the separation
histograms in Figure 21b, where red indicates the ion layer
position and blue are the gaps in the force−distance curves.
Across the measured line, several “kinks” are observed in the
ion layer ordering. Knowing that only the anion positions are
measured for this RTIL, the kinks represent the anion layer
closest to the surface steps, and all the other ion layers react to
this by bending around the created edge dislocation, which
seemingly are not related to the underlying topography. On the
left side of the region across the dislocation (highlighted region
in Figure 21b), the first ion layer is located at 0.3 nm above the
surface. Moving from left to right across the dislocation region,
it is evident that the first ion layer position shifts closer to the
surface and eventually disappears; the spacing between other
ion layers does not vary. In this way, the second layer moves
toward the substrate and eventually becomes the first adlayer
on HOPG. This transition can happen on a different length
scale from 50 to 80 nm. The ion layer positions and fwhm’s of
each layer at each position in the selected zone shown in
Figure 21b are extracted from the Gaussian fitting of each peak
in the separation histograms (Figure 21c shows an example at
position 53). The kink defect in the ion layering can be clearly
observed from the peak positions. The fwhm of each peak
(Figure 21e), which is related to the degree of ion ordering

Figure 21. Multiple defects in ion layer structure across long lengths and analysis of defects. (a) Line profile of topography of HOPG surface
where force−distance curves were collected for 100 positions along same line. (b) Top-down view of separation histograms for all 100
locations (black box highlights location of observed dislocation defect). (c) Separation histogram for position 53 (highlighted region in b)
with Gaussian functions fit for each ion layer. (d) Position and (e) fwhm of Gaussian functions used to fit separation histograms. Adapted
with permission from ref 247. Copyright 2015 Elsevier.
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within the layer, shows that the first adsorbed layer retains a
narrow peak width during the transition, indicating strong
ion−substrate interaction that preserves a high degree of ion
ordering. The subsequent ion layers experience less influence
from the substrate surface, resulting in less ordering and
broader fwhm’s compared to the first ion layer. For the same
ion layer, the peak width first increases then decreases to its
original value during the transition, which means that the ion
layers become less ordered during the transition when they are
moved out of their equilibrium position.
The AFM force−distance measurements and the measure-

ment protocols developed for carbon-based surfaces have
recently been applied to investigate the mechanism of charge
carrier enhancement in ionic liquid gated thin-film oxide
transistors.249 The double-layer structure of 1-Hexyl-3-
methylimidazolium (Hmim)-TFSI ionic liquid close to the
source electrode on an amorphous indium gallium zinc oxide
(a-IGZO) transistor was studied by AFM and MD
simulations.249 When increasing the gate voltage from 0 V to
+2 V, the first adsorbed ion positions shift closer to the surface,
but rather than moving toward the surface in a continuous way,
the ion positions undergo abrupt transitions at +0.4 V and +1.0
V (Figure 22a). At the same time, the macroscopically

measured source−drain resistance changes its dependence
from the gate bias (Figure 22b), indicating a strong correlation
between the ionic liquid EDL structure and the device
properties. MD simulation results are in qualitative agreement
with the AFM results. Upon increasing the gate bias, the first
adsorbed cations rotate their alkyl chains parallel to the surface
and tilt their imidazolium rings parallel to the oxide surface
(Figure 22c−e). Due to the large size and asymmetric shape of
the cations, the charge distribution of the first adsorbed ion
layer is inhomogeneous. The a-IGZO surface charge induced
by the first layer of adsorbed ions, thus, shows disconnected
metallic regions, which explain the semiconductor-like
conductance of the device. When the bias is increased from
0 V to +1.5 V, cation flattening takes place in response to the
bias and increases the EDL density, decreases the EDL

thickness, and generates a large local charge density, which is
believed to be linked to the observed changes of conductivity
(Figure 22f−h). By combining AFM and MD simulations, the
bias effect of the EDL structure and its correlation to
macroscopic device performance is revealed, which will benefit
future device design. In addition, the developed MD approach
can be used to predict the gating phenomena of different ionic
liquids.91

Single Atom Electrochemistry via STM. Finally, of
special interest are electrochemical measurements on the
atomic level. Here, the natural question is whether bias-
induced phenomena on the atomic level can be even classified
as electrochemical. We pose that this is indeed correct. First,
based on the (somewhat loose) definition of electrochemistry
as the chemical changes and ionic transport induced by
electrical current or voltage, chemical changes induced by tip
bias comport to this definition independent of the length scale.
This, for example, will differentiate these phenomena from
classical STM-based atomic manipulation, where tip motion in
the vertical and lateral directions at fixed bias is used for atomic
motion. Second, broad classes of phenomena, ranging from
corrosion initiation, electromigration, and indeed tip-induced
electrochemistry, are considered as electrochemical despite
that the relevant length scale is atomic. Of course, generally
these are analyzed theoretically, or on macroscopic objects,
and hence atomic scale electrochemistry is sometimes
considered as a contradiction in terms. Nonetheless, the lack
of prior concepts and tools is not the reason not to extend the
concept of electrochemical studies to nanometer and atomistic
level, as done here.
Here, we discuss how the concept of local electrochemical

characterization can be extended to atomic level via the
concept of memristive detection in STM. Recently, significant
progress on controlling atomic filaments in resistive switching
devices with STM has been reported.88,250,251 The question is:
Can we do electrochemistry on individual atoms? Figure 23a
shows an STM topographic image of a freshly grown
La0.63Ca0.37MnO3 (LCMO) film with (La,Ca)O termination
islands (bright region at center of topographic image as
recorded at room temperature).252 The STM tip was placed at
the location of the red dot, the z-feedback was switched off,
and a FORC-IV waveform (shown inset, Figure 23c) was
applied to the sample. The recoded IV curves exhibited a
jagged appearance but were clearly hysteretic (Figure 23c).
Imaging the surface following the FORC-IV measurement
revealed that two oxygen vacancies had been created in the
vicinity of the tip’s former location (Figure 23b). Formation of
individual oxygen vacancies with a STM tip bias and
correlating this process with the functional response can help
determine vacancy ordering preferences and provide exper-
imental data for verification of first-principle calculations. For
small bias excursions, the tip bias does not induce electro-
chemical changes of the surface, and hence the forward and
reverse tunneling characteristics remain the same. For
sufficiently high bias, the tip pulls an oxygen atom from the
lattice inducing an electrochemical process. The corresponding
forward and reverse IV curves do not coincide and the
magnitude of the hysteresis and corresponding voltage
provides the information on atomic-scale electrochemical
process. Subsequent imaging of the surface illustrates that
indeed the process resulted in formation of two oxygen
vacancies.

Figure 22. First adsorbed ion layer structure of Hmim-TFSI on a-
IGZO and the surface charge distribution of a-IGZO under
different bias. (a) Distance of first adsorbed ion layer position and
(b) resistance of the oxide channel, calculated from applied
source−drain voltage and measured source−drain current as a
function of gate voltage. (c−e) Snapshots of innermost ion layer
structure and (f−h) corresponding surface charge distribution on
a-IGZO surface under different bias. Top (c, f): 0 V; middle (d, g):
0.4 V; bottom (e, h): 1.5 V. Adapted with permission from ref 249.
Copyright 2017 The American Chemical Society.
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This approach demonstrates the obvious challenges of
reproducibility and interpretability. For the former, the tip
state can change due to the reaction (e.g., an oxygen atom can
bind to the tip apex). Correspondingly, automatic tip
conditioning as, for example, proposed by Wolkow et al.253

can be a solution.
The broad adoption of tip conditioning and image

interpretation will allow us to significantly extend the
reproducibility and statistics of these measurements, enabling
statistically significant studies of surface transformations. The
corresponding mechanisms can be approached in the frame-
work of research on STM-based surface atomic manipulation,
albeit the relationship between local measurables and macro-
scopic electrochemical descriptors is open for exploration. For
these, FORC-IV is a powerful technique for probing nanoscale
electrochemistry and charge transport in solid-state MIECs
without interference from the piezoelectric effect, which is
responsible for ESM artifacts. Combined with the BLU deep
data analysis, FORC-IV can help extract the numerical values
of the physical parameters that govern electrochemically
controlled electronic transport. In the future, the FORC-IV
method can be used to construct IV libraries of conductive
behaviors corresponding to specific transport mechanisms and
matched to standard models using Bayesian inference methods
and knowledge of the tip−surface junction geometry.
Electron Microscopy-Based Imaging of Electrochem-

ical Processes. EM offers a complementary approach for nm-
scale and atomically resolved imaging of materials. Corre-
spondingly, of interest are the potential applications of EM
methods for probing electrochemical phenomena. In this
regard, several comparative comments should be made. First,
EM imaging is, by its nature, based on high-energy electrons,
resulting in a broad spectrum of possible equilibrium and
nonequilibrium beam-induced phenomena. These effects can
be immediately visible as large-scale beam damage due to
knock-on effects or radiolysis,254,255 or they can be more subtle
and manifest as increased excitations of individual atoms or
atomic groups or electronic excitations. Imaging is typically
optimized (e.g., low dose, low energy) to minimize beam-
induced knock-on processes, while the roles of local electronic
excitations and secondary effects remain largely unexplored.
However, intentionally inducing electrochemistry with the
beam also opens a possible pathway toward local studies of
electrochemical processes, if associated mechanisms can be
understood or harnessed. Therefore, in this review we separate

the EM applications for visualization of electrochemical
processes induced by external stimuli (e.g., in situ imaging
studies of electrochemical cells) from the applications
associated with using the electron-beam (e-beam) to inten-
tionally induce phenomena. In this section, we discuss EM of
externally induced electrochemical processes with an (ideally)
non-interacting or minimally interacting e-beam probe.
The rapid development of EM techniques from the late

1930s provides a wealth of information on the mesoscopic
structures of many classes of materials, gaining further
importance once visualization of extended defects such as
dislocations,256−260 and subsequently atomic resolution
imaging261 was demonstrated and reliably established.
Advances in recent years, such as aberration-correction for
significantly improving spatial resolution,262 detectors with
higher sensitivity, and atomic-scale chemical analysis,263 have
made scanning, transmission, and scanning transmission
electron microscopy (SEM, TEM, and STEM, respectively;
all together (S)TEM) indispensable tools in materials science
research. In parallel, significant efforts have been dedicated to
imaging dynamic materials processes in nonvacuum environ-
ments, which is challenging due to the high vacuum of the
(S)TEM column. Variable-temperature and gas-flow environ-
ments, static and flowing liquid cells, and electrochemical cells
for use within the microscope column are now critical for
performing in situ imaging and analysis. Many of these
advances are summarized in several recent reviews,263−267

and instrumentation for conducting (S)TEM electrochemical
experiments is now commercially available from a number of
manufacturers.
(S)TEM investigations of electrochemical processes in

liquids has steadily progressed over the past 15 years or
so.263 This technique utilizes specially fabricated silicon-based
chips that are assembled into a microelectrochemical cell
(Figure 24a). These cells encapsulate a thin liquid layer
ensconced within thin (≈50 nm or less) SiNx or similar (e.g.,
graphene) windows to separate it from the vacuum environ-
ment for transmission of the e-beam through the chip and
liquid. Metal electrodes can be patterned on the internal
surface of microelectro-mechanical systems (MEMS)-based
chips and connected to external electronics enabling control
over voltage and current within the cell. While the
optimization of electrochemical experiments in the (S)TEM
environment brings challenges associated with atypical
electrode geometries, μm-size regions of interest, and larger

Figure 23. Atomic-scale electrochemistry. (a) STM image of a La0.63Ca0.37MnO3 film. Red dot indicates tip location for application of FORC-
IV waveform (shown as an inset in (c)). (b) STM image after FORC-IV measurement at single location shows removal of two oxygen atoms
from lattice (highlighted with circle). (c) FORC-IV response corresponding to removal process. Reprinted with permission from ref 252.
Copyright 2015 AIP Publishing.
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IR drops in the connections, recent advances in cell geometries
have enabled electrochemical behavior to be compared to
conventional electrochemical cells268 and general e-beam
effects can be ascertained by electrochemical testing with and
without beam irradiation.
The first observation of electrochemical phenomena in such

liquid cells was carried out in 2003 by Williamson et al., in
which nucleation and growth during Cu electrodeposition was
monitored.269 In recent years, the wave of interest in battery
technologies has led to multiple observations detailing
electrochemical lithiation, electroplating, dendrite formation,
and growth of the solid−electrolyte interphase (SEI).270−279

The electrochemical deposition and stripping of lithium metal
has been a particular emphasis due to the importance of
understanding growth and SEI formation for the development
of high-capacity lithium anodes. (S)TEM imaging revealed the
evolution of the lithium metal morphology and its relationship
to the structure of the SEI surface layer,274,276,280−282 and these
types of data have been correlated to measured electrochemical
signatures (Figure 24b,c). Phase transformation pathways have
been investigated at the nanoscale in materials that form alloys
or other compounds during lithium insertion,268,283,284

revealing the importance of nonuniform nucleation behavior
in controlling transformation pathways. Li+ insertion into
cathode materials has been monitored via spatially localized
valence changes using energy-filtered TEM imaging.285

Corrosion processes have also been similarly studied.286

(S)TEM techniques and electron energy loss spectroscopy

(EELS), in addition to conventional TEM imaging, are
important for these studies to maximize resolution and
understand chemical evolution.287

While these liquid-cell electrochemistry experiments per-
formed inside the TEM have been groundbreaking, there are
many challenges with their implementation and reliable
analysis of results. In particular, the interaction of the e-beam
with liquids (water or the organic liquids used for Li-ion
battery electrolytes) can result in a complex cascade of
transport and reaction phenomena.288,289 In water, the e-beam
can produce molecular and radical products as well as highly
reactive solvated electrons.290 In organic liquids, the e-beam
can cause electrolyte breakdown or induce electrochemical
reactions.273 While such effects can be useful for active
utilization of the e-beam to induce electrochemistry (as
discussed in section VI), they must be understood, controlled,
and minimized when trying to mimic (or match) conditions
within macroscale electrochemical cells. Electrochemical
measurements themselves must also be carefully carried out
within these cells, as offset potentials due to the e-beam or
erroneous potential measurements can occur.291 The over-
arching goal is to directly correlate nanoscale electrochemical
dynamics to electrochemical signatures arising from a
particular location, and this requires careful cell design and
control over experimental conditions.
In this regard, SEM has advantages over (S)TEM for

conducting in situ experiments, such as the ability to
incorporate larger and more complex devices into the vacuum

Figure 24. In situ (S)TEM of battery electrochemistry. (a) Chip-based liquid electrochemical cell with working electrode (WE), counter
electrode (CE), and reference electrode (RE) sandwiched between two SiNx windows. Reprinted with permission from ref 276. Copyright
2015 The American Chemical Society. (b, c) High-angle annular dark field (HAADF)-STEM images of lithium metal electrodeposition in a
liquid cell and corresponding cyclic voltammograms from three cycles. Reprinted with permission from ref 280. Copyright 2015 The
American Chemical Society. (d) Schematic of open-cell in situ TEM experiment for observing reaction of electrode materials with alkali ions.
(e−g) Series of TEM images showing the reaction of two FeS2 crystals with lithium, revealing volume expansion and fracture. (h)
Hydrostatic stress evolution modeled with finite element analysis for the reaction in (e−h) where stress scale is normalized by Young’s
modulus of this material. Reprinted with permission from ref 301. Copyright 2018 Cell Press.
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chamber and to capture all of the incoming electrons, allowing
for quantitative studies of e-beam effects on the electrolyte. A
few electrochemical studies report the use of SEM with
MEMS/SiNx-based liquid cells292−294 and graphene and
graphene oxide membranes295−297 as well as open geometries
for studying ionic liquid electrolytes298 or all-solid-state Li-ion
batteries.299,300

An alternative in situ TEM experimental setup that has been
successfully used to investigate transformation mechanisms in
battery materials down to the atomic scale is the “open-cell”
configuration (Figure 24d). In such an experiment, first
developed in 2010,302 a TEM holder that allows for
mechanical probing and electrical biasing is used. An electrode
material is supported on one probe, while a counter electrode
(either an alkali metal or alkali-ion-containing material) is
fastened to an opposite probe. An ion-conducting phase is
present on the surface of one of the materials, and this phase is
usually either an ionic liquid electrolyte with very low vapor
pressure or the native oxide/nitride of the alkali metal. A bias
between ∼0.5 and 4 V is then applied between the probes to
cause reaction of the active material. While this is obviously
different than a real battery (since in most cases the active
material is not surrounded by liquid), this experimental setup
has been quite successful in enabling direct high-resolution
(S)TEM investigation of reaction processes that mimic those
in real battery systems.265 Such information has been critical

for understanding how structure, shape, size, and composition
of active battery particles affect reaction pathways and chemo-
mechanical degradation.301,303−307 The downside of such
experiments is that it is difficult to correlate electrochemical
signatures to reaction processes because the reaction often
takes place over a wide and uncontrolled area.
Open-cell in situ TEM experiments have been instrumental

in uncovering reaction processes in high-capacity alloying and
conversion materials, such as silicon, tin, metal sulfides, and
other materials.301,308−311 The large volume changes in these
materials during insertion/extraction of alkali ions often induce
significant mechanical damage, and in situ TEM has revealed
details of reaction front evolution, particle interactions during
reaction, and fracture behavior301,308,312 (Figure 24e−g). Finite
element and density functional theory (DFT) modeling have
been important for interpreting such observations, enabling
links to be established between the observed structural
changes, mechanical stress evolution, and atomic-scale
processes301,313,314 (Figure 24h). Furthermore, in situ TEM
and STEM experiments have successfully revealed atomic-scale
reaction processes at advancing phase fronts and within
materials during Li+ insertion,304,315 providing unprecedented
understanding of fundamental dynamics. Thus, despite some
drawbacks, these types of experiments have yielded important
knowledge about electrochemical systems.

Figure 25. In situ (S)TEM of reactions in solid-state batteries. (a) HAADF-STEM image of the edge of a LLZO solid-electrolyte brought into
contact with Li metal. (b) EEL spectra (oxygen K-edge) of LLZO in (a) collected from interphase region (red) and bulk LLZO (black). (c)
EEL spectra (lithium K-edge) of LLZO in (a) collected from interphase region (red) and bulk LLZO (black). (a-c) Reprinted with
permission from ref 322. Copyright 2016 The American Chemical Society. (d−g) Reaction of individual LAGP solid-state electrolyte
particle with Li metal showing amorphization. The image and selected-area electron diffraction patterns in (d) and (f) are from before
reaction, and those in (e) and (g) are after reaction. (d−g) Reprinted with permission from ref 323. Copyright 2019 The American Chemical
Society. (h−j) In situ experiment of full solid-state battery cell. (h) Schematic of experimental setup. (i) HAADF-STEM image of thin-film
battery stack consisting of LCO, LiPON solid electrolyte, and Si anode. Right frame shows EELS mapping of Si, P, and Li. (j) EELS mapping
of Li concentration across this battery in pristine and biased conditions. (h−j) Reprinted with permission from ref 324. Copyright 2016 The
American Chemical Society.
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In recent years, related in situ (S)TEM-based techniques
have been developed to investigate materials for solid-state
batteries as well as the operation of full nanoscale solid-state
battery cells. Solid-state batteries have garnered increased
attention due to the promise of higher energy density and
improved safety compared to Li-ion systems.316 However,
creating stable and low-impedance interfaces between the
solid-state electrolytes and electrode materials remains a
significant challenge. Many such interfaces are predicted to
be thermodynamically unstable317−319 with expected phase
evolution over time.320 Even for stable interfaces, the
relationships among the atomic-scale interfacial structure,
charge-transfer characteristics, and the potential profile near
the interface are not well understood.321 Through the careful
fabrication of appropriate cells, in situ (S)TEM has the
capability to monitor the nano- and atomic-scale structure and
chemistry of solid-state battery cells during operation.
Several studies have investigated structural and chemical

evolution of a single interface consisting of a solid-state
electrolyte in direct contact with lithium metal. EELS in a
STEM was used to investigate the interface of the garnet
Li7−3xAlxLa3Zr2O12 (LLZO) solid-state electrolyte with lith-
ium322 (Figure 25a−c). EELS of the oxygen and lithium K-
edges showed that a near-surface interphase layer formed,
which involved the transformation of cubic LLZO to the
tetragonal phase during the uptake of Li. This five-unit-cell-
thick interphase was shown to be passivating since the
underlying cubic LLZO was stable.322 Other in situ TEM
work has shown that the reaction of the sodium super ionic
conductor (NASICON)-structured Li1+xAlxGe2−x(PO4)3
(LAGP) solid-electrolyte involves amorphization and volume
expansion due to the uptake of a significant amount of Li
(Figure 25d−g).323 The amorphous phase that results differs
from DFT predictions of the thermodynamically stable
crystalline phases, suggesting that the interphase could exhibit
different properties than expected.
In addition to studies of individual interfaces, several in situ

investigations have been undertaken on full solid-state battery
cells. Such experiments require that the cells be thinned to
electron transparency either by using focused ion beam (FIB)
techniques or by directly fabricating nanoscale battery cells.
Yamamoto et al. reported in situ results on an operating solid-
state cell with a LCO cathode and a glass-ceramic solid-state
electrolyte.325 The authors used electron holography to map
the electric potential distribution near the LiCoO2/electrolyte
interface as a function of applied voltage within the cell and
found that the potential profile near the interface depended
strongly on the applied voltage. Other work used STEM-EELS
to examine the interface between LiCoO2 and LiPON solid-
state electrolyte during charging324 (Figure 25h−j). A chemical
interlayer was observed between these two materials that
evolved during charging to form highly oxidized Co species.
Another study examined the interface of LiPON-based solid-
state cells grown on individual nanowires and showed that self-
discharge was significant with LiPON thicknesses below ∼100
nm.326 Finally, in situ TEM of solid-state batteries has been
used to investigate transformations in cathode materials.327

In situ (S)TEM techniques for the observation of nanoscale
electrochemical phenomena have significantly advanced over
the past decade and have been used to further our
understanding of a wide variety of important processes and
reactions in electrochemical systems. Future developments
hold great promise toward reliably correlating atomic-level

dynamics with electrochemical signatures. While liquid cells
have been instrumental in recording electrochemical data from
well-defined nanoscale electrodes,268 further downscaling
requires exquisitely sensitive electronics and careful exper-
imentation. Furthermore, the advent of low-dose imaging
techniques is expected to be important for atomic-scale
imaging of the many electrochemical materials that exhibit
instabilities under high-energy electron irradiation,328−330 and
it may be important for accurate application of potentials.
Other techniques such as STEM-based differential phase-
contrast imaging may prove to be useful for detecting atomic-
level variations in electric fields within electrochemical
materials and at interfaces during battery operation.331 Finally,
we note that in addition to advances in in situ characterization
methods, new ex situ techniques have recently been developed
for accurate atomic-scale characterization of battery materials
in their native state, which is a long-standing challenge due to
the chemical sensitivity of many electrode materials. In
particular, the application of cryo-TEM methods borrowed
from the biological sciences has successfully revealed the
atomic-scale structure of lithium metal and the SEI layer at the
lithium surface.332,333

The Electron Beam as an Active Probe of Electro-
chemistry. A second opportunity emerging in the context of
EM studies of electrochemical processes relates to the use of
the e-beam as an active probe, inducing and detecting the
electrochemical process (subsequently or in parallel). Signal
detection can be based on single pixel signals, including the
bright and dark field intensity, EELS signal, or full diffraction
patterns (or speckle patterns for less focused beams and
amorphous materials). The implementation of the measure-
ment method in this case is similar to SPM, as illustrated in
Figure 26. Naturally, of interest is the relationship between the
local signal and parameters of the electrochemical process from

Figure 26. Examples of e-beam-induced material alterations
performed in a STEM. (a) “Oak Ridge” nanolithographically
patterned with palladium nanocrystals in a liquid cell. Adapted
with permission from ref 340. Copyright 2016 The Royal Society
of Chemistry. (b) “ORNL” letters epitaxially grown at an
amorphous−crystalline SrTiO3 interface with atomic plane
precision through use of a custom e-beam control interface,
which controlled scan speed and trajectory. Adapted with
permission from ref 341. Copyright 2015 John Wiley and Sons.
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atomic to mesoscopic range, for example, nature of local
atomic changes, shifts in local electrochemical potentials, size
of transformed regions, etc.
Alternatively, measurements can be performed in a dynamic

mode, alternating high-dose exposure, inducing electro-
chemical processes, and low-dose imaging. This approach
necessitates an increase of the dynamic range of the
microscope between the two regimes and can be accomplished
via the broad adoption of compressed sensing modes and
enhanced dynamic range of pixelated detectors.334−337 The
measurement speed can be further accelerated via the
introduction of nonrectangular scans that minimize fly back
delays of the scanning electronics,338 which can be further
combined with compressive sensing.339

While the detection of the electrochemical processes
induced by the e-beam represents a nontrivial but feasible
task and corresponding measurement protocols can be adopted
from SPM-based electrochemical studies, the mechanisms of e-
beam-induced processes represent a much bigger challenge.
Indeed, in SPM the voltage of the tip is well-defined, and while
the extreme fields at the tip−surface junction, nanoscale
confinement, transport limitations, and IR drops in the
adjacent material can all result in unusual chemical processes,
these generally can be explained and simulated with existing
models.
In comparison, the e-beam is a high-energy probe with the

electrons in the 30−300 keV energy range transmitting
through the material at a significant fraction of the speed of
light. On passage through the material, the electrons collide
with the atomic nucleus, transferring a large part of the
momentum. For electron energies above the knock-on
threshold (e.g., 130 keV for Si), this energy is sufficient to
remove the nucleus from the lattice. Alternatively, the energy is
dissipated via phonons, hot carrier excitation, and electronic
transitions. Notably, the knock-on threshold is sensitive to the
chemical environment of the atomic species,342 opening a
pathway for selective manipulation of atoms with dissimilar
bonding.
On transmission through the material, electrons can also

inelastically interact with the electronic subsystem. These
interactions start at the intrinsic time scale of the electron
motion on the order of ∼ fs and lead to the formation of
athermal electrons and holes in the conductive system and
high-level excitations of the core-level electrons. The carriers
thermalize, resulting in thermally distributed (but high
temperature) carriers that exchange energy with the nucleus
system as described by, for example, the two-temperature
model.343 These processes, along with secondary electron
emission, can create local nanometer-scale current flows that,
in turn, can lead to extremely complex sets of local reactions.
Due to the very broad range of energies and time scales from
that of an electron to chemical interaction, these are difficult to
analyze and predict.
However, a natural question is whether a simplified model

for the action of the e-beam can be developed assuming that
the nonequilibrium and high-energy processes are concen-
trated in a small volume and for an external observer these
effects can be represented as a defined boundary condition for
the current/potential and ionic fluxes.
Theoretical Models of e-Beam-Induced Electrochem-

ical Transformations. Upon electronic excitation, energy
barriers that prevent structural rearrangement under equili-
brium conditions can be modulated. Indeed, isomerization

processes associated with large free energy barriers in the
electronic ground state often become barrierless in certain
excited states (Figure 27a).344 Theoretical treatments of the

interactions between swift electrons and materials have
historically been formulated as a scattering problem expressed
in the momentum representation for the incoming electron.345

The resulting inelastic scattering cross sections carry explicit
dependence upon the momentum transferred from the
incident electron to the material-bound electrons and
determine selection rules for electronic excitations of the
material. However, the rate of electronic excitation to a
particular state of a material can also be evaluated as a function
of the e-beam electron’s positions in real-space from the
vantage of time-dependent electronic structure theory (Figure
27b).346 Transformations of materials, which preserve the
number of subatomic particles of each type (isomerizations,
phase changes, defect migration, but not necessarily sputter-
ing/milling) may only be facilitated by means of electronic
excitations that are themselves number-preserving. It is
therefore sufficient to consider just the neutral electronic
excitations of the material when investigating the mechanisms
underlying this class of transformations. The application of a
point-source electric field relieves materials of any periodicity
they may otherwise exhibit, so it is reasonable to adopt
quantum chemical methods designed for molecular systems,
which express electronic states in a finite set of localized basis
functions even for nanoscale materials. Along this direction, a
real-time, real-space, time-dependent DFT methodology was
recently demonstrated for low-energy electron diffraction
calculations that include inelastic and multiple scattering
effects.347

Clearly, first-principles modeling of the nonequilibrium
electronic response of nano- to mesoscale materials to
perturbation by localized charges has been enabled to some
extent by the development of low-scaling, time-dependent
DFT simulation methods. However, the electronic structure of
many emerging materials (e.g., graphene nanoribbons) is
characterized by strong correlation, for which the single Slater
determinant description of electronic states invoked in DFT
fails qualitatively.348 While the time evolution of these strongly
correlated systems is most tractably approached using Hubbard
model Hamiltonians with parameters calculated from first-
principles,349 a fully ab initio description can (however costly)

Figure 27. (a) Schematic of potential energy surfaces for ground
and first excited electronic states along cis−trans isomerization
coordinate of a canonical photoisomerization compound (azo-
benzene) with barrierless excited-state isomerization pathway
highlighted in blue. (b) Isosurfaces of position-dependent, point
charge-induced transition rate (per atomic time unit, indicated by
color) to the S1 (n → π*) state.
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also be achieved through the application of multireference
electronic structure methods in the time domain.350,351

Even given an electronic structure method that satisfactorily
reproduces the electronic states of a material, an accurate
description of the perturbation experienced by the system from
the passage of a swift electron must also be developed. The
evanescent fields emanated by e-beams are ideally suited for
exciting spatially localized coherent superpositions of elec-
tronic states in materials. While electric dipole selection rules
generally provide an adequate description for which electronic
transitions are allowed by inelastic electron scattering in the
limit of zero momentum transfer from the beam to material,352

the description of finite momentum transfer scattering
processes in time-domain simulations requires the full scalar
potential of the beam to be included directly in the interaction
Hamiltonian. Furthermore, since e-beam electron velocities
can be a significant fraction of the speed of light, their
associated scalar potential is not necessarily well-approximated
by the electrostatic (Coulomb) potential. The Lorentz-
invariant retarded potential must be employed in order to
capture the “flattening” of the electric field along the e-beam
direction that imbues the electronic transition probabilities
(like those plotted in Figure 27b) with e-beam energy
dependence.
In order to probe the mechanisms of structural reorganiza-

tion induced in materials by e-beams, one must eventually go
beyond just determining which excited states become
appreciably populated through inelastic electron scattering in
the rest frame of the nuclei. Vibrational (phonon) excitations,
which can either be promoted directly through elastic
electron−nuclear scattering or manifest due to the disparate
forces experienced by nuclei in electronically excited states,
must be considered. Electronic and vibrational dynamics are
coupled through the electron−nuclei attraction, meaning that
high-energy vibrations excited through knock-on processes can
lead to an electronic excitation and relaxation from the excited
electronic states can precipitate large-amplitude vibrations and
isomerization.353 The latter process, vibrational excitation
through nonradiative decay of an excited state population, is
implicated in the mechanisms of most optically induced
isomerization processes. A proper accounting of all modes of
vibrational excitation possible under e-beam irradiation would
result from solving the coupled equations of motion for the
electronic (both e-beam and material-bound electrons) and
vibrational degrees of freedom. Simulation methodologies
originally devised to treat the coupled electronic and
vibrational evolution of molecular systems thrust out of
equilibrium by optical pulses are being appropriated to this
end.
Statistical Models for e-Beam Chemistry. The natural

question in the context of EM imaging, similar to SPM, is
whether it can be used to study the mechanisms of chemical
processes on the atomic level, using the e-beam either for
visualization or as an active electrode to induce chemical
transformations.
In the former case, the answer hinges on the availability of

laterally confined chemical devices and the capability of the
system to maintain the geometry amenable to atomically
resolved studies during imaging. For example, multiple in situ
studies of the chemical transformations in solid-state batteries
and structures have been reported.283,302,304,354,355 Similarly, in
the last several years reports of ex situ studies of atomic-scale
transformations during chemical processes are starting to

emerge.356,357 However, in situ observations of chemical
processes can be expected to be challenging and limited to
specific material systems where diffusion and reaction do not
lead to deviations of the sample geometry from atomic rows
being aligned with the e-beam direction. For lateral ion
transport, interfacial polarization, and intercalation phenom-
ena, this is generally possible; however, this condition is not
likely to be maintained for classical interfacial reactions.
Notably, these developments can be assisted by further STEM
developments, including 4D STEM358 and depth sectioning
with high numerical aperture, corresponding to finite
resolution in the beam direction.359−363

The potential impact of such studies is difficult to estimate at
this point. Likely it will have significant impact in under-
standing the details of the electron and ion transfer across
interfaces, corresponding to time scales well below the
diffusion time constant of the system. This will be assisted
by the multiple imaging modalities available in STEM ranging
from structural imaging to EELS. The challenge will be to
convert the atomic observations into material-specific param-
eters, as will be further discussed.
Equally exciting, and much easier to realize, are studies of

the direct e-beam effects on solids. In the last several years, a
large number of e-beam-induced phenomena including order-
ing of oxygen vacancies,364 formation of vacancies and
extended defects in 2D materials,365 beam-induced migration
of single interstitials,366 and the formation of individual
chemical bonds have been observed. Interestingly, these effects
were recently successfully harnessed to control the motion of
dopant fronts in bulk Si and to enable the controllable motion
and incorporation of single Si atoms in the graphene
lattice,367−369 leading to controllable formation of di-, tri-,
and tetramer Si clusters370 and potentially enabling new classes
of atom-by-atom assembly methods.
However, of interest are the mechanisms of these processes,

with particularly broad opportunities existing in the context of
2D materials such as graphene, layered chalcogenides, and
transition-metal trihalides. In this case, dynamic EM studies
enable direct visualization of atomic structure evolution during
e-beam-induced transformations, including the formation of
individual point defects, their agglomeration, and the
formation of an extended defect. For these studies, of particular
importance is the development of automated methods for
image analysis to extract atomic coordinates, classify individual
atoms, trajectories, and point defects and to build a network of
chemical transformations.
Correspondingly, the primary challenges in this case can be

separated into several groups. One is the fundamental
mechanism for e-beam-induced interactions that describes
the mechanism of energy transfer from the e-beam to the
lattice and the concomitant formation of the point defects.
However, it can be argued that the time- and energy-scales of
these processes are very different from the subsequent
chemical transformations. In this case, the e-beam effect can
be represented as a (low) probability of inducing knock-on
effects, effectively a local reduction. This concept is equivalent
to the effective probe concept for mesoscopic imaging except
the chemical volume is reduced to a single atom group,
whereas for most electrons, the e-beam is assumed to be not
inducing any chemistry effects (i.e., stochastic electrochemical
activation). The second is the development of statistical
knowledge regarding e-beam-induced interactions, providing a
discrete probabilistic equivalent of the radiolysis reaction
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networks. The third is active feedback, allowing the control of
the e-beam-induced reactions to guide them to a desired
outcome.
Probing the Mechanisms of e-Beam-Induced Reac-

tions: Feature Extraction. While the observation of e-beam-
induced transformations has become relatively common over
the last several years, the analysis of the data in terms of
reaction dynamics, nature of processes, and underpinning
mechanisms remains an issue. Here, we discuss recent insights
into the nature of these processes derived with deep learning
methods.
In recent years, deep learning, particularly deep convolu-

tional neural networks (DCNNs), has progressed from
recognizing videos of cats on the Internet to radiologist-level
pneumonia detection and guiding self-driving vehicles. More
recently, deep learning models have been utilized in multiple
domains of physics and chemistry including the analysis of
phase transitions in lattice models,371,372 design of novel
molecular structures,373 and the search for new exotic particles
in the data collected at the Large Hadron Collider.374 It is now
realized that deep learning methods can be adapted for analysis
of atom- and molecule-resolved experimental data from EMs
and SPMs, including the identification of molecular shapes and
orientations on metallic substrates,375 identification of different
types of atoms and atomic defects in solids,376,377 in situ
conditioning of a probe,253 and analysis of solid-state reactions
under e-beam irradiation.378

DCNNs represent one of the key examples of a successful
application of neuroscientific principles to the field of machine
learning.379 DCNN operates on data with grid-structured
topology and exploits local connectivity, shared weights,
pooling, and the use of many layers for learning from time
series data, images (including hyperspectral images), and video
data. A typical DCNN model consists of convolutional layers
formed by running learnable filters (“convolutional kernels”) of
the selected size over the input image (or image in the previous
layer) interspersed with pooling layers to produce down-
sampled versions of input maps as well as to account for
translational invariance. The output of each convolutional layer
is “activated” by some nonlinear function such as a rectified
linear unit.
Deep learning, and more generally, machine learning, allows

for the generalization from the availabletraining examples to
produce accurate predictions/classifications on data samples

that were not part of the training set. For the analysis of
atomically resolved experimental data, the trained network
must be able to return the type and precise location of atoms
and/or atomic defects from raw experimental data. The fully
convolutional neural networks,380 which can be trained to
output pixel-wise classification maps of the same resolution as
the input image showing probability of each pixel belonging to
a certain type of atom/defect, are ideally suited for this task.
The training examples can be produced via theoretical
simulations of microscopic images such as Multislice381 for
STEM and DFT or tight binding modeling for STM. If it is not
possible to create a training set using simulations, one may
perform a manual or semi-manual labeling of the experimental
data assuming that it is possible to find and properly label all
the features of interest in a pixel-wise manner. A procedure
known as data augmentation can be used to solve a potential
issue with limited amount of labeled data as well as to account
for certain image acquisition parameters such as noise or
uncertainty of microscope parameters (e.g., defocusing and
aberrations). However, special care must be taken not to
introduce any nonphysical features to the images during the
augmentation procedure. The data augmentation used in
recent works on deep learning for STEM376−378 and STM375

involved adding Poisson and Gaussian noise, blurring to
account for convolution with a probe, scale jittering, rotations/
flipping, shear distortions, and cropping.
The DCNNs have recently enabled studies of solid-state

transformations and reactions under e-beam irradiation in
dynamic STEM experiments (Figure 28). For this type of
experiment, the data sets are usually STEM videos containing
several hundred STEM images/frames. In recent work,
Ziatdinov et al. demonstrated that a DCNN trained on
theoretical STEM images can be used to perform an atomic-
level “semantic segmentation” of STEM movies and illustrated
it using STEM movies of a silicon impurity atom moving at the
edge of a graphene nanohole and in bulk graphene.376,383 The
output of their DCNN was a 4D tensor with dimensions
defined as number of images × image height × image width ×
number of channels, where each channel corresponded to a
different chemical element (e.g., Si or C; in addition, one
channel corresponded to a “background”, which was defined as
everything that was not an atom) and each image in a given
channel was a set of well-defined (“cleaned”) circular features
whose centers corresponded to (x, y) atomic positions. The

Figure 28. Schematics of workflow for extracting physical and chemical properties of atomic structures and defects from dynamic STEM
data. (a) Raw experimental data in the form of a STEM movie is analyzed via (b) multiple machine learning techniques including deep
learning (more specifically, deep convolutional neural networks) for identifying position and type of all atomic species in each movie frame,
clustering/unmixing techniques for constructing libraries of structural descriptors, and Markov state modeling for analyzing system
dynamics. (c) In the end, one expects to get information on behavior of individual atomic defects, including diffusion characteristics and
transition probabilities. Adapted with permission from refs 382 and 383. Copyright 2019 Springer Nature Publishing.
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Gaussian mixture model (GMM) was then applied to a stack
of images of individual defects cropped from the DCNN-
decoded data to categorize them into different classes/
configurations. The number of components in the GMM
analysis can be generally estimated with hierarchical clustering,
principal component analysis, or Bayesian information criteria.
Furthermore, it was shown that the DCNN-GMM results can
be further refined using a modified structural similarity search
algorithm384 based on prior knowledge of the system’s discrete
rotational symmetry. Using this approach, the authors found a
tendency for the formation of a 1D Si crystal along the zigzag
direction of graphene edges as well as for the Si impurity
coupling to topological defects in bulk graphene.
In related work, Maksov et al.378 used DCNN and GMM to

study phase evolution and atomic defect transformations in
monolayer WS2 under 60 kV e-beam irradiation in STEM
(Figure 29). To train their DCNN model, the authors
exploited the fact that each atomic defect is associated with
the violation of ideal periodicity of the lattice. Specifically, they
created a training set using a (properly augmented) single
frame from a STEM video at the early stage of the e-beam-
induced transformation when macroscopic periodicity was still
maintained and each defect was easily discovered via a
standard Fourier-based defect identification approach385

providing the ground truth for network training (Figure
29a). Once trained, the network was able to locate atomic
defects in all the movie frames, including frames obtained at
the latter stages of the transformation where the global
periodicity was no longer maintained. This was possible
because the trained network relied solely on local edge
properties for identification and was therefore stable toward

the formation of extended defects and fragmentation and
rotation of the lattice. Once all the defects were identified by
DCNN, they were categorized using the GMM. While the
unmixing was performed on image pixels and not on features
specific to the atomic structures (bonds, angles, etc.), the
produced classes did have a very clear correspondence to
actual physical defects including defects associated with
vacancies in the different (W and S) sublattices and
substitutional defects. This combined DCNN-GMM approach
allowed us to (re)construct spatiotemporal trajectories for
different classes of atomic defects from the experimental
STEM movies (Figure 29b) and to analyze properties such as
the diffusion coefficients of individual defects (Figure 29c). In
addition, Vasudevan et al.386 demonstrated that DCNN trained
to recognize crystal lattice features, such as a Bravais lattice
type in reciprocal space, allows the tracking and determination
of the growth rate of larger voids from STEM movies on WS2.

Libraries of Defects. The enumerated classes of atomic
defects extracted from DCNN-GMM analysis of STEM movies
can be used to gain insights into the atomistic mechanisms of
e-beam-induced transformations via the Markov model
approach. In this approach, the reaction processes associated
with atomic defects are described as memory-less transitions
between different states of the system and the transition
probabilities determined only by the initial and final states and
not by the prior history or surroundings. The matrix of
transition probabilities fully describes the system dynamics
enabling an analysis of the long-term behavior and presence of
dynamic basins. This type of Markov modeling was
successfully used to derive transition matrices for coupling
between Mo substitutions and S vacancies in WS2 (Figure

Figure 29. Analysis of defect dynamics from STEM data of WS2. (a) Creation of a training set for convolutional neural network model using
the first frame of STEM movie. (b) Spatiotemporal trajectories of different classes of atomic defects for all movie frames. (c) Selected
trajectories for one defect class (S vacancy) collapsed onto x, y plane used to estimate the diffusion coefficient within a simple 2D random
walk model. (d−f) Analysis of switching between isolated Mo substitutional defect and Mo coupled with S vacancy (d) along the selected
trajectories (e) and associated Markov model transition probabilities (f). Adapted with permission from ref 378. Copyright 2019 Nature
Publishing Group.
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29d−f) and between different Si−C configurations at the edge
and in the bulk of graphene. Alternatively, the Markov model
can be guided by the first-principles calculations of interaction
potentials on the atomic level, enforcing physical constraints to
chemical stability and transition probabilities of various atomic
and defect configurations, operating both in time (hidden
Markov model) and space (hidden Markov random field)
domains. In this case, the output of a neural network may be
used to populate a state of space with probabilities needed to
decode a Markov model and recover results corresponding to a
theoretical model. Such a combination of DCNN, Markov
model, and first-principles calculations will result in what one
can call a ‘physics-guided artificial intelligence (AI)’ for
classifying states of solid-state matter from the experimental
data.
Structure−Property Relationship on a Single Atomic

Defect Level. Learning the structural properties of atomic
defects in materials at the atomic-scale from both static and
dynamic STEM data provides important insights into the
fundamental science behind the solid-state phase trans-
formations and reactions. However, from the application
point of view, it is also critical to understand how the observed
structural peculiarities affect electronic and magnetic nanoscale
functionalities in the systems of interest. One solution is to
perform both structural and functional imaging on the same
sample. We recall that the well-known method for measuring
materials (surface) electronic properties with pm-resolution is
STM. For 2D materials, the goal is to identify the same atomic
structures and defects from STEM and STM experiments (see
Figure 30) and to correlate the observed structural properties
to the measured electronic properties, namely, the local density
of electronic states at/around the structure of interest. Yet, due
to the differences in imaging mechanisms and limitations of the
experimental platforms, correlative atomically resolved STEM-
STM studies are extremely complex. Recently, Ziatdinov et
al.387 demonstrated a combined experimental-AI-theoretical
approach for extracting and classifying atomic defects from
STEM images of graphene with deep neural networks (Figure
30c,d) and performing first-principles calculations to recon-
struct the full 3D structure of the extracted defects and explore
their electronic structure (Figure 30e). The latter was used to

simulate the STM images, which were then compared to actual
STM experimental data (Figure 30f) from the same sample
allowing the identification of a three-fold Si impurity in the
STM data and a specific Si dimer structure observed by STEM.
Overall, deep learning models trained on theoretically

simulated STEM images or on a limited number of labeled
experimental data are extremely efficient in extracting atomic/
defect coordinates and trajectories and in combination with
the standard clustering/unmixing techniques, converting
massive volumes of static and dynamic STEM data into
structural descriptors. The latter can be mapped on the
Markov model, giving rise to the transition probabilities on the
single atomic defect level. We expect that in the future there
will be more emphasis on incorporating specific physical priors
directly into a neural network architecture and/or training
procedure. This will include an expansion of the developed
deep neural network models, making them “deep and wide” to
account for thermodynamic stability of different classes of
point and extended structural defects when performing
classification of microscopy images and movies obtained
under the known experimental conditions (temperature,
pressure).

Generative Models with Predictive Power. The
computer vision-based tools described above facilitate
extraction of the necessary information regarding the atomic-
scale structures within images and to compute their statistics.
The key is to harness this information and facilitate generative
models that can predict properties. This is eminently doable
because having access to the statistics of the atomic
configurations provides access to the microstates of the system.
From this perspective, statistical mechanical models can be
formulated to provide an adequate description of the system,
which can then be used for predictions of unseen
thermodynamic conditions. In other words, just as fluctuation
spectroscopy can be used to understand time-dependent
correlations in the motion of biomolecules to reproduce the
potential landscape,388 in the same way, imaging data can
provide access to the states in solid matter. Recently a
framework to accomplish this task was put forth by Vlcek et
al.389 and applied to two distinct experimental systems.390,391

The most important questions for this work are (a) the choice

Figure 30. Schematic of workflow for the identification of atomic defects across different imaging platforms. (a) Structural and (b) functional
imaging performed with STEM and STM, respectively. (c) Representative STEM image of a Si dimer in graphene. (d) Structure of a Si dimer
including its first coordination sphere detected in automated fashion using deep learning and a graphical representation. (e) First-principles
calculation of electronic structure of defect identified in (e). (f) STM images proportional to local electronic density of states of defect
identified as Si dimer observed in (c, d). Adapted with permission from ref 387. Copyright 2019.
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of descriptors and (b) the metric chosen to compare the
generative model to the experimental image(s). For the former,
the atomic configurations (i.e., nearest-neighbor and possible
higher order neighborhood, and potential information on local
distortions) provide a reasonable starting point for static data.
For the latter, one can think of information theoretic-based
metrics such as the Kullback−Liebler divergence, but the
appropriate metric of choice is one that respects Boltzmann-
type statistics for equilibrium thermodynamic systems. The
statistical distance392 is a metric that, when used, can provide a
measure of the distance between two thermodynamic systems,
effectively computing the distinguishability of samples
originating from the generating model and the experiment.
When this distance is minimized, the distinguishability is
ideally lost and the model can reproduce the features found in
the experiment. In addition to providing knowledge on the
interaction parameters that directly describe the physics of the
system, the model can also be sampled for different
thermodynamic conditions, for example, temperature or
composition, and thereby facilitate predictive modeling directly
from imaging data.
For dynamic data, one can easily extend this framework to

incorporate kinetic Monte Carlo modeling and use the
experimental data to determine the governing rate constants.
In this case, appropriate features would need to be developed,
but could include statistics of both simple and more complex
events such as adatom diffusion along certain directions or
repeated formation/dissociation events. Potentially, the use of
a generative adversarial393 approach could be useful in
determining these features automatically, although this must
be explored in more detail. Finally, optimized kinetic models
enable the scope for training of agents in the simulated
environment via reinforcement learning394 frameworks, where-
in policies can be learned to satisfy a particular goal or target
objective in, for example, atomic fabrication.
Atom-by-Atom Fabrication. Numerous experiments in

recent years397−403 have highlighted the role of e-beam-
induced processes for altering materials at the nano- and
atomic-scale. Examples range from the creation of monolayer
Mo membranes from MoSe2

404 to the directed move-

ment367,369,405 and assembly370,395,396 of single atom structures
and from the formation of nanowires406 to controlled
crystallization.341 In each of these cases, the localized e-beam
produces environmental conditions sufficiently different from
the surrounding area such that energetically unfavorable (in
the sense that they would not occur without energy imparted
from the beam) chemical transformations can be induced at
the atomic scale. Given the many in situ sample holders
designed to alter environmental parameters (e.g., temperature,
electric field, gas, or liquid environment), a STEM chamber
has become a chemical reaction chamber with dimensions
defined by the e-beam itself. Sample alterations, for example, e-
beam damage, have historically been carefully avoided;
however, from the electrochemical perspective, the exquisite
precision of the STEM offers many untapped opportunities for
atomically precise tailoring of materials. This is a clear boon for
enhanced understanding of material interactions at the atomic
scale where material modifications can be performed and
monitored in real time, higher energetic processes are
accessible, and specialized holders increase the range of
environmental parameters that can be tuned.
Figure 31 highlights a few recent examples of e-beam-

induced atomic motion with graphene and Si forming the host
lattices. In Figure 31a, Dyck et al.367 establish a method for
inserting Si dopant atoms into a graphene lattice in situ with
near lattice site precision. A 100 kV e-beam is positioned over
the lattice site of interest until, ideally, a single carbon atom is
ejected from the lattice. Subsequent sputtering from adjacent
source material, comprised of mostly amorphous carbon and
discrete Si atoms, results in Si atoms being scattered across the
surface of the graphene lattice. These atoms do not bond
strongly to the surface of pristine graphene and are readily
moved by the e-beam so that they quickly reattach to the
amorphous contaminant material. However, when moving over
the defect site, the Si atoms can bond more strongly and
become incorporated into the lattice. Figure 31a shows the
insertion of a Si dimer into a graphene lattice using this
method. Once Si dopants are introduced, they can also be
moved with the e-beam. In Figure 31b, Dyck et al.370 illustrate
the movement of a Si dopant several nanometers with a 60 kV

Figure 31. Examples of STEM-based atomic manipulation. (a) Electron beam insertion of Si dopants into a graphene lattice. Here, a 100 kV
beam was used to generate a small defect in pristine graphene. Si atoms are sputtered from nearby source material and incorporated into
defect as it heals. Reprinted with permission from ref 367. Copyright 2017 AIP Publishing. (b) Si dopants can be moved through the
graphene lattice and (c) assembled into primitive structures. Reprinted with permission from ref 370. Copyright 2018 John Wiley & Sons.
(d) Feedback-controlled Si crystallization and aggregate movement of Bi dopants within crystal. Reprinted with permission from ref 395.
Copyright 2018 IOP Publishing. All rights reserved. (e) Bi dopant movement in a Si crystal revealing mechanism and showing atomic
column positioning. Adapted with permission from ref 396. Copyright 2018 The American Chemical Society.
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e-beam and then primitive Si structures embedded in graphene
are assembled atom-by-atom (Figure 31c). These experiments
indicate there is promise for the fabrication of atomically
tailored graphene devices in the STEM. A second set of
examples illustrate similar e-beam control of Bi dopants within
a Si crystal. Jesse et al.395 first show feedback-controlled growth
of the crystalline Si phase into an amorphous Si capping layer.
They note that the Bi atoms readily move during this
crystallization process and show that a dopant front can be
created by scanning the beam in a line and advancing it into
the Si crystal, depicted schematically by the arrow overlay in
Figure 31d. Hudak et al.396 performed a more detailed
investigation of this phenomenon uncovering the beam-
induced mechanisms that govern the Bi movement. Figure
31e illustrates the precise control gained over the Bi atom
positioning where the Bi atoms may be directed from one
atomic column to the next to create a predefined pattern.

SUMMARY
Functionality of a broad range of materials, devices, and
industrial processes, from batteries and fuel cells to information
technology devices, electrocatalysts, corrosion, electroactive
polymers, molecular machines, and biological systems, is
underpinned by an intricate network of spatially separated
electrochemical processes. Correspondingly, local probing of
electrochemical behaviors on the scale of individual structural
elements and inhomogeneities, from grains to defects and even
atomic and molecular species, is required to achieve progress in
this field.
The classical electrochemical community has generated a

wealth of methods and techniques for the macroscopic
characterization of electrochemical processes. However, these
techniques are generally limited to macroscopically averaged
materials responses, where the contributions of individual
elements are averaged out, and the crucial elements of reaction
mechanisms such as local reaction and nucleation rates and
lateral transport of ionic species between reaction sites remain
unexplored and undetected. At the same time, extension of
these classical electrochemical methods to the nanoscale is
generally unrealistic due to both the limitations on detection
and sensitivity and confinement effects on reaction mecha-
nisms.
Both SPM and EM techniques can be used for observation

of electrochemical reactions, utilizing topographic or functional
imaging modalities. In SPM, additional opportunities are
opened by the presence of multiple (non-invasive) modes
sensitive to electrochemically relevant parameters such as the
electrochemical potential. However, nanoscale confinement
also enables new imaging modes when the probe becomes an
active part of the electrochemical process, both inducing and
detecting reactions locally. While the associated mechanisms
are often significantly different from the macroscopic analogs
since the breaking of local electroneutrality, surface reactions,
polarizability, etc. become significant, these methods can
provide an insight into the local electrochemical functionalities
on the nanometer and in special cases the atomic scales.
Similar to SPM, the e-beam in EM techniques can induce

local transformations and simultaneously detect the associated
changes in imaging and spectroscopic modes. While tradition-
ally these transformations are considered to be undesired beam
damage, here we illustrate that these approaches can be
harnessed for controllable processes on the nanometer and
atomic scale, and furthermore, beam-induced reactions can be

visualized and associated mechanisms can be quantitatively
described. On the mesoscale, this typically involves effective
concentration and radiolysis models, which are well-developed
in the context of radiation chemistry. On the atomic scale, the
combination of machine learning and stochastic model
matching allows building defect libraries and the quantification
of electron-induced transition probabilities, providing discrete
analogs to mesoscale descriptions.
We pose that understanding the tip- and e-beam-induced

transformations will allow for both the fundamental insights
into the reaction mechanisms via the statistical descriptions
with development of generative models. Observations of
atomic scale dynamics will allow for the interference of the
nature of the interactions between atomic species. Further-
more, when combined with a real-time feedback, this will
enable direct fabrication of matter atom-by-atom, the long-held
dream in nanoscience and nanotechnology.
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energy and chemical alterations; electrochemical strain,
change in molar volume due to electrochemical processes;
electrochemical strain microscopy (ESM), an atomic force
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microscopy technique where an atomic force microscope is
used to detect local expansion/displacement, force and local
electrostatic potential, or local current associated with an
electrochemical process taking place at the tip−surface
junction; electric double layer (EDL), the array of charges
and dipoles between two immiscible media when one is a salt
solution; (scanning) transmission electron microscopy
((S)TEM), used for high-resolution imaging and structural/
chemical investigation of materials; Kelvin probe force
microscopy (KPFM), a variant of atomic force microscopy
where a potential is applied between the probe and sample.
This technique can produce work function mapping at the
atomic scale; first-order reversal curve current−voltage
spectroscopy (FORC-IV spectroscopy), an SPM technique
for probing hysteretic electronic conductivity and electro-
chemical activity by measuring local current−voltage curves in
response to a voltage sweep from 0 V to maximum and back to
0 V; ultramicroelectrode (UME), voltammetric working
electrode with dimensions of the exposed tip in the micron
range and smaller; used for electrochemical in-liquid studies as
the scanning probe; deep convolutional neural network
(DCNN), an image classification strategy where a trained
network is used to output feature classifications without prior
knowledge of the image; Gaussian mixture model (GMM), a
model description of a data set which represents the data as a
sum of gaussians; Nonadiabatic molecular dynamics, a class
of materials simulations methods designed to predict the
coupled electronic and vibrational evolution of materials in
response to external perturbations
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