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Background: While coupled cluster theory accurately models weakly correlated quantum systems, it often fails in
the presence of strong correlations where the standard mean-field picture is qualitatively incorrect. In many cases,
these failures can be largely ameliorated by permitting the mean-field reference to break physical symmetries.
Symmetry-broken coupled cluster, e.g. Bogoliubov coupled cluster, theory can indeed provide reasonably accurate
energetic predictions, but the broken symmetry can compromise the quality of the resulting wave function and
predictions of observables other than the energy.

Purpose: Merging symmetry projection and coupled cluster theory is therefore an appealing way to describe
strongly correlated systems. One indeed expects to inherit and further improve the energetic accuracy of broken-
symmetry coupled cluster while retaining proper symmetries.

Methods: Independently, two different but related formalisms have been recently proposed to achieve this goal.
The two formalisms are contrasted in this manuscript, with results tested on the Richardson pairing Hamiltonian.
While the present paper focuses on the breaking and restoration of U(1) global-gauge symmetry associated with
particle number conservation, the symmetry-projected coupled cluster formalism is applicable to other symmetries
such as rotational (i.e. spin) symmetry.

Results: Both formalisms are based on the disentangled cluster representation of the symmetry-rotated coupled
cluster wavefunction. However, they differ in the way that the disentangled clusters are solved. One approach
sets up angle-dependent coupled cluster equations, while the other involves first-order ordinary differential equa-
tions. The latter approach yields energies and occupation probabilities significantly better than those of number-
projected BCS and BCS coupled cluster and, when the disentangled clusters are truncated at low excitation levels,
has a computational cost not too much larger than that of BCS coupled cluster.

Conclusions: The high quality of results presented in this manuscript indicates that symmetry-projected coupled
cluster is a promising method that can accurately describe both weakly and strongly correlated finite many-fermion
systems.

PACS: 21.60.De, 21.30.-x

I. INTRODUCTION ground-state wave-function and, in many strongly corre-

lated problems, deliver accurate energies at a reasonable

The description of weakly correlated quantum systems
typically starts with a mean-field approximation provid-
ing a qualitative but not quantitative characterization of
the problem before incorporating many-body correlations
via a method of choice. Coupled cluster (CC) theory [1-
5] is one of the most popular and powerful ways to do so,
as it accurately accounts for these correlation effects at a
reasonable computational cost that scales polynomially
with system size.

Strongly correlated systems are much more challeng-
ing, but mean-field methods are surprisingly resilient. In-
deed, the mean-field picture can, by breaking some or
even all of the symmetries of the system, correctly de-
scribe at least some of the important qualitative physics
in such a situation. For example, dealing with the pair-
ing or reduced BCS Hamiltonian via the breaking of U(1)
global gauge symmetry associated with particle-number
conservation, mean-field theory correctly occupies every
single-particle level. The symmetry-breaking mean-field
state can then serve as a reference to expand the exact

price.

However, methods based on a symmetry-breaking
mean-field reference state have important shortcomings.
They do not account for the entanglement which is a
hallmark of strong correlations. Indeed, quantum fluctu-
ations do eventually lift the fictitious degeneracy associ-
ated with the broken symmetry given that the latter is
in fact only emergent in finite systems [6-8]. It is thus
mandatory to restore good symmetry quantum numbers,
which not only revises the energy (dramatically in cer-
tain situations) but also allows the proper handling of
transition operators characterized by symmetry selection
rules. The shortcomings are diminished but not resolved
in high-orders broken-symmetry, e.g. coupled cluster,
methods given that they can in fact only restore the bro-
ken symmetry in an all-order limit.

At the mean-field level, it has long been realized that
the qualitative failures of breaking symmetries are largely
resolved by symmetry projection [9-16], at least in finite
systems. Indeed, the action of the projector retains only
that portion of the symmetry-breaking mean-field state



that has the correct symmetry properties. It seems natu-
ral to extend this idea to the case of symmetry-breaking
coupled cluster theory. While there have been attempts
to merge a symmetry-projected mean-field reference with
a symmetry-adapted cluster operator [17, 18], practi-
cal attempts to projectively restore the symmetries of
a broken-symmetry coupled cluster wave function have
only been made in the past few years. Duguet [19, 20] and
Scuseria [21] have proposed independent ways to achieve
this, and Tsuchimochi and Ten-no have provided a third
approach [22], albeit so far at the linearized coupled clus-
ter level.

The first goal of this paper is to discuss the for-
mal relationship between the approaches introduced in
Refs. [19, 20] and in Ref. [21]. While these two meth-
ods were originally formulated in different ways, it is
presently shown that they follow closely related ideas and
can be formulated within the same basic framework. We
seek to standardize the language and reveal the similar-
ities between both methods, as well as to highlight their
differences.

The second goal of the present paper is to test
symmetry-projected coupled cluster theory on the re-
duced BCS or pairing Hamiltonian. In this context, the
broken and restored symmetry is U(1) global-gauge sym-
metry associated with the conservation of particle num-
ber. Indeed, the mean-field solutions generated in the
strongly correlated regime of the pairing Hamiltonian are
particle-number breaking BCS states. Although the re-
sults are restricted to the schematic pairing Hamiltonian,
the formalism presented in this manuscript is directly
applicable to the more general context of Bogoliubov
coupled-cluster [23, 24] such that the applied method is
coined as particle-number projected Bogoliubov coupled
cluster (PBCC) theory.

The paper is organized as follows. In Sec. II, the main
features of the PBCC formalism are introduced. Addi-
tional formal and technical details are supplied in set of
appendices. While the presentation remains general in
Sec. II, it is further specified to the pairing Hamiltonian
in App. E. Numerical results obtained for the pairing
Hamiltonian are discussed in Sec. IIT while conclusions
are given in Sec. IV.

II. MANY-BODY FORMALISM

In addition to laying down the formalism in view of
applying it, the goal of the present section is to clarify
the structural identity of the two versions of the PBCC
formalism introduced independently in Refs. [19, 20]
and [21] on the one hand, and to compare the equations
put forward in both cases to solve for the gauge-angle-
dependent cluster amplitudes on the other hand.

A. Bogoliubov coupled cluster

Before coming to PBCC theory, it is first necessary to
briefly outline the underlying Bogoliubov coupled cluster
(BCC) formalism [23, 24]. Bogoliubov coupled cluster
begins with the introduction of a Bogoliubov reference
state
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which is a vacuum for the set of quasiparticle operators 3
and AT obtained from particle ones ¢ and ¢! via a linear
Bogoliubov transformation [12]

() (@)@ e

where the unitary Bogoliubov transformation W is
typically obtained by solving Hartree-Fock-Bogoliubov
(HFB) equations but does not need to be. While |®)
reduces to a Hartree-Fock (HF') Slater determinant when
Y = 0, it is in general not an eigenstate of the particle
number operator! A, i.e. it breaks U(1) global gauge
symmetry.

Many-body correlations are incorporated via the usual
exponential ansatz of coupled cluster theory

Upcc) =) = [ U
n=1
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where U, is a n-tuple (i.e. 2n quasiparticle) connected
excitation operator with respect to |®)
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Un = Gt S uE°y,. 8L 8L (4)
kl...k)Qn

such that [Up,U,| = 0. Defining the n-tuple excitation
operautor2

BH = BF1-kan 3}11 ._.ﬂ};% 7 (5)

allows one to introduce n-tuple excitations of the Bogoli-
ubov vacuum through

|@F) = B"|®) . (6)

With those definitions at hand, the insertion of the
BCC wave function ansatz into the Schréodinger equation
yields the BCC energy and amplitude equations

EA = (®|H VD), (7a)
0= (2| (H — E*) Y|D), (7b)

1 The reader is advised not to be confused between the operator A
(math style) and its eigenvalue A (roman style) used throughout
the paper.

2 The n-tuple (i.e. 2n quasiparticle) de-excitation operator is con-
sistently defined as B, = (B’“)Jr = Broy, - By -



where intermediate normalization (®|¥pcc) =
(®|eV|®) = 1 was used in Eq. 7a.

These equations are more usually formulated in
terms of a similarity-transformed Hamiltonian, but these
similarity-transformed equations are equivalent to those
presented in the foregoing. The amplitudes U, 3"0 are ob-
tained by solving Eq. 7b, which constitutes a set of cou-

pled nonlinear equations.

B. Particle number projection

If BCC Eq. 7b is satisfied for all u, the BCC wave
function is an exact eigenfunction of the Hamiltonian.
Provided that the Hamiltonian governing the A-body
quantum system is a particle-number conserving oper-
ator such that [A, H| = 0, elementary considerations dic-
tate that in the absence of degeneracies the eigenstates of
the Hamiltonian H carry good symmetry quantum num-
ber A, i.e. are particle number eigenfunctions. The BCC
wave function is thus an eigenfunction of both H and A.

In practical calculations, however, the expansion of
U = >, Uy, must be truncated, and generally only a
subset of the BCC amplitude equations can then be sat-
isfied. In this case, the BCC wave function is no longer
a particle number eigenfunction. The idea of PBCC is
to remedy this by applying a particle number projection
operator to the BCC wave function®

|Uppcc) = P Upcc). (8)

The projection operator on particle number A reads as

1 27 i
Pr=g [ e R, )

where the operator R(y¢) = e*4% forms the abelian com-
pact Lie group U(1) = {R(y),¢ € [0,27]} associated
with the global rotation of the A-body fermion system in
gauge space.

Let us note that it is helpful to use a variation after
projection (VAP) scheme in which the Bogoliubov trans-
formation YW minimizes the projected mean-field energy
rather than the straight mean-field one. Results pre-
sented in Sec. IITB are all based on a Bogoliubov trans-
formation obtained in this way.

C. Ground-state energy

Inserting the PBCC wave-function ansatz into the
Schrédinger equation and commuting the Hamiltonian
with the projection operator leads to

(®|PAHeY|®) = EX (®|PAeV|D). (10)

3 When all BCC amplitude equations are satisfied, the number
projection is obviously harmless and |¥ppcc) = |[¥Bcc)-

Expanding P according to Eq. 9 and introducing off-
diagonal, i.e. left-rotated, unexcited norm and Hamilto-
nian kernels

N(p) = (@(p)le”|@),
H(p) = (@(p)|He"|@)

(11a)
(11b)

where the gauge-rotated Bogoliubov bra state is defined
as (®(¢)| = (®|R(p), the PBCC energy is written as

T dip e A H ()

EA = )
J}f”d«p e~ e N ()

(12)

Expressing (®(¢)| via a Thouless transformation of (9P|
(see App. A1 for details)

(2(p)] = (D(p)|P)(D]e”, (13)

where the Thouless operator Z(y) is a pure de-excitation
operator when acting to the right (and a pure excitation
operator when acting to the left), the two kernels can be
rewritten as

N(p) = (2(0)|@)(2]e"P)|2),
H(w) = (B(0)|)(@[Hz (0)e" ) |@),

(14a)
(14b)
where use was made of the identity eZ(#)|®) = |®). The

operators entering Eq. 14 are defined through the simi-
larity transformation

Hyz(p) = ? P He=2(#)

eUz(9) = o2(9) U = 2(¢) ,

(15a)
(15b)

which is discussed in details in App. A 2.
The angle-dependent state exp(Uz(¢))|®) can be writ-
ten in coupled cluster form, as

eUZ(“’)|<I>> — eW(s0)|q>>. (16)

Here, the gauge-angle-dependent operator W(p) =
Y o Wn(p) is made out of n-fold excitation operators
and includes a normalization constant Wy(¢). They can
be obtained by expanding eVZ(#¥), normal ordering each
term with respect to |®) and retaining the non-zero terms
of eVz(#)|®) before rewriting the resulting wave func-
tion in coupled cluster form. The excitations W, (¢)
are denoted as disentangled clusters, because this process
above is equivalent to disentangling the algebra formed
by excitations, de-excitations and quasiparticle number-
conserving operators. Adopting the language of disen-
tangled clusters allows one to rewrite Eq. 14 as

N(p) = (®(p)| @)™,
H(p) = (@Hz ()T P |@)N (¢),

(17a)
(17b)



where T () = W (p) — Wo(p) and with
_ [LUs(e) 2n0
o = o]
— 1 n
=X (2D
= QL Z W2 (0)B, .8, (18)
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where C' denotes the normal-ordered part of n-tuple ex-
cited contributions to eV#(#®) obtained by contracting
strings of Uy operators. It is to be noted that W, ()
receives contributions from all U, and from all excita-
tion ranks in the expansion of eV#(®). Morever, even if
U is truncated at some low order of excitation, W will
generally be non-zero for all excitation orders. Practical
calculations thus require that both the broken-symmetry
cluster operator U and the disentangled cluster operator
W (¢) be truncated, or at least that higher-order cluster
operators be approximated in terms of lower-order ones.

While Eq. 18 provides a formal definition of the gauge-
rotated cluster operators W, (¢), it is not advocated to
access them in this way in the following, essentially be-
cause the summation over [ in the second line of Eq. 18
converges too slowly to be of use.

Equation 17 demonstrates the typical factorization
property of off-diagonal kernels that leads to introduc-
ing the correlated part of N (¢) and the connected part
of H(yp) via

Ny

n(p) = 7) = Wole) a
@ =G = (192)
hp) = m — @|H ()P |D),  (19b)

where the index C stipulates the connected character of
the kernel.

With all these developments at hand, the final form of
the PBCC energy reads as

T dip e A h(9)N ()

EA =
JZTdp e=ire N (p)

(20)

D. Discussion

Equations 17, 19 and 20 stipulating the way the energy
is to be computed in PBCC theory appear identically in
Ref. [19, 20] and [21]. Both approaches make the same
use of the similarity-transformed operator Hz(y), once
recognized that the Thouless operator Z(y) corresponds
to both the operator V; introduced in Ref. [21] and to
the operator (R~ ())' introduced in Ref. [20]. Further-
more, n(p) = exp(Wp(¢)) and the disentangled clusters
appear identically once recognized that T () [19, 20] is
nothing but W(p) — Wy(¢) [21]. Eventually, both for-
malisms are thus structurally identical. However, they

effectively differ in the way the disentangled clusters are
actually determined as is illustrated in details in the next
section. The latter difference is of importance in a prac-
tical, i.e. truncated, implementation of the formalism as
is illustrated later via the numerical application.

E. Amplitude equations

Before coming to the disentangled clusters, let us first
make a comment on the determination of the gauge-
unrotated ones. In the PBCC context, the U, operators
may be determined in a projection-after-optimization
(PAO) scheme, i.e. they can be obtained in a first step by
solving standard BCC equations (Eq. 26), or via a more
involved optimization-after-projection (OAP) scheme by
solving BCC equations in presence of the projection op-
erator [25], e.g.

0= (@"*2|P* (H — E*)e”[9),
0 = (®rikeksks| pA (1 — BA) eV |D)

(21a)
(21b)

The distinction between PAO and OAP is similar in spirit
to obtaining the Bogoliubov transformation from a vari-
ational problem in presence or in absence of PA as dis-
cussed earlier.

Let us now come to the main point concerning the
disentangled clusters. As for the gauge-dependent con-
stant Wy(y), the same first-order ordinary differential
equation (ODE) was proposed in Refs. [19, 20] and [21]
(see Sec. ITE2 below). Contrarily, the equations used
to determine the gauge-rotated cluster operator 7T (¢) =
W(p) — Wy(p) are different in both variants of the for-
malism. While amplitude equations generalizing those
at play in BCC, i.e. at ¢ = 0, were put forward in
Ref. [19, 20], a set of first-order ODEs were introduced
in Ref. [21]. In the limit where PBCC becomes exact,
the two versions of the formalism are identical. When
PBCC is not exact, however, solving angle-dependent
BCC amplitude equations for 7 () produces a constant
connected hamiltonian kernel h(p), as a consequence of
which PBCC implemented in this manner is in fact ener-
getically equivalent to BCC and must be discarded. See
App. D for more details on this important point.

Let us now detail the two options to determine the
disentangled cluster amplitudes.

1. Angle-dependent BCC equations

Left-multiplying the Schrédinger equation by the n-
tuply (i.e. 2n quasiparticle) excited rotated Bogoliubov
state

(@(p)] = (@(p)|B, =

one obtains the equations of motion

(®[R()By, (22)

(4 (p)|He"|@) = BX (BH(p)|e”|@),  (23)



which can be written in a compact form by invoking
n-tuply excited norm and Hamiltonian kernels* defined
through

Niu(p) = (@ (0)[e”|@)
(2(¢)B. e[ ®)

= N(p)(@"|eT]e), (24a)
Houlo) = (D4 (p)| He"|@)

= (2(¢)|B,, He|@)

= N(p)(®"|Hz(p) T ?)|®). (24b)

which reduce to the unexcited kernels introduced in
Eq. 14 for B, = 1.

After several steps of algebraic manipulations detailed
in App. B, Eq. 23 can be rewritten as a workable set of
equations for the n-tuple gauge-dependent cluster ampli-
tudes. Illustrating this for single and double excitations,
Eq. 23 reduces to

0= (@72 Hy(p)e” D)0,
0= <(I)k1k2k3k4|HZ(SD)6T(¢)|@>C ,

(25a)
(25Db)

in which the exponential naturally terminates by virtue
of the connected character of the kernel. Appendix B
and Ref. 20 contain a fuller derivation of these equations,
but the basic idea is that the excited Hamiltonian kernels
factor into a sum of products of connected Hamiltonian
kernels multiplied by excited norm kernels, and satisfac-
tion of the Schrédinger equation implies that the excited
connected Hamiltonian kernels vanish, which is precisely
the contents of Eqgs. 25.

Equations 25 are formally identical to standard BCC
equations except that the Hamiltonian H is replaced by
its similarity-transformed partner Hz(¢) at each gauge
angle . As a matter of fact, Eq. 25 reduces at ¢ = 0 to
plain, i.e. unrotated, BCC equations (Eq. 7b) that are
to be used to determine the plain cluster amplitudes U,,,

e.g.
0= (d"*2|HeV @),
0 = (Prhzkaks| eV 0 .

(26a)
(26b)

Determining the angle-dependent cluster amplitudes
Ti(), Ta(p), ...by solving the angle-dependent BCC
equations (Eq. 25) was put forward in Refs. [19, 20].
Gauge-rotated BCC amplitude equations do not provide
access to the norm kernel and must thus be comple-
mented by another equation delivering Wy(¢). To do
so, it was proposed in Refs. [19, 20] to use a first-order

4 The off-diagonal kernels introduced in Eq. 24 are those in use in
Refs. [19, 20]. As for Ref. [21], they correspond to the ”auxiliary”
kernels introduced in Eq. 43. They constitute the key kernels
from which both types of equations for the amplitudes discuss
below derive naturally.

ordinary differential equation (ODE) that belongs in fact
to a systematic set of first-order ODEs that can be used
to determine all W, ().

2. Ordinary differential equations

At gauge angle p = 0, the rotation operator R(y) is
the identity. Accordingly Uz (¢ = 0) = U, and therefore

) =0, (27a)
(27Db)
That we know a set of initial conditions suggests that
one might obtain W () by some form of evolution. The
differential equations governing W () can be obtained®

by differentiating both sides of Eq. 16 defining W ().
Writing Eq. 16 as

eZ#) U D) = V() |3) (28)
and differentiating it, one finds

dZ() z(p) vigy — WV(Q) wip
4 e e’ |®) = 4 e | D) (29)

or, since W (¢) is in normal order and commutes with its
derivative,

dW(e) = —wie) Z(9) wiy)
4 ) =e 4 e | D). (30)
It can be shown that®
dZ(p .
242 iz o) (31)

where A% () is the de-excitation part of the similarity-
transformed number operator

Az(p) = eZ(®) Ae=2(9), (32)

Left-multiplying Eq. 30 by all possible (®|B* leaves us
with a set of coupled ODEs for the amplitudes defining

5 See App. C for an alternative derivation.
6 The operator 1A% (i) is nothing but the operator X of Ref. [21].



Wi () for n > 0. For example, this gives up to Wa(p)

d
d Z Aklkz Wklkz( ) ’ (33)
90 2
d
d Wklkz =1 Z Ak3k4 [ Wk3k4k1k2 (30)
kaky
- Wklkg(W)ka(sﬂ)} ;
d
%Wklkzkslm =1 Z Ak ke (0 Wk5k5k1kzk3k4 ()
kskeg
+ Wk1 ks (@)Wkﬁkzkslm (SO)
+ Wk2k5 (@)Wkl kekska (90)
+ Wkﬁiko (CP)W kokeka (90)
+ Wk4k5 (‘p)Wlﬁ kokske (4,0)}

The above ODEs stipulate that the dependence of the
cluster amplitudes on the gauge angle ¢ is driven by
kernels of the particle number operator (i.e. of its de-
excitation part) that is nothing but the infinitesimal gen-
erator of the U(1) group. From the above examples, it
is clear that the derivative of Wi () involves contribu-
tions from Wiy11(p). By truncating at a certain excita-
tion level, these equations can be decoupled, and the low
order amplitudes can be obtained from an ODE solver,
supplemented by the initial conditions given in Eq. 27.
Note however that truncating the set of ODEs (for any
given truncation of the cluster operator U) implies an
approximation on the action of the projection operator.
The effect of this truncation will be gauged in the nu-
merical application below.

In Refs. [19, 20], it was advocated to complement
Eq. 25 with the first differential equation above to ac-
cess Wo(p). In Ref. [21], it was advocated to determine
angle-dependent cluster amplitudes W, (¢) by solving the
set of differential equations.

While the derivation of the ODEs given above is
straightforward, it may be useful to provide an alter-
native perspective providing a deeper insight. Because
projected states are eigenstates of the particle number
operator A, one may write

(D|APAB,eV|®) = A(D|P B,V |®), (34)
which can be rearranged to yield”
277 . v
dpe "¢ A
0 pe #(90) (36)

= Tom ; Y ’
fo d@ eilAQD NH(@)

7 When the de-excitation operator is trivial, i.e. B, = 1, Eq. 34
is nothing but the left projection of the eigenequation for the
particle number

ATR) = Awh), (35)

by the reference bra (®|.

where the n-tuply excited particle-number kernel® in-
volved is defined as

Au(p) = (@(p)|AB, " |@). (37)

Equation 36 provides a set of exact identities highlight-
ing the effect of the symmetry projection when focus-
ing on the particle number operator for which we know
the exact answer, i.e. the number A. Contrarily to the
gauge-rotated BCC equations (Eq. 25) deriving from the
Schrodinger equation, these identities reflect the struc-
ture of the U(1) symmetry group and are independent
of the actual dynamics generated by the Hamiltonian.
While Eq. 25 equates the BCC residuals to zero at each
gauge angle ¢, property 36 spans the entire volume of
the symmetry group at once. As a matter of fact, ful-

_filling Eq. 36 for each p can be rephrased into satisfying

a set of differential equations stipulating how the evolu-
tion of the n-tuply excited norm kernel with respect to
the gauge angle is driven by the n-tuply excited particle-
number kernel

d - d

3 Vn9) = o (IR ()5, V' |®)

v

=iAu(p). (38)

Indeed, satisfying Eq. 38 implies that

JoTdp e LN ()
f dip e=1A¢ N, ()
Z_fo dip [ e AT NL ()
ST dp e=iae N, ()

—A,

OQWd@ e Y -’Zlu (%0)

JETdp e=ine N, ()

such that Eq. 36 is fulfilled. It happens that, after sev-
eral steps of algebraic manipulations detailed in App. C,
Eq. 38 actually delivers the set of ODEs examplified in
Eq. 33 from which the disentangled cluster amplitudes
Wa(p), n > 0, are determined. This ends demonstrat-
ing that the set of ODEs is nothing but a rephrasing of
Eq. 34, which itself translates the restoration of good par-
ticle number symmetry at each n-tuply excitation level.

III. APPLICATION

We apply the PBCC formalism laid out in Sec. II to
the pairing Hamiltonian problem at the single and double
excitation levels (i.e. U = U; 4+ Us). In this context, the
general Bogoliubov reference state simplifies into a sim-
pler BCS vacuum. Consequently, the presently applied

8 The nature of the operator kernel Au(go) differs from the one
introduced in Eq. 24b for the Hamiltonian by the relative position
of the de-excitation operator B, and of the operator of interest,
i.e. H or A. Most interestingly, while an equation similar to
Eq. 23 could be written for A, the same is not true regarding
Eq. 34 for H.



method is termed PBCS-CCSD, or PBCS-CCD in case
one only includes doubles. Our main objective is to gauge
the merits of the symmetry projection, which will be done
by comparing PBCS-CCSD results to exact ones [26, 27]
and to those obtained in Ref. [23] via the BCS-CC(S)D
method from which the particle-number projection is ab-
sent. The reader interested in comparing the results dis-
played below with those obtained with recently proposed
alternatives of similar quality is referred to Refs. [28, 29].

Results are only provided for the ODE-based approach
since, as mentioned earlier and as discussed” in details
in App. D, solving angle-dependent BCC equations for
T () makes PBCC energetically equivalent to BCC and
must thus be discarded. In addition to the truncation
of the cluster operator U to singles and doubles, the set
of ODEs is truncated at the doubles level, i.e. they are
solved for Wy (), W1(p) and Wa(¢) while assuming that
W (¢) =0 for n > 3.

A. Pairing Hamiltonian
The pairing or reduced BCS Hamiltonian is defined as

H= Z A N, GZPT (39)

Here, A is the chemical potential, €, denotes single-
particle energy levels, and G is the interaction strength.
The pair operators can be mapped to fermions using

N, —cTc +cpcp, (40a)
Pg = c;; c;, (40b)
and satisfy an SU(2) algebra
[PmPJ] =0pq (1=Np), (41a)
[Ny, PJ] =26, P} . (41b)

Single-particle states p and p are said to be pair con-
jugated and are degenerate such that €, = ¢;. For sim-
plicity, the single-particle levels are taken to be equally
spaced, so that €, = p Ae where Ace is the level spacing.
Because the interaction is attractive, the mean-field solu-
tion spontaneously breaks U(1) global-gauge symmetry
for all G greater than some critical value denoted as G,
and takes the form of a BCS reference state. For G < G,
the mean-field solution reduces to the symmetry conserv-
ing HF Slater determinant.

Having introduced the pairing Hamiltonian, the ex-
plicit expression of all the quantities necessary to imple-
ment PBCS-CCSD theory are provided in App. E.

9 Note that App. D also provides illustrative results regarding the
behavior of the connected part of the hamiltonian kernel h(p)
and of the norm kernel N (¢) that constitute the building blocks
to compute the PBCC energy through Eq. 20.

B. Results
1.  Energetics

Figure 1 displays (i) the fraction of correlation energy
recovered with respect to the Hartree-Fock ground state
in the left panel and (ii) the error in the total energy in
the right panel. Results are shown for 100 levels at half
filling as a function of the interaction strength.

In the weakly correlated regime (G < G.) the symme-
try adapted coupled cluster (i.e. coupled cluster based
upon a Hartree-Fock reference, here called HF-CCSD
though the effects of singles are zero by symmetry) is
fairly accurate. It is entirely equivalent to BCS-CCSD in
this regime given that the BCS reference state reduces to
the HF Slater determinant. Increasing G, HF-CCSD fails
spectacularly when approaching G.. Contrarily, BCS-
CCSD continues to deliver reasonably accurate energies,
albeit with a discontinuous derivative at G = G, reflect-
ing the change in character of its mean-field reference.
Number projected BCS (PBCS), happens to be wonder-
fully accurate for larger G but, while exact at G = 0,
does not perform as well for small G. Its error is largest
for G slightly larger than G.. It is just a remarkable fea-
ture that PBCS is better for large G and coupled cluster
for small G as well as that PBCS is better for smaller
numbers of levels and coupled cluster for larger as the
energetic benefit of number projection dwindles as the
number of correlated particles increases.

While both PBCS and BCS-CCSD perform well for
some values of G and not as well for others, PBCS-CC
gives almost exact energies for all G, even the region
near G, where neither PBCS nor BCS-CCSD performs
particularly well. As anticipated from the well-celebrated
PBCS theory, the strongest impact of the projection is
obtained in the regime where the symmetry is weakly
broken in the first place, i.e. after the phase transition
for intermediate coupling strengthes. Eventually, merg-
ing symmetry projection and coupled cluster theory leads
thus to a wave function that is significantly better than
either of its components.

While BCS-CC has a discontinuous derivative at G.,
this is due to an abrupt change in character of the ref-
erence. When the reference determinant is obtained in
a VAP sense from PBCS, it evolves smoothly in G, and
consequently so too do BCS-CC and PBCS-CC based
upon it, as seen in Fig. 2. The derivative discontinu-
ity in the energy at G = G, is absent with the correct
reference, irrespective of whether the number projection
operator acts on the BCS-CC wave function or not.

The fractional correlation picture can be misleading in
certain cases. The right panel shows that for small G, all
methods are close to the right answer. For larger G, the
error in PBCS decreases (indeed, PBCS is an eigenfunc-
tion of the Hamiltonian in the G — oo limit) while the
total errors of BCS and BCS-CCD are still increasing
at G = 3G,. Adding number projection to BCS-CCD
yields an absolute error in the total energy too small to
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FIG. 1. (Color online) Energies for 100 levels at half filling. Left panel: Fraction of the correlation energy recovered. Right

panel: Energy errors in units of Ae.
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FIG. 2. Numerical derivative of the energy with respect to
G for 12 levels at half filling. By BCS(P)-CCSD we mean
BCS-CCSD based not on the BCS determinant but on the
broken-symmetry reference determinant of PBCS.

be distinguished on the plot.

The benefits of symmetry projection are most pro-
nounced for smaller systems, while as Ref. [23] shows,
BCS-CCD seems to be on average more accurate for
larger system sizes. It is thus worth checking how PBCS-
CCD performs as a function of system size. This is shown
in Fig. 3 where the fraction of correlation energy recov-
ered at half filling is displayed as a function of the num-
ber of levels for two different values of G/G.. In keep-
ing with our expectations, PBCS tends to perform worse
as system size increases, while BCS-CCD does better.
While the quality of PBCS-CCD does deteriorate ever so
slightly with increasing system size, the method delivers
nearly exact energies across the board.

The situation away from half filling is broadly similar,
as can be seen in Fig. 4 where the fraction of corre-
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FIG. 3. (Color online) Fraction of the correlation energy re-
covered at half filling as a function of the number of levels.
Two different values of G/G. are employed, knowing that the
precise value of G. actually depends on the number of levels.

lation energy recovered for 100 levels as a function of
the filling fraction is displayed. The interaction strength
G = 1.5 G, is employed, where G, denotes here the crit-
ical G at half filling. This value of G is sufficiently large
that number symmetry is broken for all filling fractions
under consideration. BCS-CCD is most accurate near
half filling, while PBCS is in contrast most accurate for
small or large filling fractions. PBCS-CCD seems to com-
bine these two effects and is exceptionally accurate for all
filling fractions. On the other hand, the strongest ben-
efit from the projection is obtained for filling fractions
close to zero or one, i.e. where the symmetry breaking
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interaction strength is G = 1.5 G, where here G. is the crit-
ical G at half filling.

is the weakiest'?. Note that single excitations have been
presently excluded from BCS-CC and PBCS-CC calcula-
tions simply because including them is more cumbersome
computationally. Because single excitations have the ef-
fect of adjusting the reference determinant, BCS-CCSD
or PBCS-CCSD results can only be expected to be better
than those displayed in Fig 4.

2. One-body observables

Thus far, the focus has been on the energy. It is impor-
tant to check the quality of the predictions for other prop-
erties as well. Generally, properties can be computed by
differentiating the total energy with respect to some pa-
rameter in the Hamiltonian. For example, single-particle
occupation probabilities n, can be expressed as dE/dep.
From them, any one-body ground-state quantity can be
obtained.

The errors on single-particle occupation probabilities
are shown in Fig. 5. As one might expect BCS displays
noticeable errors that are to some extent mitigated by
PBCS. It was already noted in Ref. 23 that BCS-CCD
gives surprisingly accurate occupancies. Adding number
projection yields essentially no error such that PBCS-
CCSD delivers basically exact results for any one-body

property.

10 In the nuclear physics context, this typically corresponds to semi-
magic nuclei near shell closures for which we expect PBCC to be
the most superior to BCC. This however remains to be seen in
realistic nuclear applications.
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FIG. 5. (Color online) Deviations from exact occupation num-
bers for 100 levels at half filling. The interaction strength is
G/Ae=1 (G/G. =5.5).
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FIG. 6. (Color online) Dispersion of particle number for 100
levels at half filling as a function of G/G.. Results are dis-
played for BCS, BCS-CCSD, PBCS and PBCS-CCSD.

8. Particle-number restoration

In addition to the great performance of PBCS-CC for
ground-state energy and one-body observables, the ac-
tual restoration of good particle number at each BCC
truncation order must be proven. To do so, Fig. 6 dis-
plays the dispersion of particle number

oa =/ (A%) —(4)2, (42)
with and without projection as well as with and without
BCC corrections, i.e. at the (P)BCS and (P)BCS-CCSD
levels.

As expected, one first observes that the particle-
number dispersion in zero in all cases for G < G, given
that the methods are symmetry-conserving to begin with
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FIG. 7. (Color online) Energy variation with respect to the
chemical potential of the underlying BCS reference state. Re-
sults are in units of Ae for 100 levels at half filling. The
interaction strength is G/Ae =1 (G/G. = 5.5).

over this interval. Beyond G., the dispersion grows
monotonically in the BCS calculation, reaching large val-
ues in the strongly correlated regime. While includ-
ing dynamical correlations at the BCS-CCSD level does
effectively reduce the particle-number dispersion while
improving the energetics, the dispersion remains signifi-
cant''. On the other hand, including the projection on
top of BCS does restore the symmetry exactly for all
values of G. via the inclusion of non-dynamical correla-
tions but misses dynamical correlations that are of im-
portance for high-precision energetics as illustrated previ-
ously. Eventually, going to PBCS-CCSD brings the best
of both worlds, i.e. both dynamical and non-dynamical
correlations are captured in a consistent way such that
the particleenumber symmetry is indeed restored for all
values of G, while obtaining nearly perfect energetics.

While being convincingly close to zero for any practical
purpose, one observes that the dispersion is not strictly
null near G. in the PBCS-CCSD calculation. This re-
lates to the fact that the set of ODEs is truncated (i.e.
Wo(p), Wi(p) and Wa(p) are presently retained), which
implies an approximation on the action of the projection
operator. As a matter of fact, the present result demon-
strates that the truncation of the ODEs at the double
level does provide a faithful account of the projection op-
erator for all values of the coupling strength. If needed,
one can anyway envision to include Ws(p) to reach very
high precision.

11 Tt remains of interest to test in which fashion the particle number
is effectively restored as one includes higher cluster amplitudes
toward the exact BCC wave function.
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4. Dependence on the chemical potential

At last, the dependence of the results on the chem-
ical potential potential is investigated. Both BCS and
BCS-CC rely on a chemical potential to control the av-
erage number of particles. A question of interest is to
what extent the PBCS-CC ground-state energy depends
on the chemical potential A used to generate the under-
lying BCS reference state. To this end, BCS, BCS-CCD,
PBCS in a projection after variation (PAV) scheme, i.e.
with « and v parameters fixed to their BCS values'?, and
PBCS-CCD results are displayed in Fig. 7 while vary-
ing the chemical potential around its BCS value. The
quantity reported is the grand potential (H —\(A —A)),
where A = 100 denotes the targeted number of particles.
Clearly, BCS and BCS-CCD produce essentially identical
deviations, which means that the BCS-CCD correlation
energy depends only weakly on the chemical potential.
Projecting the corresponding BCS states, the PBCS en-
ergy depends (mildly) on the chemical potential, i.e. on
the average particle number defining the underlying BCS
state. Doing the same on top of the BCS-CCD states,
the PBCS-CCD energy is independent of the underlying
chemical potential. This demonstrate that the consis-
tent combination of dynamical correlations through the
inclusion of singles and doubles and of non-dynamical
correlations via the projection erase the memory of the
underlying BCS state at rather low CC order.

IV. CONCLUSIONS

Coupled cluster theory very efficiently captures weak
correlations but, when based upon a symmetry-adapted
reference determinant, tends to break down when the
mean-field solution is strongly unstable toward symme-
try breaking. While this failure can be avoided by using
a symmetry-breaking reference state, one pays the price
in lost quantum numbers and potential inaccuracies in
properties sensitive to the broken symmetry. The choice
between accurate energetics on the one-hand and good
symmetries on the other is resolved at the mean-field level
by symmmetry projection, and the same appears to be
true at the correlated level. While symmetry-projected
mean-field methods do not typically describe weak corre-
lations and symmetry-adapted coupled cluster methods
do not generally describe strong correlations, the combi-
nation of symmetry projection and coupled cluster theory
yields a wave function that can accurately describe both
regimes. Indeed, for the pairing Hamiltonian PBCS-CC
is energetically exact for both small and large G and
even gives essentially exact results near GG where neither
PBCS nor BCS-CC alone is adequate. Moreover, the

12 In a VAP scheme, PBCS does not depend on the underlying
chemical potential.



wave function of PBCS-CC appears to yield essentially
exact one-body properties. All of this can be obtained
with a computational cost not too much larger than that
of the underlying BCS-CC. While we have not yet ap-
plied our techniques to more physical Hamiltonians, these
early applications suggest that symmetry-projected cou-
pled cluster theory has the potential to be an important
part of the computational arsenal.
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Appendix A: Similarity-transformed operators
1. Thouless transformation between vacua

The gauge-rotated Bogoliubov state can be expressed
via a non-unitary Thouless transformation of the unro-
tated one according to

(D(p)| = (D(p)|@)([e”) (A1)
where the one-body Thouless operator
=5 Z Zk1k2 ﬁkQﬁkl ) (A2)
klk)Q
solely contains a pure de-excitation part. The skew-
symmetric Thouless matrix
Z%(p) = N()M (), (A3)

is expressed via the transition Bogoliubov transformation
made out of the two matrices

M(p) =
N(p) =

where (U,V) define the unrotated Bogoliubov vacuum
).

e U + VTV,
eTPUTY 4 e VI,

(Ada)
(Adb)
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2. Similarity transformation

Similarity-transformed quasiparticle operators are de-
fined through

B () = 7P gD () (A3)
= 80+ [2(0), 57 + 5 12(0), 12(0), 7] + ..

Given the elementary commutators
{ﬁ;? By Bzﬁ: = Byl Oy — By Ok (AGa)
(BB, 85] =0, (AGD)
[5k5kuﬂ;: = Blkky — Br Ok » (A6c)
(81,81, | = 0, (A6d)

one finds

Bi(p) = B, (ATa)
BL(e) = Bl + Z Zig () B (ATH)

which can be compacted under the form of a non-unitary
linear gauge-dependent Bogoliubov transformation

B Y _( 1 o\ (s
Bi(%) 2%y 1 )\ 8t )

One notes that a pure de-excitation operator is invariant
under such a transformation, i.e.

(A8)

2B, 49 =B,. (A9)

Fermionic anti-commutation rules of the transformed
quasiparticle operators are maintained given that

{Bi(®), Ber(9)} = {8k, Brr }

=0, (A10a)
{B(0). 8L )} = {Br. 8L} + 3228 () (ko)
— S s (A10b)

{Ble)Blie)} = G {81 6. }
+ Z Zii, (¢ {ﬁkg ; ﬁk/}

Zk’k( )+ Zig ()
=0. (A10c)

Given a normal-ordered operator defined through

W = 77 Z Wkimk‘ih.“ljﬂ;; o 5£15l7 o 'Bll ’ (All)

its similarity-transformed partner reads as'?



Wi () = Z(so)Wij —Z(#)

B ZIJI Z
l1 l
i+7 [

Il
1M
il
51

n=j m=0

m+n<z+] l1 l

The last line defines a sum of normal-ordered terms ob-
tained by applying Wick’s theorem with respect to |®) to
the transformed operator. Given the nature of the trans-
formation defined in Eq. A8, the resulting terms have at
least as many annihilation operators as the original op-
erator (j) and possibly up to the total number of original
quasiparticle operators (i + j). The number of creation
operators ranges from 0 to the original one (i) such that
the overall number of quasiparticle operators is bound to
remain between j and ¢ 4 j in each term.

Appendix B: Angle-dependent BCC equations

Let us derive the first set of equations providing ac-
cess to all amplitudes but Wy(p), i.e. to all the T,(p).
One starts from Eq. 23 obtained by left-multiplying the
Schrédinger equation with n-tuply excited rotated Bo-
goliubov states and written in a compact form as

Hu(p) = E*Nu(o) . (B1)

1. Unexcited equation

Equation B1 is obviously valid for B, = 1. Inserting
Eq. 19b into it, one obtains the connected form of the
energy eigenequation

EA = (9| Hy(p)e” ) |®) ¢ (B2)
where the connected Hamiltonian kernel, denoted as h(¢y)

in Eq. 19b, naturally terminates such that the above
equation formally reads as the standard, i.e., diagonal or

13 Tt is important to understand the notation used in the present
document, i.e. W(” (¢) denotes the transformed operator of
W such that the notation (ij) is a sole reminder of the normal-
ordered nature of the original operator but does not characterize
the normal-ordered nature of the transformed operator. On the
other hand, W7*"(¢) does denote the normal-ordered part of
the transformed operator Wz (¢) containing m (n) quasiparticle
creation (anihilation) operators. Consistently, one may use the

notation Wm"(”>(<p) to further represent the part of W7'"(¢)

originating from W¥; see Ref [20] for more details.

Lkily. 15k1< )

j)
m” /zfnll ( )’Bkl
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(A12)
B (@)BL () - B ()

BL. Bu. - By

m

(

unrotated, BCC energy equation [24]. These connected
residuals can be trivially expressed in terms of the double
similarity transformed Hamiltonian

Hz(p)=e T Hy(p)et )

(B3)
according to

EA = (0|Hz(0)|2) . (B4)

2. Singly-excited equation

Following the same steps as in Sec. II C, singly-excited
kernels introduced in Eq. 24 can be rewritten as

Nlﬁkz (30) = Ny ko ((P)N((P) s
Hier s (0) = Py (0)N () +

(Bb5a)

in terms of connected singly-excited kernels defined
through

ks ko (4,0) = <q)k1k2 ‘eT(LP) |¢’> )

(@152 Hy ()T ?)|®)
= (2" |Hz(p)|®),

(B6a)
(B6b)

Pieyien ()

where the connected character stipulates that the clus-
ter operator is necessarily contracted with the operator
Hz(p).

Inserting Eq. B5 into Eq. B1 and exploiting Eq. B2,
one obtains the connected single equation under the form

0= hkle (30) )

where hg,k, (¢) naturally terminates such that Eq. B7
formally reads exactly as the standard, i.e., diagonal or
unrotated, single BCC amplitude equation [24].

(B7)

3. Doubly-excited equation

To unreveil the hierarchy of angle-dependent BCC
equations, the doubly-excited one is now worked out. Fol-
lowing the same steps as before, doubly-excited kernels



introduced in Eq. 24 can be rewritten as

Nirkokska (9) = Nykokska (PN () (B8a)

Hikokska (9) = Pk kakska (2)N ()
+ ey ko (9) Ny (0
— Tty ks (0) Niges (10
+ Ry kg () Ny s (
+ Pk (9) Ny ks (0
— Py s () Ny s (0
+ et () N o (0
+ 1(0) Ny ks (0

— D D D D D T

, (B8b)

where connected doubly-excited kernels are defined as
(F1kakaks | T(9)|p)
(@424 ()T 9| @)
= (@58 () ).

(B9a)
(B9b)

Nk kokska ((P)

hk1 kaksky ((P)

Inserting Eq. B8 into Eq. B1 and exploiting Eqs. B2
and B7, one obtains the connected double equation under
the form

0= hk1k2k3k4(50) ) (BlO)

which naturally terminates such that Eq. B10 formally
reads exactly as the standard, i.e., diagonal or unrotated,
double BCC amplitude equation [24].

4. n-tuply excited equations

As for connected singly- and doubly-excited equations,
the derivation of the n-tuple equation invokes all equa-
tions of lower rank. Reasoning by recurrence, one can
prove that

0= hk1~~k2n (50) ; (Bll)

where the naturally terminating connected n-tuply ex-
cited kernel of the Hamiltonian is defined as

(@812 |y ()67 )| B)
= (@h1kan | ()| @)

hkl»--an((p) (B12)

Appendix C: Differential equations

We derive now the second set of equations providing
access to all angle-dependent amplitudes W,,(p), i.e. to
Wo(p) and T, (p) for n > 1.
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1. DMaster equation

Taking the derivative of the n-tuply excited norm ker-
nel with respect to the gauge angle gives

d -~ d

——Nulp) = @@\R(@BM eV|®) = idu(p).

i (1)

2. Particle number kernel

The particle number operator is defined in an arbitrary
single-particle basis through

A= Zaéé cheq s (C2)

with apq = Jpq. In the quasiparticle basis of |®), the
normal-ordered form of A reads as

AEAOO+A11+A20+AO2
AOO+ ZAkﬂfzﬁlﬂﬁk?

kiko

T3 Z {A VBBl +Ak1k2ﬂk25kl} ;

klkz

(C3)

where the matrix elements of the various normal-ordered
parts are given in terms of the Bogoliubov transformation
defining |®) via

A% = Ty (V*VT), (C4a)
A, = [UTU=VIV] (C4b)
A, = UtV —vivr], (C4c)
ARy, = UtV =vTiul, (C4d)

In agreement with Eq. A12, the similarity-transformed
particle-number operator is written as

Az(p) = AP () + AY (9) + AZ () + A (0) (C5)
= A"(p) + Z Al (o 5k1ﬁk2
ks
T3 Z {Ak1k2 VB, Bl + A, (0 )5k25k1} ;

kle

where the expression of each angle-dependent matrix el-
ement can be found in Ref [20].

With the above definitions at hand, the particle-
number kernel introduced in Eq. 37 can be re-expressed
as

Au(p) = (2(0)|@)(D] Az () B, "))

2 (@INL () + (D()|@)(@AF (9B, V2P| @)
P (@)INu(0) + (2(0)|2)(21B,AY () /29| @)
= AL (D)INLu(9) + N () (@"|AZ (p) 79| @)

= AP ()N, (p) + A% (¢) ,

|
D>IJ>/\

(C6)

where the kernel ./4122 () is defined similarly to the Hamil-
tonian kernel introduced in Eq. 24.



3. Unexcited amplitude equation

Applying Egs. C1-C6 for B, = 1, the unexcited norm
kernel satisfies

@N(w) = i(A% ()N (0) + A%(p)) (C7)
Introducing the connected unexcited kernel of A%2
a®(p) = <<I>|A02< )eT()|0)
5 Z AP, (D) Wiyky () (C8)
klkz
and further noticing that
a(p) = AP (p) +a” (), (C9)

Eq. C7 can be rewritten as a differential equation for the
unexcited norm kernel

ToN() = TalpN(p). (c10)
Given that N (p) = (®(¢)|®) n(¢) and that
d
d¢< (0)|®) = i(D(p)|A|D)
= i{®(p)[®)(P|Az(0)|P)
= iA%(p)((p)|®). (C11)

one obtains the differential equation for the correlated
part of the norm kernel

(C12)

Exploiting that n(p) = ") Wy(p) is eventually
shown to satisfy the first-order differential equation

%WO(SD) — ia®(p), (C13)

which connects it to Wi(p) through Eq. C8.

4. Singly-excited amplitude equation

Applying Egs. C1-C6 for B,
excited norm kernel satisfies

= By,k,, the singly-

ToRiata) = =A™ Nk (0) + AL () (€19
= —i(a(@)Nisr () + s, (PIN(9))

where the connected singly-excited kernel of A°? reads as

a%@( ) =

- Z Ak3k4 |: Wk3k4k1k2 (90)

ksky

(@M152] AR (p)e )| @) ¢ (C15)

- Wk1k3 (@)szkm ((P)i| 5
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and where it was exploited that

Ak, (0) = a2, (DIN (9) + a2 (9)Niyka () - (C16)
Using Egs. B5a and C10, along with the fact that
Nk ks (4,0) = Wik, (90) ’ (017)

Wi(p) is eventually shown to satisfy the first-order dif-
ferential equation

d
Wklkz( ) Zag?kg (90) ) (018)

do

which connects it to Wa(p) through Eq. C15.

5. Doubly-excited amplitude equation

Applying Eqs. C1-C6 for B, = By, kyksk,, the doubly-
excited norm kernel satisfies

d -

%Nkll%]%kzl ((P) = i(AOO(@)NklbksM (90) + Ag?kgkglm ((,0)) .

(C19)
Using Eq. B8a and exploiting that

Ny kokska (P) = Wiy kakgka (9)
+ Whikes (0) Wiy (0)
= Wik (0) Wik ()
+ Wi ka (9) Wik, (€) 5 (C20a)

3
Ag?k,zkgk‘;(w) = agfmgm(%@)/\/(@)

t

(C20b)

along with the differential equations associated with un-
excited and singly-excited norm kernels derived above,
W () is shown to satisfy the first-order differential equa-
tion

d .
@Wklk2k3k4 (80) = Zag?lmk_gk(; (90) ’ (C21)
where the connected doubly-excited kernel of A%2
) ks () = <<I’k1k2k3k4\AOQ(@)GT(@@)C (C22)
- Z Ak5k6 Wk5k6k1k2k3k4(@)
kskeg
+ Whyks (©)Whgkaksks ()
+ Wkas (@)Wkl kekska (4,0)
+ WkSks (@)Wkl kokeka (90)
+ Wk4k5 (@)Wklkzkske (QO)] )

connects it to Ws(p).



6. n-tuple amplitude equation

As for single and double amplitudes, the derivation of
the differential equation satisfied by the n-tuple ampli-
tude invokes all those lower ranks. Reasoning by recur-
rence, one can prove

d .

%Wklu.kzn () = a3} 5y (0) 5 (C23)

where the connected n-tuply excited kernel of A°2
0s . ks (9) = (@52 [ A (p)eT @), (C24)

connects it to W, 11(¢).

7. Initial conditions

The ODEs need to be complemented with initial con-
ditions. Working up to the n-tuple level, one most natu-
rally employs the initial conditions

Wo(0) =0,
Wi(0) = Uy,

(C25a)
(C25b)

for k < n and Wi(0) = 0 for £ > n, where the gauge-
unrotated amplitudes Uy, are to be determined by solving
standard BCC equations (Eq. 26) at the same n-tuple
level.

Appendix D: Off-diagonal kernels
1. Results

The connected part h(p) of the off-diagonal hamilto-
nian kernel and the norm kernel N () are displayed as a
function of the gauge angle in Figs. 8 and 9, respectively.
Results are generated for the pairing Hamiltonian with
100 levels at half filling (G/G. = 1.5) at the PBCS and
PBCS-CCSD levels.

Before discussing the results, it is worth noting that
in an exact'* limit of PBCC, the connected part of the
off-diagonal hamiltonian or particle number kernel is in-
dependent of the gauge angle [19, 20] while the norm
kernel is nothing but NV(p) = ¢*4¢. Contrarily, the non-
trivial impact of the particle-number projection precisely
relates to the gauge-angle dependency acquired by h(p)
and a(p) as well as to the departure of N'(¢) from a sin-
gle IRREP of the U(1) group as a result of the underlying
symmetry breaking.

The results obtained for at the well-celebrated PBCS
("MEFE”) level provides a reference. The norm of h(p)

14 This is more generally true in any symmetry-conserving limit of
PBCC.
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displays a typical bell-shaped curve that is maximum at
¢ = 0'5. The norm kernel displays a similar qualitative
behavior with A/(0) = 1 as a result of (®|®). The phase
of both h(yp) and N (p) are strictly linear in ¢ but while
it is zero for h(p) that is real, the slope is equal to A for
N(p).

Moving now to PBCS-CCSD, let us first focus on the
case where T1(¢) and Ta(p), from which h(p) is com-
puted according to Eq. 19b, are obtained by solving the
ODEs introduced in Sec. IIE2. The behavior of h(p)
is qualitatively very similar to what is observed at the
PBCS level, i.e. when U = W(yp) = 0. While the phase
remains strictly null, the norm h(yp) is more spread out
with a maximum still located at ¢ = 0'6. By going from
PBCS to PBCS-CCSD, one starts observing the flatten-
ing of h(y) and the converging towards the exact solution
that must occur as one includes higher-order cluster op-
erators'”. As for h(ip), the norm of N(yp) resembles the
one at the PBCS level but is flatter as a result of included
many-body correlations'®. The fact that A(0) = 1 re-
mains true testifies of the intermediate normalization sat-
isfied by the BCC wave function at any truncation order.

Let us now focus on the case where T1(p) and T2(p)
are obtained by solving the gauge-dependent BCC am-
plitude equations introduced in Sec. IIE 1. One observes
that h(y) is constant and real’®; i.e. h(p) = h(0) for all
. This behavior is thus entirely different from what is
obtained at the lowest order, i.e. PBCS level, which is
both surprising and at odd with the results obtained from
the ODEs. An analytical proof of this unexpected result
is given in Sec. D2 below. By virtue of Eq. C10, the
norm kernel behaves trivially as N'(¢) = /(0¥ = il
is this case. As mentioned above, the actual indepen-
dence of h(y) on the gauge angle renders the particle
number projection trivial, i.e. inactive, even though the
cluster operator U is truncated such that the symmetry
is indeed broken at the BCC level. While requiring that
T (p) satisfies angle-dependent BCC equations is correct
in the exact limit, it is not pertinent as soon as U is trun-
cated. Indeed, this demand happens to break completely
the link to the original definition of 7 (y) in Eq. 18 in
which its dependence on the gauge angle is driven by a
gauge rotation. In conclusion, the determination of 7 (¢)
via angle-dependent BCC amplitude equations is inap-
propriate and must be discarded in actual calculations
where the symmetry is broken and needs to be effectively
restored.

15 Note that h(0) is real and delivers nothing but the total unpro-
jected BCS energy.

16 Note that h(0) is real and delivers nothing but the total unpro-
jected BCS-CCSD energy.

17 We recall that in the exact limit h(yp) is flat and equal to the
actual ground-state energy.

18 We recall that [N (p)| = 1 in the exact limit.

19 The same result holds for the connected part of the particle num-
ber kernel, i.e. a(p) = a(0) for all ¢, or to any scalar operator
under gauge transformations. See Sec. D 2 below.
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FIG. 9. (Color online) Same as Fig. 8 for the norm kernel N ().

2. Constant connected hamiltonian kernel

Using the disentanglement properties of the Lie alge-
bra [30], the symmetry rotation operator R(y) can always
be decomposed exactly as

R(p) = eX(#) Y (#) 2(9) (D1)
where
X(0) =5 3 Xun(e) 8L, 8L, (D2a)
Y(p) = Yo@ + ;kj Yirks () BL, Brs, (D2b)
20) =5 3 Zuaia(9) B B (D2)

kiko

In other words, Z(y) destroys a pair of quasiparticles,
X () creates a pair of quasiparticles, and Y (¢) preserves
the number of quasiparticles. The precise details of the
matrix elements need not concern us here, but note that
Z(¢) is nothing but the Thouless operator introduced in
App. A1.
Because the Hamiltonian is invariant under gauge ro-
tation, so that
R(p) HR™'(p) = H, (D3)
the Thouless-transformed Hamiltonian Hyz () can be
written as

Hyz(p) = 2@ o= 2(@) — o=Y(9) =X (#) fF o X(9) Y(9)
(D4)

We can use this complete disentanglement to write al-
ternative forms for the norm and Hamiltonian kernels



given in Eq. 11. The norm kernel is

N(p) = (@|R(p) " |@) (D5a)
— <(I)|6X(<P) oY (#) Z(¥) eV |®) (D5b)
= Vo) FWo(9) (p|e7(#)| ) )

)

= Yo(P)+Wo(w) (D5d

while the Hamiltonian kernel becomes

H(p) = (®|R(p) H V' |D) (D6a)
= (D|H R(p)e"|®) (D6b)
= (D|H eX (@) Y (9) o2(¢) eU|q>> )
= )

B|H X () ¥ (@) T(9) ) Wole),

To simplify the Hamiltonian kernel, we can define

T(p) =@ T(p)e ™. (D7)
Because 7‘(30) contains only quasiparticle creation opera-
tors, it commutes with X (), and it will prove convenient
to also introduce

T(e) = X(p) + " T(p) e V). (D8)
Note that 7(¢) contains all the same excitation levels as
does T(p), and also contains single excitations even if
T (p) does not, simply due to the presence of X ().

Now, with these definitions in hand the Hamiltonian
kernel is

H(p) = (D|H X® T (@) Y ()| @) Wo(#) (D9a)
= (B|H T (@ |D) Yo L)+ Wole) (D9b)

where in the second line we have noted that
¥ 9)|D) = D) ¥, (D10)

and the connected Hamiltonian kernel h(y) defined in
Eq. 19b is just

hp) = (O|H " @] D). (D11)
This identity is true regardless of the truncation of the
broken symmetry cluster operator U = T (o = 0).

Thus far all we have done is to note that, regardless
of the truncation of the broken symmetry cluster op-
erator, the reduced Hamiltonian kernel can be written
in terms of the untransformed Hamiltonian and an al-
ternative angle-dependent cluster operator 7 (¢). Our
next step is to show that if 7 (p) satisfies the angle-
dependent BCC equations, then ’Af(go) satisfies the angle-
independent BCC equations, and the reduced Hamilto-
nian kernel is therefore constant.

To see this, suppose that T (p) satisfies the angle-
dependent BCC equations, so that

(@]e” T Hz(p) T ?]®) =0 (D12)
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for all relevant 2n-quasiparticle states. For example, in
BCC with single and double excitations, we suppose that
T (p) satisfies the angle-dependent BCC equations for all
quasi-particle excitations (®*| corresponding to n = 1
and for n = 2. Using the relation expressed in Eq. D4
we see that equivalently

<q>u|e—T(w) e~ Y (9) o=X(¢) [ oX(9) Y (¥) eT(”’)|(I>) = 0.
(D13)
Because Y () preserves the number of quasiparticles, the
set of states (®#| and (PH|exp(—Y (¢)) span the same
space, so satisfaction of Eq. D13 means that
(@"]e=T@ H T@)|d) = 0 (D14)
is also satisfied. In other words, if 7(p) satisfies the
angle-dependent BCC equations for a given excitation
level, then 7T () satisfies the unrotated BCC equations
for the same excitation level, i.e.
T(¢) =T(0). (D15)
From Eq. D11 the reduced Hamiltonian kernel h(y) is
then

h(p) = (®|H 7@ |®) = h(0) (D16)
and the projected energy of Eq. 20 is simply
2w i
dpe "M N
EA = h(0) Lo_TP€ @) _ b0 (D17)

[T dp et N(p)

which is nothing but the BCC energy associated with
T(0).

To restate our result, regardless of the truncation of
U = T(0), so long as is contains single excitations (be-
cause T (p) always contains single excitations) and so
long as all BCC equations for the relevant excitation lev-
els are satisfied, one solution of the angle-dependent BCC
equations is such that the reduced Hamiltonian kernel is
constant and equal to its value at ¢ = 0, which is the
unprojected BCC energy.

Appendix E: Pairing hamiltonian

The present section provides explicit expressions for
the ingredients necessary to implement PBCS-CCSD the-
ory to the pairing Hamiltonian problem.

1. BCS transformation

For sufficiently strong G, the variational solution of
the pairing Hamiltonian within the manifold of prod-
uct states develops a particle-number breaking solution
|®) with quasiparticle operators defined through the BCS
transformation

5; = upc;; — VpCp , (Ela)
Bp = upcy + vch . (E1b)



The BCS transformation corresponds to a simplified ver-
sion of the generic Bogoliubov transformation introduced
in Sec. 8 characterized by 2 x 2 block matrices of the form

Vo = Vop Oprp = +0p O (E2a)
Vip==Vop = —0p, (E2b)
Upp' = Upp Oprp = Fp Oy (E2c)
Upp =+Upp = +up. (E24d)

2. Normal-ordered Hamiltonian

While the Hamiltonian is initially expressed in the
single-particle basis (Eq. 39), it is of interest to express it
in the quasi-particle basis of the vacuum |®). Inverting
the BCS transformation E1

(E3a)
(E3b)

c; = upﬂz +vpfp,
cp = upfp — “pﬁ;’

one first expresses the pair operators in terms of quasi-
particle ones defined through

Ny = B3 8, + 8L 8,
Pl =55 85,

(E4da)
(E4b)
according to
Np =202 + 2upv, P + (ul — v2)N,, + 2upv, Py, (Eba)
Pl = uyv, + u2Pl — upvpNp, — v2P, (E5Db)
Py = upvp — v2PY — upvpN,, + uZPy . (E5c¢)

Inserting these relations in Eq. 39, the normal-ordered
Hamiltonian under the form

H = H 4+ S (HYN, + HO2P} + H2P,)
p

pa” p rq” p

+ Y (HRZNNg + He2PiPy + HYPING + Hi N, Py)
rq

+ ) (HpyPIPI+ HyPyPy) (E6)

ra” " p"q
PF#q
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where the matrix elements associated with the various
normal-ordered terms are given by

H® =2 (e, — Ao}
p

~G(Y )’ -GN wl, (ETa)
P P
H;l = (ep — )\)(ui — vf,)
+2Guyvy Y ugvg + G, (E7b)
q
H = H)” = 2(ep, — Nupvp
= G(uf7 - vg) Z UgVq — 2Gupv§ , (E7c)
q
Hgg = —Guptplqvy , (E7d)
f[ﬁg = —G(ugu? +vov?l), (E7e)
Hyy = Hyy = Gluy = 03)uqvg, (ETF)
uZv? + viu?
Hyy = Hyy = G5 (ETg)

2

3. Thouless transformation

The gauge-rotated BCS state (®(p)| is expressed
via the Thouless transformation of the unrotated one
(Eq. Al). Given the BCS transformation (Eq. E2), the
plain overlap between both states reads as

(@(p)|®) = [J(uf +e*0p)

(E8)

whereas the transition BCS transformation (Eq. A4)
reads as
My (@) = 7" (U?; + 621‘%”2)%})’ )
Npp () = eiwupvp(e%w — 1)dpp

(E9a)
(E9Db)

The latter matrices allows one to write the Thouless ma-
trix (Eq. A3) under the form

upvp(€*? —1) o ) = ()

— (E10)
u2 + e?Pv2

02 _
pr’ (90) -
such that the Thouless operator reduces to

Z(p) =) () Pp- (E11)

4. Similarity transformation

The similarity transformation by the Thouless opera-
tor was detailed in App. A 2. In the context of the pair-
ing hamiltonian problem, one first needs to transform the



pair quasiparticle operators according to
eZ(sD)ppe*Z(w) =P,,
eZONLe 20 = N, + 22, ()P, (E12)
eZ(SD)P;e_Z(W) = P; + zp(@)(l - Np) - Z;%(@)Pp .

With this result at hand, one obtains the similarity-
transformed Hamiltonian under the form

Hz(p) = H (¢ >
2,
Z H22

+ HlS(‘Pﬂ);Nq + HS); (‘P)Nppq)

+ Y (Hpg(9)PIPI + Hpd (9)PpPy)
pF#q

)Ny + HP ()Pl + H2°(¢)Py)

VNN + H22(0)PIP,

(B13)
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where the matrix elements are given by

H(p) = H + > H2,(¢)
p
04 04 2
+ZHpqu Zpr z, (), (Elda)
rq
Hy' () = Hy' — Hp?z()
Z Hpg + Hyp)zp(9) 24()
+ Hg;f 22() ZHL'” (E14b)
Hp?(p) = Hy? — 2Hy,» ( )
Z (HO + HON)z4() (El4c)
H'(p) = Hio + 2H“zp( ) — Hyp?z 2( )
+AH 2 Z 02z,
ZH°4+H°4 2(9)2q(0) + 2Hp, 25 ()
+22 o(p) —2H2322(p),  (El4d)
Hii(p) = H§§ + Hpg2p(9)24(9) — Hygzp(9),  (Elde)
Hpg () = Hyg = (Hyq + Hap)(¢)
+2H,024() (E14f)
Hpg(9) = Hyg (El4g)
Hyg (@) = Hyg + 4H 3 2,(0) 24()
— Hy2 20 (0) + Hygza (9) 25 ()
— 2H,022(9) 2 () + 2H g 2 () (E14h)
Hpo () = Hyd — (Hpg + Hgp)zq(0) (E14i)
Hyi () = Hpy + 2(Hp3 + Hx)z(9)
— Hy32p(0) + (Hyg + Hgp)zp(9) 25 ()
— 2H, 02 (0) 2 () — Hyp23(9) - (E14))

5. Hamiltonian and norm kernels

Unexcited and excited Hamiltonian and norm kernels
introduced in Egs. 11 and 24 are the main building blocks
to solve for the amplitude equations and compute the
projected energy. Writing them in terms of their con-



nected counterparts, they read as

No(#) = () N (), (E15a)
Noa(#) = npg () N () , (E15b)
() = (hpl) + h(@)ny() )N (). (EL5)
Hoa(9) = (Poa(9) + hp(9)nq ()
+ hy()np() + By () )N (), (EL5A)
with
N(p) = ((p)|@) ™), (E16a)
ny () = (@[PyeT)|@)
= Wy (e), (E16b)
Npg(p) = <(I)|Pq7)p6T(@)|(I)>
= Wpe(p) + Wp()Wo (), (E16c)
and
h(p) = (D|Hz(p)e 9| @)
= (@|H2(¢)|). (E17a)
hp(9) = ([P, Hz()eT ) |@)c
= (@[P, Hz(9)|®), (E17D)
hpg(p) = (PP Hz(p)e T(¢)|(I)>
= (@[P Hz(9)]®), (E17¢)

where W,(¢) and W,,(¢) denote single and double
gauge-rotated cluster amplitudes, respectively. The con-
nected kernels of the Hamiltonian h(y), hy(¢) and hyq(p)
are nothing but energy, single and double BCC resid-
uals for the doubly similarity-transformed Hamiltonian
Hz(p) such that their expressions are easily obtained
from BCC ones [23] at the price of replacing the initial
matrix elements of H by those of Hz(p).

6. Differential equations

In Eq. 33, the differential equations satisfied by gauge-
rotated cluster amplitudes were provided. Specifying

20

them to the pairing Hamiltonian problem and going up
to quadruple amplitudes, they read as

dWo

Z A%(p (E18a)
dw, ,
df;( o)~ iAW)
+i Y AP (9)Woa(#) (E18b)
P
dw, .
rle) _ —21p(m)Agz(sa)Wp(sD)qu(so)
+1 Z A02 pqr ) ’ (ElSC)
dWoqr )
1) i () A2 () W)W 1)
— 2 p(pqr)Aw( IWp () Wpar ()
+1 Z A02 pqrs( ) ) (ElSd)
AWogrs .
1) i () A () Wi () Wi (9)
—2i p(quS)AOQ( IWp(©)Wogrs(¢)
+ 4 Z A02 pqrs‘t( ) (E18C)
where p(pg - - - ) permutes the indices to create terms that

are distinct when taking the symmetries of the indices of
W(p) into account. From the explicit expression, it is
clear that dWp () contains contributions from Wi ().
By truncating at a certain excitation level, these equa-
tions can be decoupled, and the low order amplitudes can
be obtained from an ODE solver.
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