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ABSTRACT

Human service providers play a critical role in improving well-
being in the United States. However, little is know about (i) how
service seekers find the services they are looking for by navigating
among available service providers, and (ii) how such organizations
collaborate to meet human needs. In this paper, we report the first
outcomes of our ongoing project. Specifically, we first describe a
data acquisition engine, designed around the particular challenges
of capturing, maintaining, and updating data pertaining to human
service organizations from semistructured Web sources. We then
proceed to illustrate the potential of the resulting comprehensive
repository of human service providers through a case study show-
casing a mobile app prototype designed to provide a one-stop shop
for human service seekers.
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1 INTRODUCTION

Navigating among service providers is an essential part of seeking
for help [2, 7, 8, 11, 16, 20, 23, 25]. And yet, the process of seeking
and providing services is often slow and fragmented: (i) service
providers often work in silos [4, 10, 14, 15], whereas (ii) people
who seek help carry the burden of navigating through available
services and eligibility criteria [2]. In our ongoing project, we focus
on the world of human service providers [12] with the ultimate
goal of understanding how service seekers find the services they
are looking for. Unlike the Web where people can find and access
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relevant information by reviewing websites or navigating webpages
by following hyperlinks, no comprehensive resource exists to date
for service seekers to find service providers. Additionally, the net-
work structure (if any) among service providers is unknown. Thus,
service seekers must rely on the information they already have
(e.g., list of food pantries in an area) or new information they can
obtain (i.e., through referrals) in order to eventually reach a service
provider that can cater to their needs.

To understand how human service providers come together
to address the grand challenges associated with meeting human
needs, the most crucial problem to solve is finding an appropriate
data source. To overcome this barrier, we leverage the medium
that most (if not all) human service organizations rely upon for
their public communication, i.e., their websites. The advantage of
using websites to collect information about human service organi-
zations is twofold. First, websites are publicly available online and
their content is machine-readable. Second, they provide rich and
semi-structured data that can be used to develop a comprehensive
database of organizations and their partners, which can in turn
be subsequently used to (i) develop technologies that enable novel
capabilities, such as the one described in this paper, and (ii) analyze
the interactions among human service organizations.

The limitation of using Web data is that it may lead to an imper-
fect representation of the actual set of human service organizations
and their connections. For instance, organizations may choose to
(i) not have a web presence at all, (ii) not list their partners on
their websites, or (iii) use offline resources such as printed books
similar to yellow pages to connect to other organizations. From the
perspective of a service seeker however, information available on
the Web may be the only resource to find services due to reasons,
including but not limited to, restricted mobility (e.g., a homeless
person may be unable to travel the distance to a referral organiza-
tion so as to ask questions) or personal preferences (e.g., someone
may prefer the anonymity of the Web to investigate for available
options). Even though a subsequent study to understand the quality
of this approximation may be necessary, it is beyond the scope of
this work.

We begin by providing the key goal of our ongoing project (Sec-
tion 2), and subsequently describe our data acquisition engine (and
associated challenges) to collect the greatest amount of potentially
useful information possible (including the mission and scope of
an organization, hours of operation and list of services provided)
about human service providers in a given locale (Section 4). We
then illustrate the potential of the resulting repository of human
service providers to create public value through a mobile app for
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Figure 1: System architecture.

searching and filtering service providers, and requesting and track-
ing services through the click of a button (Section 5). We conclude
with a discussion and future work in Section 6.

2 BACKGROUND

The principal objective of our ongoing project is threefold: (i) de-
mocratize access to the greatest amount of potentially useful infor-
mation about available human services in a locale, without over-
whelming the user with excess information, (ii) seamlessly connect
service seekers to providers and facilitate digital interactions, and
(iii) provide service seekers with a way to track the whole service
cycle, from the moment a request is initiated, to service delivery, to
outcome(s), all through a user—friendly, easy to use mobile app.

To accomplish this ambitious objective, we are currently de-
veloping COMPASS, a system comprising five modules: (i) data
acquisition engine, (ii) classification engine, (iii) comprehensive
repository and information integration engine, (iv) Web frontend,
and (v) mobile app, as illustrated in Figure 1. In this paper, we
present our progress on the data acquisition engine (Section 4) and
the mobile app (Section 5) components of our framework.

3 RELATED WORK

Data collection from the Web. A large number of general-purpose
crawlers have thus far been developed for scraping information
from online sources [1, 13, 21]. While such crawlers are designed
to collect data at scale, retrieving information about human ser-
vices by scraping publicly available information from their websites
presents unique challenges (see Section 4).

Technologies for Underserved Populations and Non—profit
Organizations. Nearly 70% of low-income consumers rely pri-
marily on their smartphones for connecting to the Web [9, 24].
Therefore, numerous mobile apps (e.g., Range! and OneToday?)
have been developed to assist underserved populations get access
to information, such as finding the nearest grocery store that ac-
cepts food stamps or the best prices for milk in a given area [3].

http://www.rangeapp.org/
Zhttps://onetoday.google.com/
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Apps specifically designed to address food insecurity and home-
lessness include [5, 6, 17, 18]. The use of technology in non—profit
organizations has been explored in [27].

4 DATA ACQUISITION ENGINE

The goal of our data acquisition engine is to collect the greatest
information possible about as many human service providers as
possible within a given locale. In our current work, we focus on
the metropolitan area surrounding Albany, the capital of the U.S.
state of New York. Albany, the 4th largest metropolitan region in
the state and the 45th largest in the U.S., is a multiracial and multi-
ethnic city that contains nearly 99, 000 residents (on average 52%
White, 29% Black or African American, 9% Hispanic or Latino, 6%
Asian, and growing refugee populations)® and a high concentration
of human service providers and service organizations related to
government, health care, and education [19]. The concentration of
human service providers in Albany extends to two adjacent cities,
Troy and Schenectady, which exist within a 20—mile radius from
Albany. Albany and these two cities form the core of the Capital
District of the New York State (officially defined as the Albany—
Troy-Schenectady Metropolitan Statistical Area with a population
size of approximately 800, 000). Although these cities function as
independent localities, they share commuting populations, local
resources, and services. Nevertheless, our data acquisition engine is
not restrained to the specific geographic boundaries of the Capital
District, but is instead applicable to any location across the US.

We implemented our data acquisition engine in Python using
BeautifulSoup* to parse HTML pages. A NoSQL cloud database® is
used to store the data. The benefit of using a cloud-hosted database
is security, persistency, flexibility, and real-time synchronization
with every connected mobile app client.

4.1 Completeness

Ideally, a number of attributes, including the mission, physical
address, hours of operation, programs and services provided, eligi-
bility criteria, and category (as recorded by the National Taxonomy
of Exempt Entities system,® which facilitates the categorization of
organizations by their types and activities, promotes uniformity
and comparability, and is used by the IRS to classify non-profit
organizations), in addition to the website address and name of each
organization, should be collected and stored in a comprehensive
repository. Note that within the major group of “Human Services",
the National Taxonomy of Exempt Entities system further divides
organizations into logical subdivisions, the first few of which are
shown in Figure 2.

Our data acquisition engine visits all webpages originating the
starting domain of a given URL, parsing their content for the de-
sired information. Note that we currently rely on the URL of an
organization to identify it as unique; however, different URLs may
resolve to the same webpage (e.g., due to parameters appended to
the URL which do not change the content of the page). On the other
hand, some organizations may use the same domain to host their

3http://www.census.gov/programs-surveys/acs/technical-documentation/
table-and-geography-changes/2014/5- year.html
4https://www.crummy.com/software/BeautifulSoup/
Shttps://firebase.google.com/
®https://nces.urban.org/classification/national- taxonomy- exempt-entities



P20 - Human Service Organizations NAICS: 624190 Largest/examples: P20 - P2 - Search

Organizations that provide a broad range of social services for individuals or families. Use this code
for multiservice organizations such as Lutheran Social Services, Catholic Social Services and other
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Development

P21 - American Red Cross NAICS: 624230 Largest/examples P21 - Search

Separately incorporated, local chapters of the American Red Cross.
P22 - Urban League NAICS: 624190 Largest/examples P22 - Search
Separately incorporated, local Urban League sites.

P24 - Salvation Army NAICS: 624190 Largest/examples P24 - Search

Separately incorporated, local Salvation Army sites.

Figure 2: Sample subdivisions of human services according
to the National Taxonomy of Exempt Entities system.

webpages. To address this challenge, we perform post-analysis to
identify URLs resolving to the same organization. Finally, our data
acquisition engine searches for partner organizations while ignor-
ing links to social media platforms such as Facebook and Twitter so
that no websites outside the realm of human service organizations
are considered. If a domain has a subdomain, the subdomain is also
examined.

Additionally, we would like our crawler to collect information
about as many organizations in a region as possible. Our data acqui-
sition engine performs snowball sampling, i.e., examines organiza-
tions that are listed as partners on websites of organizations in our
seed list, to further expand the original list. The outcome depends
to a large extent to the initial set of organizations provided as input
to our data acquisition engine. Currently, our seed list comprises
a total of over 3,000 service-providing organizations and their
corresponding URLs. This list was automatically compiled using
Selenium’ from (i) GuideStar,® an information service specializing
in reporting on U.S. non-profit organizations, (ii) GreatNonprofits,’
a website that allows donors, volunteers, and clients to share their
personal experiences and reviews of charitable organizations, essen-
tially providing crowdsourced information about the reputability of
these organizations, and (iii) Charity Navigator,'? an independent
charity watchdog that evaluates charitable organizations in the
United States.

4.2 Flexibility

Each organization’s website has its own structure, which in addition
may also change over time. Some organizations may have mini-
malistic websites containing a general overview of their mission
and activities, while others might have multiple pages for specific
programs and services. With respect to identifying webpages listing
partnering organizations, these might appear in various formats,

https://www.seleniumhq.org/
Shttps://www.guidestar.org/
“https://greatnonprofits.org/
Ohttps://www.charitynavigator.org/
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such as in menu items, images, PDF files, or unstructured text. The
data acquisition engine should be able to detect and annotate the
type of content describing partnering organizations, and either
parse it automatically or log it and inform a system administrator
to allow for post-processing and/or adaptation of the pertaining
module. An easy solution would be to automatically filter naviga-
tion menus to identify pages that contain information about partner
organizations. However, given differences and lack of standards
in web design, this may be infeasible when crawling a number of
heterogeneous websites.

To address such difficulties, our data acquisition engine follows
a modular design where its main functionality is implemented in
generic modules (e.g., for the interaction with the cloud-hosted
database), which do not require modification when adding new
URLs for crawling. Our main content parsing module traverses
a given domain searching for web pages containing information
regarding the mission statement of organizations. Our partners
detection module traverses a given domain searching for web pages
containing at least three URLs with a “.org” suffix, as indicative
of human service organizations, and therefore a potentially good
heuristic to identify webpages that list partners. In our ongoing
work, we are investigating the use of additional (and/or more ap-
propriate) heuristics in order to enhance the ability of our engine
to parse additional formats so as to better capture existing relation-
ships between organizations. When a website uses a previously
unseen structure, a new scraping module (i.e., set of regular ex-
pression matching operations to identify specific patterns) may be
required.

4.3 Efficiency

Information about each parsed organization should be stored in our
comprehensive repository exactly once, and the same organization
should not be visited more than once during a crawl. In our current
implementation, we perform a basic edit distance string similarity
check on organizations’ title in addition to examining their corre-
sponding URLs to identify and avoid parsing and storing duplicate
entries. Our engine additionally provides the means to revisit a
website, inspect it, and if needed, update the entry in our repository
with new or modified information about the programs and services
and partnering organizations of the corresponding service provider.
A log system helps to keep track of the crawling status and de-
tect unexpected errors (e.g., site is down) or encountered problems
(e.g., network connectivity issues). Most errors and warnings can
be handled automatically (e.g., connectivity problems), however
some issues require manual inspection (e.g., when a website uses a
previously unseen structure). Self-recovery capabilities are used to
detect when an error has occurred, and if possible, continue with
the data collection process.

Although possible to set up our data acquisition engine to be
launched in parallel using different processes and/or proxies (e.g.,
to parse multiple URLs in parallel), we decided against such option
for two main reasons. First, we wanted to balance the use of our
available bandwidth, and second, we did not want to compromise
or cause any harm whatsoever to the normal operation of any of
the websites visited during the data acquisition phase. Note that
scrapping data may already require to break some of the terms of
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Figure 3: Screenshots of our application prototype illustrat-
ing: (a) map view of human service providers color-coded by
category, and (b) details about a selected provider.

use agreements used by human service providers’ websites. We
believe however that the benefits of crawling for data collection
outweigh the potential harms.

Finally, the data acquisition engine is useful to the extent it
can correctly identify the category a newly found human service
provider belongs to for a large percentage of organizations based
on textual information (e.g., mission statement, and available pro-
grams and services) and the category of known partnering organiza-
tions already in our repository. However, automatic categorization
of organizations is a challenging problem itself. Currently, we (i)
cross-reference information from GuideStar, GreatNonprofits, and
Charity Navigator to assign a category to organizations already
in our database, and (ii) manually annotate organizations beyond
the initial list. We plan to deploy a machine learning approach to
automatically perform this task as part of our classification engine
module in our future work.

5 ENABLING HUMAN SERVICES 2.0

The term “Web 2.0" refers to a “ set of economic, social, and technology
trends that collectively form the basis for the next generation of the
Internet, a more mature, distinctive medium characterized by user
participation, openness, and network effects” [22], whereas, terms
“Health 2.0" and “Medicine 2.0" have been recently used to describe
the use of “Web 2.0" technologies in health care [26]. In similar
spirit, we envision “Human Services 2.0", the next generation of
human services, in which (i) information about service providers is
openly accessible and easy to find, search and filter through, and
(ii) service delivery is digital, seamless, worry—-free, efficient, and
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Figure 4: Screenshots of our application prototype showing
(a) auser—friendly and easy to use dialog where the user pro-
vides inputs regarding her request to the provider, and (b)
status page, where the user is able to keep track of her ser-
vice requests (colors are used to differentiate between pend-
ing, cancelled, under processing, or completed requests).

traceable, maximizing positive outcomes both for service seekers
and service providers alike.

To realize the potential of “Human Services 2.0", we leverage the
extensive repository created by our data acquisition engine (Sec-
tion 4) to open up information about human services and facilitate
the digital connectivity with human service providers across con-
ventional boundaries and silos. In our proof-of-concept prototype,
a service seeker opens the application, and is prompted with a map
view of human service providers nearest to her current geographic
position (Figure 3a), which is provided either by allowing the ap-
plication to gather her current GPS location or by dragging a pin
marker to the appropriate location. A user can additionally explore
human service providers in the form of a list (similar to an offline
directory), or expand on any provider to obtain more information,
including directions and contact details, hours of operation, pro-
grams and services provided, and eligibility criteria if applicable
(Figure 3b). Filtering and search capabilities (Figure 5), and the abil-
ity to bookmark organizations (star symbol at the top right corner
of Figure 3b) enable users to easily navigate among the potentially
large number of service providers, whereas requesting for services
become as easy as the click of a button (illustrated in Figure 4a).
Tracking the status of service requests is simplified as shown in
Figure 4b, whereas notifications can be set (some automatically by
the app) to notify the user of changes in any of her requests (e.g.,
need for additional documentation). Our mobile app additionally
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Figure 5: Screenshots of our application prototype showing (a) filtering and (c) search capabilities to narrow down one’s search
to a small subset of providers, as in (b) where only providers offering “Alcoholic Anonymous" services are displayed.

supports asynchronous text communication between the user and
service providers.

6 CONCLUSION

The promise of COMPASS lies in its ability to collect and filter
useful information about human service providers from a mass of
semi-structured data, and democratize access to such data through
a user—friendly mobile app. While still in early stages of devel-
opment, COMPASS has generated significant interest from (i) the
United Way of the Greater Capital Region'!, a non—profit organi-
zation that brings together non-profits, businesses, government
and human service agencies, schools, organized labor, financial
institutions, community development corporations, voluntary and
neighborhood associations, and the faith community to address
basic needs, education, income and health issues in the Capital
Region, (ii) the Community & Public Service Program at the Univer-
sity at Albany, State University of New York!2, a University-wide
initiative that pairs School of Social Welfare students with local

Uhttps://www.unitedwayger.org/
2https://www.albany.edu/cpsp/
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non-profit and public organizations to collaboratively address is-
sues that impact the well-being of marginalized populations, and
(iii) ServeAlbany'3, a grassroots initiative with the sole goal of sim-
plifying the process for those willing to volunteer their time and
services to “find a place to get involved and make a difference’.
Nevertheless, a number of improvements remain to be made for
it to become a truly useful resource for both the general public,
human service providers, and researchers. For example, we are
exploring the use of additional sources to improve our data ac-
quisition process. In pursuit of automatic categorization of newly
discovered human service providers, we are exploring state—of-the—
art natural language processing techniques, clustering methods,
and network science principles to produce plausible labels as part
of a semi-supervised or semi—automated process. With respect to
the mobile app, we are working towards improving the user experi-
ence with added features such as keyword searching and improve
customization such as personalized recommendations and notifi-
cations. We also plan to conduct a usability observation study to
gather feedback from our target demographic on priority features

https://servealbany.org/



as well as how to best improve the mobile app user—experience.
Beyond user—evaluation, we are working towards developing quan-
titative evaluation metrics for the comprehensive system, including
its ability to limit noise (i.e., organizations beyond the human ser-
vice domain), correct classification of organizations and coverage
as compared to manually curated sources such as GuideStar and
GreatNonprofits.
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