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Abstract—In this paper, the problem of maximizing sum-rate
for uplink rate splitting multiple access (RSMA) communications
is studied. In the considered model, each user transmits two
messages to the base station (BS) with separate transmit power
and the BS will use a successive decoding technique to decode
the received messages. To maximize each user’s transmission
rate, the users must adjust their transmit power and the BS
must determine the decoding order of the messages transmitted
from the users to the BS. This problem is formulated as a sum-
rate maximization problem with proportional rate constraints by
adjusting the users’ transmit power and the BS’s decoding order.
However, since the decoding order variable in the optimization
problem is discrete, the original minimization problem with
transmit power and decoding order variables can be transformed
into a problem with only the rate splitting variable. Then, the
optimal rate splitting of each user is determined. Given the opti-
mal rate splitting of each user and a decoding order, the optimal
transmit power of each user is determined. Next, the optimal
decoding order is determined by an exhaustive search method.
To further reduce the complexity of the optimization algorithm
used for sum-rate maximization in RSMA, a user pairing based
algorithm is introduced, which enables two users to use RSMA
in each pair and also enables the users in different pairs to
be allocated with orthogonal frequency. Simulation results show
that RSMA can achieve up to 10.0%, 22.2%, and 83.7% gains
in terms of rate compared to non-orthogonal multiple access
(NOMA), frequency division multiple access (FDMA), and time
division multiple access (TDMA).

Index Terms—Rate splitting multiple access (RSMA), decoding
order, power management.

I. INTRODUCTION

Driven by the rapid development of advanced multimedia
applications, next-generation wireless networks must support
high spectral efficiency and massive connectivity [1]-[3]. In
consequence, rate splitting multiple access (RSMA) has been
recently proposed as an effective approach to provide more
general and robust transmission framework compared to non-
orthogonal multiple access (NOMA) [4] and space-division
multiple access (SDMA). However, implementing RSMA in
wireless networks also faces several challenges [5] such as
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decoding order design and resource management for message
transmission.

Recently, a number of existing works such as in [S5]-[11]
have studied a number of problems related to the implementa-
tion of RSMA in wireless networks. In [5], the authors outlined
the opportunities and challenges of using RSMA for multiple
input multiple output (MIMO) based wireless networks. The
authors in [6] developed an algorithm to optimize the users’
sum-rate in downlink RSMA under imperfect channel state
information (CSIT). The work in [7] evaluated that RSMA
can achieve better performance than NOMA and SDMA. In
[8], the application of linearly-precoded rate splitting is studied
for multiple input single output (MISO) simultaneous wireless
information and power transfer (SWIPT) broadcast channel
systems. The authors in [9] investigated the rate splitting-based
robust transceiver design problem in a multi-antenna interfer-
ence channel with SWIPT under the norm-bounded errors of
CSIT. The work in [10] developed a transmission scheme that
combines rate splitting, common message decoding, clustering
and coordinated beamforming so as to maximize the weighted
sum-rate of users. Our previous work in [11] investigated the
power management and rate splitting scheme to maximize the
users sum data rates. However, most of the existing works
such as in [5]-[11] studied the use of RSMA over downlink
transmission rather than in the uplink. In fact, using RSMA
for uplink data transmission can significantly improve the
transmission rate. Moreover, none of the existing works in [5]-
[11] jointly considered the optimization of power management
and message decoding order for uplink RSMA. In essence,
message decoding order will affect the transmission rate of
the uplink users.

The main contribution of this paper is a novel framework for
optimizing power control and message decoding for the users
that use RSMA over uplink. Our key contributions include:

o We consider the uplink of a wireless network that uses
RSMA, in which each user transmits two messages with
different power levels and the base station (BS) uses a
successive interference cancellation (SIC) technique to
decode the received messages. The power control and
decoding order problem is formulated as an optimization
problem whose goal is to maximize the sum-rate of all



users under proportional rate constraints.

o The non-convex sum-rate maximization problem with
discrete decoding variable and transmit power variable
is first transformed into an equivalent problem with only
the rate splitting variable. Then, the optimal solution of
the rate splitting is obtained in closed form. Based on the
optimal rate splitting of each user, the optimal transmit
power can be derived under a given decoding order.
Finally, the optimal decoding order is determined by
exhaustive search. To reduce the computation complexity,
a low-complexity RSMA scheme based on user pairing
is proposed.

o Simulation results show that RSMA achieves better per-
formance than NOMA, frequency division multiple ac-
cess (FDMA), and time division multiple access (TDMA)
in terms of sum-rate.

The rest of this paper is organized as follows. The system
model and problem formulation are described in Section II.
The optimal solution is presented in Section III. Section IV
presents a low-complexity sum-rate maximization scheme.
Simulation results are analyzed in Section V. Conclusions are
drawn in Section VI

ITI. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a single cell uplink network with one BS serving
a set Mof K users using RSMA. In uplink RSMA, each
user first transmits a message which is split into two sub-
messages in order to dynamically manage interference using
rate-splitting. Then, the BS uses a SIC technique to decode
the messages of all users [12].

The transmitted message sj of user kV Mis given by:

2
sk=V DSk, OkY M (1)
j=1
where py; is the transmit power of message s;; from user k.

The total received message sg at the BS can be given by:
K

K 2
so=+v hpspt+n=+v hiprjsk; +n,  (2)
k=1 k=1j=1

where hy is the channel gain between user k£ and the BS and
n is the additive white Gaussian noise. Each user k£ has a
maximum transmission power limit Py, i.e., =1 Dkj > P..
To decode all messages s3; from the received message so,
the BS will use SIC. The decoding order at the BS is denoted
by a permutation 7r. The permutation 7 belongs to II, which
is the set of all possible decoding orders of all 2K messages
from K users. The decoding order of message sj; from user

k is m;. The achievable rate of decoding message sy is:

s
ri; = Blog, ) 1 kPkj
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where B is the bandwidth of the BS, o2 is the power spectra}
density of the Gaussian noise. The set }(I V Mm V KC)\ryp, >
Tk j| in (3) represents the messages s;,, that are decoded after
message Si;.

Since the transmitted message of user k includes messages
sk1 and sgo, the achievable rate of user k is given by:

2
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Our objective is to maximize the sum-rate of all users
with proportional rate constraints. Mathematically, the sum-
rate maximization problem can be formulated as:

K
max /' 7, 5)
P
St. ryirg i xxxrg = D1 Dy xxxDyg, (5a)
2
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where p = [p11,p12, 500 pr1, Pr2]”, i is defined in (4),
and £ = }1,2|. Dy, xxx, Dk is a set of predetermined
nonnegative values that are used to ensure proportional fairness
among users. With proper unitization, we set

K
Vv D=1 (6)
k=1

The fairness index is defined as
) k=1 Dy,

(7
KN Dg

with the maximum value of T'to be the greatest fairness case
in which all users would achieve the same data rate [13].

Although it was stated in [12] that RSMA can reach the
optimal rate region, no practical algorithm was proposed to
compute the decoding order and power allocation.

Due to non-linear equality constraint (5a) and discrete vari-
able 7r, problem (5) is a non-convex mixed integer problem.
Hence, it is generally hard to solve problem (5). Despite the
non-convexity and discrete variable, we provide an algorithm
to obtain the globally optimal solution to problem (5) in the
following section.

III. OPTIMAL POWER CONTROL AND DECODING ORDER

In this section, an effective algorithm is proposed to obtain
the optimal power control and decoding order of sum-rate
maximization problem (5).

A. Optimal Sum-Rate Maximization

Denote 7 as the sum-rate of all K users. Introducing a new
variable 7, problem (5) can be rewritten as:

max T, ®)
T,7,D
st. =Dy, 0V M (8a)
2

V ki = Pe, 0kY M (8b)

j=1
¥V 1,py; €0, 0V MjVK, (8c)
where 7 is the sum-rate of all users since 7 =\ ;_, D7 =

ng(:l r, according to (6) and(8a).
roblem (8) is challenging to solve due to the decoding
order variable 7 with discrete value space. To handle this



difficulty, we provide the following lemma, which can be
used for transforming problem (8) into an equivalent problem
without decoding order variable 7r.

Lemma 1: In RSMA, under proper decoding power order
7r and splitting power allocation p, the optimal rate region can
be fully achieved, i.e.,

Vo e > Blog2>1+M , IM< M\/z )
ke 0B
where Jis an empty set and M < M
non-empty subset of M

Lemma 1 follows directly from [12, Theorem 1]. Based on
Lemma 1, we can use the rate variable to replace the power
and decoding variables. In consequence, problem (8) can be
equivalently transformed to

means that M is a

max T, (10)
T,
st. 1y, =Dy1, 0V M (10a)

V rszlog2>l+M<,®MSM\/J

o2B
ke’
(10b)

where 7 = [r1, 79, %, rx]T. In problem (10), the dimension
of the variable is smaller than that in problem (8). Moreover,
the discrete decoding order variable is replaced by rate variable
in problem (10). Regarding the optimal solution of problem
(10), we have the following lemma.

Lemma 2: For the optimal solution (7*,7*) of problem
(10), there exists at least one M < M \]7 such that E K rE =

Blog, ) 1+ L‘kefz/;kpk /(

Proof: See Appendix (]
Theorem 1: The optimal solution of problem (10) is
Blog2)1 + S Pl
* = min T = Dy, 0kY M
T IC’Q}C\(Z) Zcelc' D o Tk kT

(1D
Proof: See Appendix B. |
From (11), one can directly obtain the optimal sum-rate

of problem (10) in closed form, which can be helpful in

characterizing the rate performance of RSMA.

Having obtained the optimal solution (7*,7*) of problem
(10), we still need to calculate the optimal (7*,p*) of the
original problem (8). Next, we introduce a new algorithm to
obtain the optimal (7*, p*) of problem (8).

Substituting the optimal solution (7*,7*) of problem (10)
into problem (8), we can obtain the following feasibility

problem:
find 7w, p (12)
hiprj

s.t. \/ Blog,
j=1 Z(ZGK mej)mmwm}hl}?zm—kﬂB
=7, 0kV M (12a)

2

V i > P, 0kY M (12b)
j=1
¥V 1,py; €0, 0EY MjV K. (12¢)

Due to the decoding order constraint (12c), it is challenging
to find the optimal solution of problem (12). To solve this
problem, we first fix the decoding order 7 to obtain the power
allocation and then exhaustively search 7. Given decoding
order 5\', problem (12) can be simplified as:

find p (13)
2 h »
st. v/ Blog, klkj
j=1 E(ZEK mej)|7rlm>«n—kj}hlplm+0' B
e ri 0k vV M (132)
2
V i > P, kY M (13b)
j=1
pe; €0, 0kVY MjV K. (13¢c)

Note that the equality in (12a) is replaced by the inequality
in (13a). The reason is that any feasible solution to problem
(12) is also feasible to problem (13). Meanwhile, for a feasible
solution to problem (13), we can always construct a feasible
solution to problem (12).

To verify the feasibility of problem (13), we can construct
the following problem by introducing a new variable «:

max o (14)
a,p
hipij /
s.t. \/ Blog, [
E lek,meJ) ‘ﬂ'lm>’ﬂ'kj}hlpl’m+0'2B
€ ON’k,@kV M (14a)
2
V pej > Pe. 0kY M (14b)
j=1
prj,a €0, QkY MjV K. (14c)

To show the equivalence of problems (13) and (14), we
provide the following lemma.

Proposition 1: Problem (13) is feasible if and only if the
optimal objective value o of problem (14) is equal or larger
than 1.

Proof: See Appendix C. ]

Problem (14) is non-convex due to constraints (14a). To
handle this non-convexity of (14), we adopt the difference
of two convex function (DC) method, using which a non-
convex problem can be solved suboptimally by converting
a non-convex problem into convex subproblems. In order
to obtain a near globally optimal solution of problem (14),
we can try multiple initial points (v, p), which can lead
to multiple locally optimal solutions. Thus, a near globally
optimal solution can be obtained by choosing the locally
optimal solution with the highest objective value among all
locally optimal solutions. To construct an initial feasible point,
we first arbitrarily generate p that satisfies (14b) and (14c¢), and
then we set:

hipi;
.. Blog, |1+ .
2:1 82 Z{(ZEK,WEJ)\MM>7\'M}hlplm *B
a=max \.

kek T
15
By using the DC method, the left hand side of (14a) satislcles?




Algorithm 1 Near Optimal Sum-Rate Maximization

1: Obtain the optimal solution (7*,7") of problem (10) according
to Theorem 1.

2: for w € I do

3: forl1:1:N do

4: Arbitrarily generate a feasible solution (a(?), p(®) of prob-
lem (14), and set n = 0.

5: repeat

6: Obtain the optimal solution (o™ *, p("*1)) of convex

problem (14) by replacing the left term of constraints
(14a) with ry i (p, p™).
Setn=n+1.
until the objective function (14a) converges

end for

Obtain the optimal solution (o™, p*) of problem (14) with the

highest objective value.

11:  If «® > 1, break and jump to step 13.

12: end for

13: Obtain the optimal decoding order 7w* = 7 and power allocation

p* of problem (12).

=S

1

hipr;
> Juekmed)mm>miy} MiPim + 0*B

2
Vv Blog2>1+

J=1

2
eV Blog, i

{(leKmeT)|mim>mr; }

2
\/ Blog, \/
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hipim +0°B \
1P Z

J=1

hupi) + aQBZ\:

(n)
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p,p'™),

where pl(gl) stands for the value of pj,, in iteration n, and

the inequality follows from the fact that log, () is a concave
function and a concave function is always no greater than
its first-order approximation. By substituting the left term
of constraints (14a) with the concave function 7 1,(p, p(")),
problem (14) becomes convex, and can be effectively solved
by the interior point method [14].

The optimal sum-rate maximization algorithm for RSMA
is provided in Algorithm 1, where N is the number of initial
points to obtain a nearly global optimal solution of non-convex
problem (14).

J=1

<.
— | ﬁw

2
=Tk,Ib

B. Complexity Analysis
In Algorithm 1, the major complexity lies in solving prob-

lem (10) and problem (12). To solve (10), from Theorem 1,
the complexity is { (25 1) since the set Mhas 25 1
non-empty subsets. According to steps 2-12, a near globally
optimal solution of problem (12) is obtained via solving a
series of convex problems with different initial points and
decoding order strategies. Considering that the dimension
of variables in problem (14) is 1 + 2K, the complexity of
solving convex problem in step 6 by using the standard

interior point method is { (K?3) [14, Pages 487, 569]. Since
the network consists of K users and each user is split into
two virtual users (there are 2K virtual users in total), the
decoding order set IT consists of (2K)!/2X elements. Given
N initial points, the total complexity of solving problem (12)
is { (NK?(2K)!/2K). As a result, the total complexity of
Algorithm 1 is { (25 + NK3(2K)!/2K).
IV. Low-COMPLEXITY SUM-RATE MAXIMIZATION

According to Section III-A, the computation complexity
of sum-rate maximization for RSMA is extremely high. In
this section, we propose a low-complexity scheme for RSMA,
where users are classified into different pairs! and each pair
consists of two users. RSMA is used in each pair and different
pairs are allocated with different frequency band. Assume that
K users are classified into M pairs, i.e., K = 2M. The set of
all pairs is denoted by O . The users in pair m are denoted
by Um1 and Um?2-

For pair m, the allocated fraction of bandwidth is denoted
by fm. Let ¢, and c¢,,2 respectively denote the data rate of
users 1 and 2 in pair m. According to Lemma 1, we have:

Cmj > Bfmlog2>1 + 7};%];”: ( fmVv O 05V K,

R Pyt +huna P, (10
mliml m24 m2
oy (, dmV O,
. .7
where h,,; denotes the channel gain between user j in pair
m and the BS, and FP,,; is the maximal transmission power
of user j in pair m.

Similar to (8), the sum-rate maximization problem for

RSMA wit]laf user pairing can be formulated as:

Cm1 +Cm2 Z Bfm 10g2)1+

max v/ v ey, (18)
T,.f,r i
m=1 j=1
S.t. €11 1 cio XX cygo = Dyg i Dyg @ xx< Dyyo (18a)
M
V. fm=1, (18b)
m=1
(16)7 (17)7fmarm1;rm2 € 0, dmVv O s (18c)

where f = [f1, f2, %, far]T, € = [c11, c12, ¥, eart, eara) T
and Dq1, D1g, ¥, Dar1, Do is a set of predetermined non-
negative values that are used to ensure proportional fairness
among users with Zn”:l i=1Dmj = 1.

Similar to (8), infroducing a new variable 7, problem (18)
can be rewritten as:

mjz}x T, (19)
st. Cmj =Dy, dmV O ,jV K, (19a)
M
Vo fm =1, (19b)
m=1
(16)7(17)7fmarm17rm2 c 0, dmVv O . (19¢)

To solve problem (19) with objective function 7, we utilize
the bisection method. For each given 7, we solve a feasibil-
ity problem with constraints (19a)-(19c). With given 7, the

'n this paper, we assume that the user pairing is given.



Algorithm 2 : Low-Complexity Sum-Rate Maximization

1: Initialize Tmin = 0, Tmax = 7, and the tolerance e.

2: Set T = T"”“*’%, and calculate fi,1, fm2 and fn,3 according
to (24) and (25), respectively.

3: Check the feasibility condition (3). If problem (20) is feasible,
set Tmin = 7. Otherwise, set 7 = Tmax.

4: If (Tmax — Tmin)/Tmax < €, terminate. Otherwise, go to step 2.

feasibility problem %f (19) becomes
n

f.r, (20)
s.t. (19a) (19¢). (20a)
Combing (19a) and (19c), we have:
hm i P .
ijTZBfmlOg2>1+o_2jBJ::jv<7 .]v K, 2D
Pt Pyt + R Prna
(Dim1+Dpm2)7> Bfm 10g2>1+ o237, . (22)

It can be proved that g(z) = xIn 1+ %gis a monotonically
increasing function. Thus, to satisfy (21) and (22), bandwidth
fraction f,, should satisfy:

fm € maX}fmlafm%me' s (23)
where the expressions of fi,1, fm2, fms are given in (24) and
(25) at the top of this page.

Based on (23) and (19b), we have:

M
\/ max}fmlvfm%fm3| 2 1.
m=1

According to (21)-(3), problem (20) is feasible if and only
if (3) is satisfied. As a result, the algorithm for obtaining
the maximum sum-rate of problem (20) is summarized in
Algorithm 2, where 77 is the optimal sum-rate of (10).

The complexity of the proposed Algorithm 2 in each step
lies in checking the feasibility of problem (20), which in-
volves the complexity of { (M) according to (24)-(25). As
a result, the total complexity of the proposed Algorithm 2 is
{ (Mlogy(1/n)), where { (logy(1/n)) is the complexity of
the bisection method with accuracy 7.

(26)

V. NUMERICAL RESULTS

For our simulations, we deploy K users uniformly in a
square area of size 500 m C 500 m with the BS located
at its center. The path loss model is 128.1 + 37.6log;,d (d
is in km) and the standard deviation of shadow fading is
8 dB. In addition, and the noise power spectral density is
02 = 174 dBm/Hz. We chose an equal maximum transmit
power P; = xxx= Px =1 dBm, and a bandwidth B = 1
MHz. All statistical results are averaged over a large number
of independent runs.

We compare the sum-rate performance of RSMA with
NOMA [15], FDMA [16], and TDMA [17]. An example of
the rate region for multiple access schemes is shown in Fig. 1.
It should be noted that the channel gain of user 1 is larger than
that of user 2 and the BS always first decodes the message of
user | in uplink NOMA. From Fig 1, it is observed that RSMA
has the largest rate region, while TDMA has the smallest rate
region.
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Fig. 1.  An example of the rate region for RSMA, NOMA, FDMA, and
TDM
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Fig. 2. Sum-rate versus number of users with equal rate allocation parameter

For the low-complexity RSMA with user pairing, we choose
the strong-weak (SW) pair method [15] (labeled as ‘RSMA-
UP-SW”), where the user with the strongest channel condition
is paired with the user with the weakest in one pair, and the
user with the second strongest is paired with one with the
second weakest in one pair, and so on.

Fig. 2 shows how the sum-rate changes with the number
of users. Clearly, the proposed RSMA or RSMA-UP-SW is
always better than NOMA, FDMA, and TDMA especially
when the number of users is large. In particular, RSMA can
increase up to 10.0%, 22.2% and 83.7% sum-rate compared
to NOMA, FDMA, and TDMA, respectively, while RSMA-
UP-SW can improve up to 4.1%, 11.6% and 66.8% sum-
rate compared to NOMA, FDMA, and TDMA, respectively.
When the number of users is large, the multiuser gain is more
apparent by the proposed RSMA compared to conventional
NOMA, FDMA, and TDMA. This is because RSMA can
effectively determine the power splitting of each user to
achieve the theoretically maximal rate region, while there is
no power splitting in NOMA and the allocated bandwidth/time
of each user is low for FDMA/TDMA when the number of
users is large. It is also found that RSMA-UP-SW achieves
better performance in terms of sum-rate than NOMA, FDMA,
and TDMA but with low complexity according to Section IV.

VI. CONCLUSION
In this paper, we have investigated the decoder order and

power optimization in an uplink RSMA system. We have for-
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mulated the problem as a sum-rate maximization problem. To
solve this problem, we have transformed it into an equivalent
problem with only rate splitting variables, which has closed-
form optimal solution. Given the optimal rate requirement of
each user, the optimal transmit power of each user is obtained
under given the decoding order and the optimal decoding
order is found by an exhaustive search method. To reduce the
computation complexity, we have proposed a low-complexity
RSMA with user pairing. Simulation results show that RSMA
achieves higher sum-rate than NOMA, FDMA, and TDMA.
APPENDIX A
PROOF OF LEMMA 2

Assume that for the optimal solution (7*,7*) of problem
(10), we have e i < Blogy )1+ Zeespl (LM <
M T In this case, we can construct a new rate solution 7’ =
[y >ocx, 7] with 7}, = er} and

Blog, )1+ Zespe 1
>

2B
€= min . (A.1)
K'CK\D EE’C' Tk
According to (A.1), we can show that
, hy P
N Blog2>1—|— ZCE;CTH LM< M7 (A2)

ke’
which ensures that »’ satisfies constraints (10b).

Based on (10a), we have 7% = %’ 0k Y M We set 7/ as

et

Dy Dy

According to (A.2) and (A.3), we can see that new solution

(7/,7") is feasible and the objective value (10) of new solution

is better than that of solution (7%, "), which contradicts the
fact that (7%, 7*) is the optimal solution. Lemma 2 is proved.

> 7%, (A3)

APPENDIX B
PROOF OF THEOREM 1

According to Lemma 2, there exists at least one M < M

such that ﬁe,c, Ty = Blog2>1 + W . To ensure
the feasibility of (10b), the optimal 7* is given by\(11). Then,
according to (10a), the optimal 7}, is determined as in (11).

APPENDIX C
PROOF OF PROPOSITION 1

(1) On one side, if p is a feasible solution of problem
(13), we can show that (o« = 1,p) is a feasible solution of
problem (14), which indicates that the optimal objective value
of problem (14) should be larger or equal to than 1. (2) On
the other side, if the optimal solution («*, p*) of problem (14)
satisfies a* € 1, we can show that p* is a feasible solution
of problem (13).
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