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ABSTRACT

We consider the problem of simulating a k-valued register in a wait-
free manner using binary registers as building blocks, where k > 2.
We show that for any simulation using atomic binary base registers
to simulate a safe k-valued register in which the read algorithm
takes the optimal number of steps (log, k), the write algorithm
must take at least log, k steps in the worst case. A fortiori, the same
lower bound applies when the simulated register should be regular.
Previously known algorithms show that both these lower bounds
are tight. We also show that in order to simulate an atomic k-valued
register for two readers, the optimal number of steps for the read
algorithm must be strictly larger than log, k.
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1 INTRODUCTION

We consider the problem of how to use a collection of shared read-
write registers with certain properties to simulate a shared read-
write register with stronger properties in a wait-free manner. Each
simulated read or write operation can access some of the building
block, or “base”, registers. In a wait-free simulation, each simulated
operation terminates in a finite number of steps by the invoking
process, regardless of the behavior of the other processes, which
may be arbitrarily fast, or arbitrarily slow, or even crash. Lam-
port formalized the notions of safe, regular, and atomic registers,
proposed a formal model, and provided numerous algorithms for
simulating certain kinds of registers out of other kinds [6].
Simulating a k-valued register using binary base registers, where
k > 2, has been studied in, e.g., [3, 4, 6, 8], while generalizations for
simulating large registers out of small registers appear in [1, 2, 7].
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Regardless of the consistency conditions of the simulated register
and the base registers, the number of steps taken by the simulated
read must be at least log, k [4]. However, little work has been done
in exploring tradeoff results in the optimal number of base registers
or the optimal number of steps taken by the simulated write when
the simulated read is limited to log, k steps. The only previous work
we are aware of is an asymptotic result that, for the regular case, if
the simulated read takes O(log k) steps, then the simulated write
must take Q(log k) steps [5].

In this paper we consider what happens when the simulated
read is limited to log, k steps. In the safe and regular cases, we
show that this restriction results in a lower bound of log, k on the
number of steps that the simulated write must take. These lower
bounds are tight due to algorithms in [6] for the safe case and [4]
for the regular case. In the atomic case we show that, if there are
at least two readers, no such algorithm is possible, thus giving a
lower bound of 1 + log, k on the number of steps by the simulated
read. This bound is not tight as the best known upper bound is
1+2-log, k [5].

2 MODEL AND DEFINITIONS

The goal is to simulate a k-valued register X, with value set V,
|V| = k > 2, that supports n readers and one writer. We assume
k is a power of 2. When the i-th reader invokes a READ on X, a
read process, denoted RP;, 1 < i < n, performs some computation
and eventually outputs a RETURN with a value in V to the reader.
Similarly, when the writer invokes a WRITE with a value in V on
X, the write process, denoted WP, performs some computation
and eventually outputs an Ack to the writer. The read and write
processes communicate with other through a finite set B of atomic
base registers, each with a binary value set. Since the base registers
are atomic, we model the read and write operations on them as
occurring instantaneously. The values appearing in the RETURNS
should satisfy one of the following consistency conditions [6]: safety
(each simulated read that does not overlap a simulated write must
return the value of the latest preceding simulated write), regular-
ity (each simulated read must return the value of an overlapping
simulated write or of the latest preceding simulated write), or atom-
icity (it should appear as if each simulated operation takes place
instantaneously at some point between its invocation and response).
Furthermore, as long as any particular process keeps taking steps,
it should provide responses to the invocations on X no matter how
the other processes are scheduled.
All bounds are worst-case.

3 SAFE AND REGULAR: STEP LOWER
BOUND FOR WRITE WHEN READ IS FAST

An easy extension to a result in [4] shows:
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THEOREM 3.1. For any wait-free simulation of a safe k-valued
register using atomic binary registers, the number of steps in the
simulated read is at least log, k.

The main result of the section is next.

THEOREM 3.2. For any wait-free simulation of a safe k-valued
register using atomic binary registers, if the simulated read uses at
most log, k reads, then the simulated write uses at least log, k writes.

ProOF. Let A be any such simulation and V be the value set of
the simulated register, |V| = k.

For each i, 1 < i < n, we recursively define the decision tree of
read process RP;, denoted T;, as follows. The purpose is to capture
which base registers are read during the first simulated read that
RP; executes in any execution. Each vertex in T; is labeled with
either a base register or a value in V. The basis step defines the root
of T; as a vertex labeled with the first base register read in the first
simulated read performed by RP;. For the inductive step, let x be a
vertex in T; labeled with register r. If the code tells RP; to read base
register s next after reading 0 (resp., 1) from r, then give x a vertex
as its left (resp., right) child labeled with s. If the code tells RP; to
do RETURN(v) next after reading 0 (resp., 1) from r, then give x a
vertex as its left (resp., right) child labeled with v. Continue until
all leaves of T; are labeled with values.

For eachv € V and each i, 1 < i < n, define O'L as the execution
of A in which a simulated write of v is performed by WP followed
by a simulated read by RP;. By correctness (i.e., safety) of A, the
simulated read must return v.

LEMMA 3.3. Foreachi, 1 < i < n, T; is a complete binary tree
with exactly k leaves in which every leaf is at depth log, k and every
root-to-leaf path & corresponds to the sequence of base registers read
during the simulated read in o, where v is is the label of the leaf in
TT.

Proor. Fix i, 1 < i < n. The existence of O'L foreachv € V
implies that T; must have at least k leaves. By the assumption that
the step complexity of the simulated read is at most log, k, every
root-to-leaf path in T; has at most log, k internal vertices. Since
T; is a binary tree, basic facts from graph theory imply that T; has
exactly k leaves and each leaf is at depth exactly log, k. Thus the
root-to-leaf path 7 ending at the leaf labeled v corresponds to the
sequence of base registers read during the simulated read in o/, O

Note that the first simulated read by each RP; is invisible, i.e.,
contains no writes to base registers, since it must have log, k reads
in it and we assume that the step complexity is at most log, k.

LEMMA 3.4. Let it be any root-to-leaf path in T;, for anyi, 1 < i <
n. Then every internal node on m has a unique register label.

Proor. Fix i, 1 < i < n. Suppose in contradiction some root-
to-leaf path 7 has two occurrences of the register label r, say at
distances a and b from the root, with a < b. The tree vertex repre-
senting the b-th read in 7 has two children, since T; is complete by
Lemma 3.3, one of which is on 7. Let 7’ be a root-to-leaf path in T;
that is the same as & through the b-th read but then diverges. By
Lemma 3.3, 7 corresponds to execution o{, for some v € V and 7’/
corresponds to execution azi), for some v’ € V with v’ # v.
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However, it is not possible for crzi, and O'zi) , to read different values
from r at the b-th read since the only process that is taking steps
during the simulated reads is RP;: even if RP; writes to r during
the simulated read, it will write the same value in O'zi} as in 0'7") -
as nothing differs in those two executions until reaching the b-th
read. O

Now we can finish the proof of the theorem. Without loss of
generality, assume that the initial value of every base register is
0. Consider the rightmost root-to-leaf path in the decision tree Tj.
By Lemma 3.3, in the corresponding execution o}, the reader RP;
reads 1 from a base register log, k times during the simulated read.
By Lemma 3.4, none of the base registers read during the simulated
read is a repeat. Thus during the simulated write in o), the writer
WP writes 1 to the each of the log, k base registers that are read
during the simulated read. O

Since regularity is stronger than safety, we have the following
corollary to the preceding theorem:

COROLLARY 3.5. For any wait-free simulation of a regular k-valued
register using atomic binary registers, if the simulated read uses at
most log, k reads, then the simulated write uses at least log, k writes.

4 ATOMIC: STEP LOWER BOUND FOR READ

Now we consider the atomic case. We show that when there are
two read processes, then it is impossible to simulate a k-valued
register if the simulated read takes only log, k steps. The key to the
proof is showing that, if the simulated read takes only log, k steps,
then the first simulated read by each of the read processes must
start by reading the same binary register first. We use the concept
of decision tree and Lemmas 3.3 and 3.4 from inside the proof of
Theorem 3.1.

THEOREM 4.1. No wait-free simulation of an atomic k-valued
register using atomic binary registers can have a simulated read that
takes at most log, k steps, assuming there are at least two readers.

ProOF. Assume in contradiction there is such a simulation A,
with readers RP; and RP,. We already observed that their first
simulated reads are invisible (contain no writes to base registers).
Let T; be the decision tree of the first simulated read by RP;, i = 1, 2.

LEmMMA 4.2. Ty and Ty have the same root register.

PROOF. Suppose in contradiction the root r1 of T; is not equal to
the root ry of T5. Let z be a value whose root-to-leaf path in T» does
not include r;. Such a value must exist since ry is not the root of T5.
Without loss of generality, suppose z appears in the right half of
the leaf level of T1. Let a be a value that appears in the left half of
the leaf level of T;.

Consider an execution e consisting of two simulated writes,
Wo(a) followed by Wi(z). After Wy, r1 must equal 0, as it’s possible
that RP;’s first simulated read is immediately after Wy, in which
case it must return a and thus must see 0 in r;. A similar argument
shows that after W, r; must equal 1. Thus W; must contain a write
of 1tory.

Consider adding two simulated reads to e to make execution e’:
immediately after the first write of 1 to r{ in Wi, insert RP;’s first
simulated read Ry, immediately followed by RP,’s first simulated
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read Ry. By regularity, Ry must return either a or z and since R;
observes 1 in ry, it must return z. Then by atomicity, Ry must return
z as well.

Consider execution e’’ which is obtained from e’ by moving Ry
to appear immediately before the first write of 1 to r; in W; and
moving Ry to appear immediately before R;. The only difference in
the registers during the execution of Ry in e”” versus e’ is the value
of r1. But r; does not lie on the root-to-leaf path in T leading to z,
and thus R, will behave the same in e’/ as it does in e’ and return z.

Consider the occurrence of Ry in e”’. By atomicity, Ry must return
z, but Ry reads 0 in r; and thus cannot return z, a contradiction. 0O

By Lemma 4.2, T; and T have the same root, call it register r.
Let a and b be two “sibling” values that are in the left half of the
leaf level of Ty, with a to the left of b, and z be a value that is in the
right half of the leaf level of Ty. Since T and T, have the same root
r, a and b are also in the left half of the leaf level of T, and z is also
in the right half of the leaf level of Ta. Let x be the register that is
the parent of a and b in T.

Consider an execution e consisting of three simulated writes:
Wo(a) followed by Wi (z), followed by Wa(b). We make the following

observations:

o After Wy finishes, r = x = 0. The reason is that it is possible
that RP; does its first simulatd read between Wy and Wy,
which must return a by safety and thus T; must have r =
x =0.

o After Wi finishes, r = 1. The reason is that it is possible that
RP; does its first simulated read between Wy and W5, which
must return z by safety and thus T; must have r = 1. So
during W, there must be at least one write of 1 to r.

e After W, finishes, r = 0 and x = 1. The reason is that it is
possible that RP; does its first simulated read after Wy, which
must return b by safety and thus T; must have r = 0 and
x = 1. So during W, there must be at least one write of 0 to r
during W5. Also, there must be at least one write of 1 to x in
the interval between the beginning of W; and the end of W;.

The rest of the proof has two cases, depending on whether the
first write of 1 to x between the beginning of W; and the end of
W, occurs before or after the first write of 0 to r in Wh; if before,
we will show that atomicity is violated; if after, that regularity is
violated.

Case 1: The first write of 1 to x occurs before the first write of 0
to rin Wa.

Now consider another execution e; in which we add a simulated
read Ry by RP; and a simulated read Rz by RP; to execution e. Since
simulated reads are invisible, their existence does not affect the
behavior of the simulated writes in e.

Suppose R; starts after Wy ends and reads r through the parent
of x in Ty before W begins. Then R; reads x immediately after the
first write of 1 to x (which occurs in either Wy or W3), and thus sees
x = 1. So Ry returns b, as indicated by its decision tree T7.

Now suppose Ry starts after R; ends and reads r before Wy’s
first write of 0 to r, and thus sees r = 1. By definition of atomicity,
the only legal value that Rz can return is b, but by the structure
of its decision tree T, it will not return b, since it read 1 from r.
Contradiction.
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Case 2: The first write of 1 to x occurs after the first write of 0 to
rin Wa.

Now consider another execution ey in which we add a simulated
read Ry by RP; to execution e. As in Case 1, since simulated reads are
invisible, its existence does not affect the behavior of the simulated
writes in e.

Suppose R; starts and reads r immediately after the first write of
0 to r in Wh, seeing r = 0, and then R; completes all its reads before
the first write of 1 to x in W5. The structure of the decision tree T}
implies that Ry cannot return z, since R; read 0 in r, and Ry cannot
return b, since Ry read 0 in x. But b and z are the only valid return
values that satisfy atomicity (or even regularity for that matter).
Contradiction. ]

The same impossibility holds with only one read process as-
suming that its first two simulated reads start by reading the same
binary register.

5 CONCLUSION

We have shown how having a fast read algorithm affects the speed
of the write algorithm when simulating a safe or regular k-valued
register and that the read algorithm must be slower in the atomic
case than in the safe and regular cases. Open questions include
getting rid of the need for two readers to show the 1 + log, k lower
bound on the read algorithm step complexity in the atomic case.
More generally, we would like to close the gap between the upper
bound of 1 + 2 - log, k on this measure due to [5] and the lower
bound.
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