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Abstract

Cooperative information sharing is impor-
tant to theories of human learning and has
potential implications for machine learning.
Prior work derived conditions for achiev-
ing optimal Cooperative Inference given rel-
atively restrictive assumptions. We demon-
strate convergence for any discrete joint
distribution, robustness through equivalence
classes and stability under perturbation, and
effectiveness by deriving bounds from struc-
tural properties of the original joint distri-
bution. We provide geometric interpreta-
tions, connections to and implications for op-
timal transport and to importance sampling,
and conclude by outlining open questions and
challenges to realizing the promise of Coop-
erative Inference.

1 Introduction

Cooperative information sharing is fundamental to
human learning and finds applications in machine
learning. The core idea of cooperation in human
inference stems from work by Grice (Gricean Max-
ims; Grice, 1975) in linguistic pragmatics. Recent
work in the linguistics literature has formalized the
Rational Speech Act model (Frank and Goodman,
2012; Goodman and Stuhlmüller, 2013; Kao et al.,
2014; Lassiter and Goodman, 2017), which builds
on earlier models of cooperative information sharing
(Shafto and Goodman, 2008; Shafto et al., 2014,
2012b). Indeed, these phenomena are not limited
to language. Related models have been proposed to
explain infants’ learning from parents (Tomasello,
2009; Csibra and Gergely, 2009; Bonawitz et al.,
2011; Shafto et al., 2012b; Buchsbaum et al.,
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2011; Gweon et al., 2014; Shneidman et al., 2016;
Eaves Jr et al., 2016), learning from cooperative
teachers (Shafto and Goodman, 2008; Shafto et al.,
2014), and how people decide who to trust
(Shafto et al., 2012a; Eaves Jr et al., 2016). This
model is of interest for explaining human learning
and communication, but it lacks overarching theory
regarding when and why cooperation might facilitate
learning and communication. Our paper is a step
toward a general mathematical theory for this work.

Cooperative information sharing is of recent inter-
est in machine learning. Explainability of machine
learning models has been formalized in the Coopera-
tive Inference (CI) framework (Yang and Shafto, 2017;
Vong et al., 2018). There have also been several recent
papers on learning from demonstrations that leverage
cooperation in similar models (Ho et al., 2016, 2018).
Finally, cooperative inverse reinforcement learning is
explicitly centered around CI (Hadfield-Menell et al.,
2016; Fisac et al., 2017).

We make four contributions toward strengthening the
overarching theory of Cooperative Inference. (a) Sec-
tion 3 proves convergence of CI for any rectangular
matrix, which ensures that CI applies to any discrete
model. (b) Cross ratio equivalence analysis in Sec-
tion 4.1 shows that the space of possible joint distri-
butions is reducible to only working with distributions
that differ in cross ratio(s). This provides a natu-
ral geometric structure over possible machine learning
models, which is a highly general and very interest-
ing direction for future work detailed in Section 6. (c)
Section 4.2 proves stability under perturbation which
ensures robustness of inference where agents’ beliefs
differ. This shows that CI has the possibility of be-
ing viable in practice. (d) Section 5 provides general
bounds on effectiveness that are derived from struc-
tural properties of the initial matrix, M. Section 6
provides a geometric interpretation, and connects to
optimal transport and importance sampling, and Sec-
tion 7 conlcudes.

http://arxiv.org/abs/1810.02423v2
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2 Overview and Background

All matrices in this paper are understood to be real,
non-negative and have no zero rows or zero columns.
Matrices are in uppercase and their elements are in the
corresponding lowercase.

These matrices can be thought as joint distributions of
models throughout. In more detail, let H be a concept
space and D be a data space. For a given matrix M,
each column can be viewed as a concept in H and
each row can be viewed as a data in D. Normalizing
by dividing the sum of its entries, M can be turned
into a conditional distribution over H or D.

In this paper, we study the cooperative communica-
tion between a teacher and a learner. Here, coopera-
tion means that the teacher’s selection of data depends
on what the learner is likely to infer and vice versa.
The idea of cooperative inference was introduced in
(Yang et al., 2018). We now briefly review their work.

Definition 1. For a fixed concept space H and a data
space D, let PL0

(h) be the learner’s prior of a concept
h among H and PT0

(d) be the teacher’s prior of se-
lecting a data d from D. The teacher’s posterior of
selecting d to convey h is denoted by PT(d|h) and the
learner’s posterior for h given d is denoted by PL(h|d).
Cooperative inference is a system shown below:

PL(h|d) =
PT(d|h)PL0

(h)

PL(d)
, (1a)

PT(d|h) =
PL(h|d)PT0

(d)

PT(h)
, (1b)

where PL(d) and PT(h) are the normalizing constants.

Assuming uniform prior, (Yang et al., 2018) showed
that Equation (1) can be solved using Sinkhorn iter-

ation (SK for short; (Sinkhorn and Knopp, 1967a)).
The solution (if it exists) depends only on the initial
joint distribution matrix, M |D|×|H|, which defines the
consistency between data and concepts.

Sinkhorn iteration is simply the repetition of row
and column normalization of M . Denote the matrices
obtained at the kth row and column iteration of (1)
by Lk and Tk, respectively. Let their limits (if they
exist) be L := limk→∞ Lk and T := limk→∞ Tk.

Example 2. Consider a joint distribution matrix

M =

h1 h2
( )

d1 1 1
d2 0 1 , where mij = 1 if di is consis-

tent with hj and mij = 0 otherwise, for i, j = 1, 2.
The SK iteration proceeds as the following: row nor-

malization of M outputs: L1 =
(

1

2

1

2

0 1

)

, column nor-

malization of L1 outputs: T1 =
(

1 1

3

0 2

3

)

. Iteratively,

Lk =
(

1 −
1

2k
1

2k
0 1

)

, Tk =
(

1 1

2k
0 1 −

1

2k

)

, and the limits

exist as k → ∞: L = T = M∗ =
(

1 0
0 1

)

.

For this M, a teacher and a leaner who reason inde-
pendently can not reliably convey h1 using D; d1, the
only data that is consistent with h1 is also consistent
with h2. However, a teacher and learner that assume
cooperation can perfectly convey h1 using d1; in the
converged joint distribution M∗, d1 is consistent only
with h1. Intuitively, a cooperative teacher will pick
d2 to teach h2, because picking d1 would cause confu-
sion for the learner. Correspondingly, when receiving
d1, the cooperative leaner will reason that the teacher
must intend to teach h1, because otherwise he would
pick d2. In fact, the teaching between the cooperative
pair is optimal, CI(M) = 1 (Definition 3).

The Cooperative index quantifies the effectiveness of
the cooperative communication. It is the average prob-
ability that a concept in H can be correctly inferred
by a learner given the teacher’s selection of data.

Definition 3. Given M and assuming that SK iter-
ation of (1) converges to a pair of matrices L = (lij)
and T = (tij), we define the cooperative index as

CI(M ) =
1

|H|
L⊙T =

1

|H|

|H|
∑

j=1

|D|
∑

i=1

li,jti,j .

Here, L⊙Tmeans the inner product between L andT.
The definition implies that CI(M ) is invariant under
row and column permutations of M.

Next we define a few useful technical terms.

Definition 4. Let A = (aij) be an n× n matrix and
Sn be the set of all permutations of {1, 2, . . . , n}. For
any σ ∈ Sn, the set of n-elements {a1σ(1), . . . , an,σ(n)}
is called a diagonal of A. If every akσ(k) > 0, we say
that the diagonal is positive. An element ai0j0 of A
is called on-diagonal if it is contained in a positive
diagonal, otherwise ai0j0 is called off-diagonal. In
particular, Amay have a positive off-diagonal element.
We use A to denote the matrix obtained from A by
setting all its off-diagonal elements into zeros. If A
contains no positive off-diagonal element, i.e A = A,
A is said to have total support.

(Yang et al., 2018) focused on the case when the data
set and the hypotheses set have the same size. They
showed that 0 ≤ CI(M ) ≤ 1 for any M (if CI(M)
exists). In particular, when M is a square matrix, they
showed that Equation (1) has a solution if and only if
M has at least one diagonal and CI(M) is optimal if
and only if M has exactly one positive diagonal.
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3 Convergence of rectangular matrices

It is typical that the sizes of a data set and a concept
set are different. Therefore, considering only square
models is too restrictive. We show that the solution
of Equation (1) can be obtained using SK iteration
for any rectangular joint distribution M. This implies
that cooperative inference can be performed on any
discrete model.

First, we study the format of the limit of SK it-
eration on rectangular matrices. It is proven in
(Sinkhorn and Knopp, 1967b) that the limit (if exists)
of SK iteration on a square M is a single doubly
stochastic matrix M∗, i.e. L = T = M∗. As the
numbers of rows and columns are different in a rect-

angular M, the limit of the SK iteration on M is a
pair of distinct matrices (L,T), where, L is row nor-
malized and T is column normalized. Such a pair is
called stable defined below.

Definition 5. The pattern of a matrix A is the set
of entries where aij > 0. Matrix B is said to have a
partial pattern of A, denoted by B ≺ A, if aij =
0 =⇒ bij = 0.

Definition 6. A pair of u×v-matrices (P,Q) is called
stable if column normalization of P equals Q and row
normalization of Q equals P . A matrix is stable if it
is contained in a stable pair.

Remark 7. If (P,Q) is stable, then P and Q are row
and column normalized, respectively. SK iteration of
P (or Q) results a sequence alternating between P and
Q. Moreover, P and Q must have the same pattern.

As mentioned above, the limit of SK iteration is doubly
stochastic for a square M. The following proposition
provides a similar analogy for the characteristics of the
limit pair for rectangular M.

Proposition 8. 1 Suppose that (P,Q) is a stable

pair of u × v-matrices. Then up to permutations,
P is a block-wise diagonal matrix of the form P =
diag(B1, . . . , Bk)

2, where each Bi is row normalized
and has a constant column sum denoted by ci. In par-
ticular, ci = ui/vi, where ui × vi is the dimension of
Bi, for i ∈ {1, . . . , k}.

In addition to providing a convergence format for more
general discrete joint distributions, the block diagonal
form implies relations between subset of data and con-
cepts that can be leveraged for developing structured
models and joint distributions.

Let (L,T) be the limit pair of SK iteration on M. L

and T must have the same partial pattern of M as the

1All proofs are included in the supplemental materials.
2The corresponding statement holds for Q too.

SK iteration preserves zeros. Hence, the existence of
a pair of stable matrices with partial pattern of M is
necessary for the convergence of SK. In Proposition 9,
we show that this condition is also sufficient.

Stable matrices with partial pattern of M can be par-
tially ordered with respect to their patterns. We use
M to denote the matrix obtained from M by setting
elements outside the maximum partial pattern to ze-
ros. Note that elements outside the maximum partial
pattern of a rectangular matrix shall be treated as off-
diagonal elements in a square matrix.

Proposition 9. A non-negative rectangular matrix M
converges to a pair of stable matrices under SK itera-
tion if and only if there exists a stable pair of matrices
with partial pattern of M.

Proof. The ‘only if’ direction is clear from the above
discussion. We now show the ‘if’ direction. Suppose
there exists a stable pair (P,Q) such that P ≺ M. Let
{L1,T1,L2,T2, . . . } be the sequence of matrices gen-
erated by SK iteration onM, where Lk andTk are row
and column normalized respectively. This sequence is
bounded since each element of Lk or Tk is bounded
above by 1. Hence, according to Bolzano–Weierstrass
theorem, the sequence must have as a limit a pair of
matrices (may not be unique). Let (L,T) and (L′,T′)
be two pairs of such limits. To show that they are the
same, we only need to prove that L = L′. Lemma A.1
and Remark A.2 indicate that L and L′ must have the
maximum partial pattern of M, hence, they have the
same pattern. Moreover, because they are limits, L
and L′ are stable as well. Therefore, it follows from
Proposition 8 that up to permutations, L and L′ have
the same column sums. Further, Lemma A.3 implies
that there exists X,Y andX ′, Y ′ such that L = XMY
and L′ = X ′MY ′. Therefore, L and L′ not only have
the same row and column sums, but also are diagonally
equivalent. Thus, Lemma A.4 implies that L = L′. �

In fact, the existence of a stable pair of matrices with
partial pattern ofM is naturally satisfied for allM un-
der considerations(non-negative matrices without zero
rows or zero columns), thus:

Proposition 10. For any matrix M, there exists a
stable pair of matrices (P,Q) such that P and Q have
a partial pattern of M.

Construction of a such (P,Q) is illustrated below.

Example 11. Let M =
(

m11 m12 m13

m21 m22 m23

)

be a ma-

trix without zero row or zero column. The first two
columns are both non-zero implies that up to permu-
tation, either m11 6= 0,m12 6= 0 or m11 6= 0,m22 6= 0 .
(1) If m11 6= 0,m22 6= 0, we may assume that m23 6= 0

(up to permutation). In this case, let A =
(

1 0 0
0 1 1

)

.

(2) Otherwise m11 6= 0,m12 6= 0. (2-A) If further
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m23 6= 0, let A =
(

1 1 0
0 0 1

)

. (2-B) If m23 = 0, then

m13 6= 0. There must exist a non-zero element in the
second row of M. Up to permutation, we may assume

that m21 6= 0, let A =
(

0 1 1
1 0 0

)

. In all cases, A ≺ M

is block-wise diagonal with each block in the form of
a row or column vector. Let P,Q be row and column
normalization of A respectively. It is straightforward
to check that (P,Q) is stable.

Propositions 9 and 10 together imply our main result:

Theorem 12. Every rectangular matrix converges to
a pair of stable matrices under SK iteration.

Remark 13. Theorem 12 is different from the clas-
sical convergence result for scalar Sinkhorn iteration
(Menon and Schneider, 1969). Let M be a u × v-
matrix, r = (r1, . . . , ru)

T be column vector and c =
(c1, . . . , cv) row vector. Similarly to the (regular) SK
iteration, scalar SK iteration also alternates between
row and column normalizing steps. However in each
step of scalar SK, row-i (column-j) is normalized to
have sum ri (sum cj) instead of 1. The convergence 3

of scalar SK on a given tuple (M, r, c) has been in-
tensively studied. A complete summary of equivalent
convergence criteria are described in (Idel, 2016). Un-
fortunately, we can not simply apply these existing re-
sults: (1) Normalizing with respect to r and c has no
statistical basis for our setting. (2) The convergence
criteria are hard to verify. (3) For a given model, the
teacher’s data selection matrix needs not to be the
same as the learner’s concepts inferring matrix.

Corollary 14. SK iteration of M and M converge to
the same limit. Therefore, CI(M) = CI(M).

Remark 15. Corollary 14 indicates that the ele-
ments outside the maximum partial pattern of M

have no effect on the limit, and thus on Coopera-
tive Index. For instance, in square matrices, such
elements are precisely positive off diagonal entries.
They are easy to detect using ideas from graph the-
ory (Dulmage and Mendelsohn, 1958). Being able to
pass to the maximal partial pattern makes the cooper-
ative inference much more feasible. The convergence
of M is linear, where as the convergence of M slower
(Soules, 1991).

In the rest of this paper, we assumeM is square. With
machinery developed in this section, similar analysis
can be made for rectangular matrices.

4 Equivalence and sensitivity

We first introduce cross ratio equivalence and show
that models whose joint distribution matrices are cross

3Here convergence means the sequence generated by the
iterative process converges to a single matrix.

ratio equivalent, are the same under cooperative infer-
ence. Further, we will show that cooperative inference
on models is robust to small perturbations on the joint
distribution matrix M. These features are essential
because in most realistic situations we only have ac-
cess to noisy data points, and because they provide
flexibility in model choice by allowing selection of any
joint distribution in a cross ratio equivalent class.

4.1 Cross Ratio Equivalence

Intuitively, given a model, SK iteration is a pro-
cess that selects a representation for two cooperative
agents. We develop a method to characterize the mod-
els that yield to the same representation.

SK iteration can be interpreted as a map between the
initial and the limit matrices. Let A be the set of n×n
matrices that has at least one positive diagonal, A ⊂ A
be the set of n× n matrices with total support (Defi-
nition 4) and B be the set of n × n doubly stochastic
matrices. According to (Sinkhorn and Knopp, 1967b),
SK iteration of any M ∈ A converges to a unique ma-
trix M∗ ∈ B. Hence SK iteration can be viewed as a
map Φ from A to B where Φ(M) = M∗.

It is important to note that Φ is not injective. For
instance, in Example 22 below, with any choices of
m12 and m32, M maps to the same image under Φ.
For a matrix L ∈ B, Φ−1(L) is used to denote the set
of all matrices in A that map to L.

We will now introduce the notion-cross ratio equiv-
alence between square matrices and show that the
preimage set of a matrix L ∈ B can be completely
characterized by its cross ratios.

Definition 16. Let A,B be two n × n matri-
ces and DA

1 = {a1,σ(1), . . . , an,σ(n)} and DA
2 =

{a1,σ′(1), . . . , an,σ′(n)} be two positive diagonals of A
determined by permutations σ, σ′ ∈ Sn (Definition 4).
Denote the products of elements on DA

1 and DA
2 by

dA1 = Πn
i=1ai,σ(i), d

A
2 = Πn

i=1ai,σ′(i) respectively. Then
CR(DA

1 , D
A
2 ) = dA1 /d

A
2 is called the cross ratio be-

tween DA
1 and DA

2 of A. Further, let the diagonals
in B determined by the same σ and σ′ be DB

1 =
{b1,σ(1), . . . , bn,σ(n)} and DB

2 = {b1,σ′(1), . . . , bn,σ′(n)}.
We say A is cross ratio equivalent to B, denoted
by A

cr
∼ B, if dAi 6= 0 ⇐⇒ dBi 6= 0 and CR(DA

1 , D
A
2 ) =

CR(DB
1 , DB

2 ) holds for any DA
1 and DA

2 .

Example 17. Let A =

(

3 2 1
0 1 1
1 0 1

)

, B =

(

9 20 6
0 5 3
2 0 4

)

.

A has three positive diagonals DA
1 = {a11, a22, a33},

DA
2 = {a12, a23, a31} and DA

3 = {a13, a22, a31} with
dA1 = 3, dA2 = 2, dA3 = 1. B has three correspond-
ing positive diagonals DB

1 , DB
2 and DB

3 with dB1 =
180, dB2 = 120, dB3 = 60. It is easy to check that
CR(DA

i , D
A
j ) = CR(DB

i , DB
j ) for any i, j ∈ {1, 2, 3}.
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Hence A is cross ratio equivalent to B.

Remark 18. (1) Definition 16 implies that if A
cr
∼ B,

then A and B (Definition 4) must have the same pat-
tern. Otherwise there exists a positive diagonal DA

1 of
A (or B) whose corresponding diagonal DB

1 in B (or
A) contains zero (dA1 6= 0 whereas dB1 = 0).
(2) Let A and B be matrices with the same pattern.
Assume they both have Nd positive diagonals. To de-
termine whether A is cross ratio equivalent to B, in-
stead of examining

(

Nd

2

)

pairs of cross ratios, it is suffi-
cient to check whether CR(DA

1 , D
A
i ) = CR(DB

1 , DB
i ),

i ∈ {1, . . . , Nd} holds for a fixed positive diagonal DA
1 .

Proposition 19. Let M ∈ A be a consistency matrix
and L ∈ B be a doubly stochastic matrix. Then M ∈
Φ−1(L) if and only if M is cross ratio equivalent to L.

Sketch of proof. Let M ∈ Φ−1(L), we now show they
have the same cross ratios. Since M and M have ex-
actly the same positive diagonals, we may assume that
M has total support. Hence, (Sinkhorn and Knopp,
1967b) implies that there exist diagonal matrices X =
diag(x1, . . . , xn) and Y = diag(y1, . . . , yn) such that
M = XLY . In particular, mij = xi × lij × yj
holds, for any element mij . Let DM

1 = {mi,σ(i)},
DM

2 = {mi,σ′(i)} be two positive diagonals of M and
DL

1 = {li,σ(i)}, D
L

2 = {li,σ′(i)} be the corresponding
positive diagonals in L. Then:

CR(DM

1 , D
M

2 ) =
Πn

i=1mi,σ(i)

Πn
i=1mi,σ′(i)

=
Πn

i=1xi × li,σ(i) × yσ(i)

Πn
i=1xi × li,σ′(i) × yσ′(i)

=
Πn

i=1xi × Πn
i=1li,σ(i) × Πn

i=1yσ(i)

Πn
i=1xi ×Πn

i=1li,σ′(i) × Πn
i=1yσ′(i)

=
Πn

i=1li,σ(i)

Πn
i=1li,σ′(i)

= CR(DL

1 , D
L

2 ) �

Corollary 20. For M1,M2 ∈ A, if M1
cr
∼ M2 then

CI(M1) = CI(M2).

Proposition 19 captures the key ingredient, cross ra-
tios, of a model. It indicates that cross ratio equivalent
models can be treated the same for cooperative agents.
Corollary 20 implies that their cooperative indices are
the same and hence they have the same communica-
tion effectiveness. This can be very useful in practice:
(1) Models with same representation can be effectively
categorized, which avoids unnecessary implementation
of similar models; (2) Models can be freely modified
as long as the cross ratios are preserved which may
increase computational efficiency.

4.2 Sensitivity Analysis

We now investigate sensitivity of Φ to perturbation of
M. Without loss of generality, we will assume that
only one element in M is perturbed at a time as other
perturbations may be treated as compositions of such.

Let Mǫ = (mǫ
ij) be a matrix obtained by varying the

element mst of M = (mij) by ǫ, i.e. mǫ
st = mst + ǫ

and mij = mǫ
ij for (i, j) 6= (s, t). We may also assume

that ǫ > 0. Otherwise we may view M as a matrix
obtained from a positive perturbation on Mǫ.

Proposition 19 indicates that Φ is robust to any
amount of perturbation on off diagonal elements. In
more detail, suppose that both mǫ

st and mst are off
diagonal elements of Mǫ and M respectively. Then
M = Mǫ =⇒ Φ(M) = Φ(M) = Φ(Mǫ) = Φ(Mǫ)
=⇒ CI(M) = CI(Mǫ). Thus we have:

Proposition 21. Cooperative Inference is robust to
any amount of off diagonal perturbations on M.

Example 22. Let M =

h1 h2 h3








d1 1 ∗ 1
d2 0 1 0
d3 1 ∗ 1

be a con-

sistency matrix. Suppose that the consistency between
d1, d3 and h2 can not be properly measured. With
Proposition 21, CI(M) can still be easily obtained:

M =

(

1 0 1
0 1 0
1 0 1

)

converges to M∗ =

(

0.5 0 0.5
0 1 0

0.5 0 0.5

)

in

one step of SK iteration. So we have that CI(M) =
CI(M) = (4× 0.52 + 12)/3 = 2/3.

Proposition 21 is not only important for sensitivity
analysis, but also practical to efficiently perform co-
operative inference as mentioned in Remark 15. For
instance, if one ∗ in Example 22 is positive, it takes
infinite many steps of SK iteration for M to reach its
limit, whereas it takes only one step for M.

Proposition 21 also implies the main theorem in
(Yang et al., 2018) stating CI(M) is optimal if M is
a permutation of a triangular matrix. For an n × n
triangular matrix M = (mij), all the elements ex-
cept mi,i are off diagonal. To efficiently apply co-
operative inference, one only needs to consider M =
diag(m11, . . . ,mnn). SK iteration on M converges to
In = diag(1, . . . , 1) in one step. Therefore, we have
CI(M) = 1.

By analogy, Corollary 14 implies that CI is robust to
any perturbation on elements that are off maximal par-
tial pattern for rectangular matrices as well.

Perturbations for on-diagonal elements are more com-
plicated and interesting. To obtainMǫ, one may either
perturb an on-diagonal element ofM or perturb a zero
element of M introducing a new diagonal(s) for Mǫ .

A celebrated result in (Sinkhorn, 1972) shows that Φ :
A → B is a continuous function:

Theorem 23 (Continuity of SK iteration). Φ(Mǫ)
converges to Φ(M) as Mǫ → M.

Here, distance between matrices are measured by the
maximum element-wise difference, e.g. d(M,Mǫ) = ǫ.
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This implies that small on-diagonal perturbations on a
model with joint distribution M, yield close solutions
for cooperative inference.

Example 24. Let M =

(

1 1 0
0 1 1
1 0 1

)

, Mǫ1 =
(

1.5 1 0
0 1 1
1 0 1

)

, Mǫ2 =

(

1.1 1 0
0 1 1
1 0 1

)

, Mǫ3 =

(

1 1 0.1
0 1 1
1 0 1

)

and Mǫ4 =

(

1 1 0.5
0 1 1
1 0 1

)

. Apply SK iterations on

M and Mǫi, we have: Φ(M) =

(

0.5 0.5 0
0 0.5 0.5

0.5 0 0.5

)

,

Φ(Mǫ1) =

(

0.534 0.466 0
0 0.534 0.466

0.466 0 0.534

)

, Φ(Mǫ2) =
(

0.508 0.492 0
0 0.508 0.492

0.492 0 0.508

)

, Φ(Mǫ3) =

(

0.478 0.478 0.044
0 0.5228 0.478

0.522, 0 0.478

)

,

Φ(Mǫ4) =

(

0.423 0.423 0.155
0 0.577 0.423

0.577 0 0.423

)

. It is clear that for

perturbations on the same location, the variation
on the limit matrix decreases as the size of the
perturbation gets smaller. Moreover, perturbations of
the same size cause different variations on the limits
depending on whether a new diagonal is introduced.
For instance, Mǫ4 introduces a new diagonal to M

whereas Mǫ2 does not. Although both are 0.5 away
from M, after SK iteration d(Φ(M),Φ(Mǫ2)) = 0.034
and d(Φ(M),Φ(Mǫ4)) = 0.155.

In the following example, we illustrate how one may ef-
fectively bound the variation in the limit in terms of ǫ,
even for perturbations that introduce new diagonals.
However, in general, Φ is not Lipschitz 4.

Example 25. Let M =

(

a11 a12 0
0 a22 a23

a31 0 a33

)

and Mǫ =
(

a11 a12 ǫ

0 a22 a23

a31 0 a33

)

. While M has only two diagonals D1

and D2 with products of elements d1 = a11a22a33 and
d2 = a12a23a31, the perturbation introduces one more
diagonal D3 with d3 = ǫ · a22a31 to Mǫ. The Birkhoff-
von Neumann theorem (Theorem A.5) guarantees that
doubly stochastic matrices Φ(M) and Φ(Mǫ) can be
written as convex combinations of permutation matri-
ces as shown below:

Φ(M) = θ1

(

1 0 0
0 1 0
0 0 1

)

+ θ2

(

0 1 0
0 0 1
1 0 0

)

=

(

θ1 θ2 0
0 θ1 θ2
θ2 0 θ1

)

Φ(Mǫ) = α1

(

1 0 0
0 1 0
0 0 1

)

+ α2

(

0 1 0
0 0 1
1 0 0

)

+ α3

(

0 0 1
0 1 0
1 0 0

)

=

(

α1 α2 α3

0 α1 + α3 α2

α2 + α3 0 α1

)

,

where θ1 + θ2 = 1, α1 + α2 + α3 = 1 and θi, αj > 0.
Notice that the variation between Φ(M) and Φ(Mǫ)

4The authors would like to thank Yue Yu for pointing
out counterexamples.

is caused by α3, we will now derive an upper bound
for α3. Since Φ preserves cross ratios, evaluating a
cross ratio, for example CR(D3, D1), in both Φ(Mǫ)
and Mǫ we have that:

α3(α2 + α3)

α2
1

=
d3

d1
= ǫ ·

a22a31

a11a22a33
:= ǫ ·A1 (2)

Since α1+α2+α3 = 1, we may assume that α1 < 1/2
Substituting α2 + α3 = 1− α1 into Equation (2), we

get α3(1−α1)
α2

1

= ǫ · A1 and this implies that:

α3 = ǫ · A1 ·
α2
1

1− α1
≤ ǫ · A1 ·

1

2
,

where the last ‘≤’ holds because
α2

1

1−α1

reaches its maxi-

mum at α1 = 1
2 for α1 < 1

2 . Thus, α3 is bounded above
by a constant multiple of ǫ.

The next proposition explores how sensitive Φ is to
perturbations on its images. Thus, given two doubly
stochastic matrices in B, we will measure the distance
between their preimages under Φ.

Proposition 26. Let L1,L2 ∈ B. If d(L1,L2) ≤ ǫ,
for any M1 ∈ Φ−1

n (L1) with total support, there ex-
ist a M2 ∈ Φ−1

n (L2) and a constant C such that
d(M1,M2) ≤ C · ǫ.

In fact, restricting to matrices with total support, Φ
can be amended into a homeomorphism (see Supple-
mental Materials). Viewing SK iteration as a represen-
tation selecting process, the homeomorphic property
of Φ indicates that such process preserves important
information needed to reconstruct the original model.

5 Lower Bound for CI

Cooperative Index measures the effectiveness of the co-
operative communication. However, for a given con-
sistency matrix M, in order to calculate CI(M) one
needs to obtain Φ(M) by SK iterations, which some-
times can be an expensive process. We provide bounds
on CI(M) that do not require computing SK.

.

First, we derive a uniform bound for CI(M) which only
depends on the size of M.

Proposition 27. For an n×n matrix M, CI(M) ≥
1

n
with the equality when M is uniformly distributed.

Proof. Let M∗ =
(

m∗
ij

)

n×n
be the limit of M un-

der SK iteration. By Generalized Mean Inequality,

we have
(

∑

ij
m∗

ij

n2

)2

≤
∑

ij
(m∗

ij)
2

n2 . Since M∗ is doubly

stochastic, we have
∑

ij m
∗
ij = n and it follows that

∑

(m∗
ij)

2 ≥ 1. Therefore, CI(M) =
∑

(m∗

ij)
2

n
≥ 1

n
. �



Pei Wang, Pushpi Paranamana, Patrick Shafto

Notice that, as the size ofM increases the above bound
is not effective. However, the number of positive diag-
onals a matrix consists can be small regardless of its
size. Next, we provide another lower bound for CI(M)
that depends only on the number of positive diagonals.

Proposition 28. For an n× n matrix M with d pos-
itive diagonals, CI(M) ≥ 1/d.

Proof. Since M is a square matrix, the limit of SK
iteration is a unique doubly stochastic matrix M∗.
Therefore, by Birkhoff-von Neumann theorem M∗ =
∑d

i=1 θiPi and by Definition 3 we have:

CI(M) =
1

n
M∗ ⊙M∗ =

1

n

(

d
∑

i=1

θiPi

)

⊙

(

d
∑

i=1

θiPi

)

≥
1

n

d
∑

i

θiPi ⊙ θiPi
(1)
=

d
∑

i

θ2i
(2)

≥
1

d

Equality (1) holds because each Pi is a permutation
matrix and so Pi ⊙ Pi = n. Inequality (2) is obtained

from Generalized Mean Inequality as
∑d

i=1 θi = 1. �

Such a bound makes sense because CI measures
the effectiveness of the cooperative communication.
Each diagonal is a representation for communication.
CI(M) decreases as the number of diagonals increases.
The optimal CI(M) is achieved when M has only one
diagonal, i.e.M is upper triangular up to permutation.

Example 29. Consider M in Example 22. We have
n = 3, d = 2 and CI(M) =

(

0.52 × 4 + 1
)

/3 = 2/3 >
1/2 = 1/d > 1/3 = 1/n.

Above example shows that when the number of diag-
onals is small, Proposition 28 provides a good bound.
However, counting the number of diagonals of an n×n
matrix can also be computationally expensive. Next,
we provide a much more accessible bound.

Definition 30. An n× n matrix A is indecompos-

able if there exists no permutation matrices P and Q

such that PAQ =
(

A11 0
A21 A22

)

where, A11 and A22 are

square submatrices.

Proposition 31. For any n×n matrix M, CI(M) ≥
1

η−2n+τ+1 , where η is the number of positive elements
and τ is the number of indecomposable components.

Proof. Let M∗ be the SK limit of M and η∗ and τ∗ be
the number of positive elements and the number of in-
decomposable components in M∗, respectively. Then
according to (Brualdi, 1982), M∗ has a Birkhoff-von
Neumann decomposition with k permutation matri-
ces, where k ≤ η∗ + τ∗ − 2n + 1. Further note that
η + τ ≤ η∗ + τ∗. Hence, similarly as in the proof of
Proposition 28, we have that CI(M) = CI(M∗) ≥ 1

k
≥

1
η∗+τ∗−2n+1 ≥ 1

η+τ−2n+1 . �

Example 32. Consider an n×nmatrixM of the form

∗ ∗

∗ ∗ ∗

∗ ∗ ∗

∗ ∗ ∗

∗ ∗









































where, any * is a positive num-
ber and the rest are zeros. No-
tice that, it quickly becomes
challenging to count d when n is
large.

When n = 5, we have η = 13, τ = 2, d = 12, and so
CI(M) ≥ 1/(σ + τ − 2n+ 1) = 1/6 > 1/d.

6 Connections to other work

Geometric interpretation. Cooperative inference
is intuitive given the geometric interpretation of SK
iteration, which has been long known and favored
in the study of contingency tables (Fienberg et al.,
1970; Borobia and Cantó, 1998). Each joint distri-
bution matrix M = (mij) of dimension u × v can
be viewed as a point in the (uv − 1)-dimension sim-
plex, Suv = {(m11, . . . ,muv) : mij ≥ 0,

∑

ij mij = 1}.
In (Fienberg, 1968), the author showed that, in Suv,
positive5 matrices with the same cross-product ratios6

form a special case of determinantal manifoldH, which
is studied in (Room, 1938). In particular, for the 2×2
case, authors of (Fienberg et al., 1970) built a home-
omorphic map from H to the unit square and illus-
trated the convergence path of successive SK itera-
tions in the unit square. Similarly, non-negative joint-
distribution matrices with the same pattern locate on
a lower-dimension face of Suv and matrices with the
same cross ratios form a further subspace.

Optimal transport. Choosing a suitable distance
to compare probabilities is a key problem in statis-
tical machine learning. When the probability space
is a metric space, optimal transport distances (earth
mover’s in computer vision) define a powerful geome-
try to compare probabilities (Villani, 2008). Optimal
transport distances are a fundamental family of dis-
tances for probability measures and histograms of fea-
tures. (Cuturi, 2013) proposed a new family of optimal
transport distances, Sinkhorn distance, that look at
transport problems from a maximum entropy perspec-
tive. The resulting optimum is a proper distance which
can be computed through Sinkhorn’s matrix scaling.
Let C be the cost matrix, r and c be the marginal dis-
tributions for a given optimal transport problem. The
matrix M∗ that optimizes the Sinkhorn distance can
be obtained by applying (r, c)-scalar SK iteration on
M = e−λ·C , where λ is the regularization parameter.
Cuturi (2013) proved that this Sinkhorn algorithm can
be computed at a speed that is several orders of mag-
nitude faster than that of transport solvers.

5Every element is positive.
6Two matrices with the same cross-product ratios must

be cross ratio equivalent (Definition 16).
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Optimal transport with Sinkhorn distance provides a
powerful tool for domain adaptation. Courty et al.
(2015) proposed the following method: first link two
domains based on prior knowledge (build an initial cost
matrix C); then learn an optimal distribution matrix
M∗ (w.r.t, Sinkhorn distance) from one domain to the
other by applying scalar SK iteration on M = e−λ·C .
If certain transports should never happen, i.e. ele-
ments of C are allowed to be ∞, then the correspond-
ing M will be a sparse matrix. Remark 13 notes that
scalar SK iteration of a sparse M may not converge
and the convergence criteria can not be easily verified.
Whereas, in the case that both domains have uniform
marginal distributions, Theorem 12 guarantees the ex-
istence of the optimal distribution matrix M∗ for any
choice of the cost matrix. In the sparse case, the con-
vergence rate can be further sped up by first identi-
fying and removing off-diagonal elements, i.e. turning
M into M, then applying SK iteration on M as in Re-
mark 15. More importantly, our results in Section 4
capture the essential features of the Sinkhorn distance
approach. Proposition 19 implies that cost matrices
that are cross ratio equivalent lead to the same opti-
mal transport. Proposition 23 indicates that optimal
distribution matrix M∗ is continuous to the choice of
regularization parameter λ, which can be used to dis-
cretize the range of λ.

Importance Sampling Cooperative inference can
be interpreted as selection of optimal distributions
for importance sampling. A straightforward view is
to consider Equation (1). Given a joint distribution
M, let T1 be the column normalization of M. The
ijth-element PT1(di|hj) of T1 can be viewed as the
teacher’s initial probability of selecting di to convey
hj . Once di is observed, the learner needs to sam-
ple a concept to match di. Assume that the learner’s
prior on H is uniform. To minimize the variance, the
learner should sample from the optimal distribution:

PL1(hj |di) =
P

T1 (di|hj)
∑

j
P

T1 (di|hj)
. Thus the optimal learner’s

matrix L1 is the row normalization of T1. Similarly,
based on L1, to reduce variance, the teacher should
sample according to the matrix T2, the column nor-
malization of L1. This alternating process is precisely
SK iteration. So, the solution of cooperative inference
is not only the stable limit of a sequence of optimal
distributions for individual d and h, but also the only
doubly stochastic matrix cross ratio equivalent to M.

A more subtle and interesting version of importance
sampling is also achieved by cooperative inference.
Let M be an n × n joint distribution. Suppose that
the teacher aims to convey the whole set of n con-
cepts simultaneously. To do so, the teacher must
teach n different data points at once—one data point
per concept. This is equivalent to picking a map

from D to H, i.e. a permutation σ ∈ Sn as |D| =
|H| = n. Then PT (Dσ|HT ) = ΠiPT (dσ(i)|hi) is the
probability that the teacher picks σ to teach and
PL(HL|Dσ) = ΠiPL(hi|dσ(i)) is the probability that
given σ, the learner’s inference completely matches the
teacher’s intention. Therefore, in order to efficiently
estimate the communication accuracy, P (HL|HT ) =
∑

σ∈Sn
PL(HL|Dσ)PT (Dσ|HT ), one must sample per-

mutations that make large positive contributions to
the summation. Such an importance sampling is at-
tained by Cooperative inference for the following rea-
sons. (1) SK iteration completely removes the proba-
bility of sampling off-diagonal elements. Thus a σ will
be sampled only if it could lead to a prefect teaching.
(2) Beichl and Sullivan (1999) proved that the limit of
SK iteration maximizes entropy for doubly stochastic
matrices that have the same pattern as M, and fur-
ther they showed that this is the ideal property for
sampling positive diagonals.

Other connections. See supplemental materials for
pointers to other connections.

7 Conclusion

Cooperative inference holds promise as a theory
of human-human, human-machine, and machine-
machine information sharing. An impediment to re-
alizing this promise is the lack of foundational results
related to convergence, robustness, and effectiveness.
We have addressed each of these limitations, includ-
ing specific results showing the convergence of Coop-
erative Inference via SK iteration for any rectangular
matrix, equivalence classes of models in terms of their
cross-ratios, continuity of SK iteration which implies
stability to perturbation, and several different bounds
on the effectiveness of Cooperative Inference that can
be derived from the original model. We also demon-
strated connections and implications through geomet-
ric interpretations of Cooperative inference, optimal
transport, and importance sampling. Important open
questions include developing methods for modifying
machine learning models to increase the efficacy and
furthering our understanding of the representational
implications of Cooperative Inference.
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A Supplemental Material

Proof of Proposition 8. Let the column sums of P
be C = {c1, . . . , cv} and row sums of Q be R =
{r1, . . . , ru}. (P,Q) is a SK stable pair implies that
column normalization of P equals Q, i.e. if qij > 0
then qij = pij/cj, and further row normalization of
Q equals P , i.e. if pij > 0 then pij = qij/ri. So
we have that pij = pij/(ri · cj) =⇒ ri · cj = 1
(Claim (∗)). Therefore cj ∈ C =⇒ 1/cj ∈ R
and ri ∈ R =⇒ 1/ri ∈ C. In particular, let
cmax = max{c1, . . . , cv} and rmin = min{r1, . . . , ru}.
We have that cmax = 1/rmin.

With permutation, we may assume that the columns
with sum cmax in P are the first v1 columns and the
rows with sum rmin in Q are the first u1 rows. Note
that an element pij in the first v1 columns of P is
positive only if it is in the first u1 rows. Otherwise as-
sume that pi0j > 0 for i0 > u1, then Claim (∗) implies
that cj · ri0 = 1 =⇒ ri0 = 1/cj = 1/cmax = rmin.
This contradicts to i0 > u1. Similarly, we may show
that an element qij in the first u1 rows of Q is pos-
itive only if it is in the first v1 columns. Further
note that Q and P have the same pattern. So we
have that for i ≤ u1, pij > 0 only if j ≤ v1. There-
fore let B1 be the submatrix of P formed by the first
u1 rows and first v1 columns and P1 (Q1) be the
submatrix of P (Q) formed by the last u − u1 rows
and the last v − v1 columns. We just showed that
P = diag{B1, P1} and the column sum cmax of B1

is a constant (equals u1/v1). (P1, Q1) is a SK stable
pair with smaller dimension. Hence, inductively, the
proposition holds.

Lemma A.1. If a pair of matrices (P,Q) as in Propo-
sition 9 exists, the pattern of any pair of limit matrices
(L′,T′) is intermediate between the pattern of (P,Q)
and the pattern of M, namely, (P,Q) ≺ (L′,T′) ≺ M.

Proof. Let the dimension of M be u × v. Denote
the sequence of matrices generated by SK iteration
by {Ln,Tn}(n > 0), where Ln are row normalized
and has column sums {cjn}j , and Tn are column nor-
malized and has row sums {rin}i. As explained in
Pretzel (1980), there exist diagonal matrices Xn and
Yn such that Ln = XnMYn and Tn = XnMYn+1.
In particular, Xn = diag{x1n, . . . , xun} and Yn =
diag{y1n, . . . , yvn}, where each xin is the product of
row normalizing constants (reciprocal of row sums) of
row-i from step 1 to n and each yjn is the product
of column normalizing constants (reciprocal of column
sums) of column-j from step 1 to n. Here, Y1 is the
identity matrix.

Denote the row sums of Q by {ri}
u
i=1 and the col-

umn sums of P by {cj}
v
j=1. Consider the following

functions, we will show that they form an increasing
sequence(the use of it will be clear later).

fn =

u
∏

i=1

x1+αri
in

v
∏

j=1

y
α+cj
jn ,

gn =

u
∏

i=1

x1+αri
in

v
∏

j=1

y
α+cj
jn+1,

where, α ≥ −
log s

log r
, with s = 1

∏

j

c
cj

j

and r =
(

v
u

)v
.

gn
fn

=

v
∏

j=1

(

yjn+1

yjn

)α+cj

=

v
∏

j=1

(

1

cjn

)α+cj

≥

v
∏

j=1

(

1

cjn

)cj v
∏

j=1

(

1

cjn
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(3)

Due to Lemma 1 of Berry et al. (2007) we have,
1

∏

j

c
cj

jn

≥ 1
∏

j

c
cj

j

= s, i.e. the first product of the right

hand side of Inequality (3) is greater or equal to s.

Moreover, by arithmetic and geometric means inequal-

ity,

(

v
∏

j=1

cjn

)
1

v

≤

v
∑

j=1

cjn

v
=

u

v
. Hence,

v
∏

j=1

1

cjn
= r.

Therefore
gn
fn

≥ srα ≥ 1, where the second inequal-

ity holds because of the choice of α. Hence we have
gn ≥ fn. The analogous argument holds for fn+1/gn.
So, we have fn+1 ≥ gn ≥ fn (Claim ∗).

Now recall that Ln = XnMYn. In particular, we have

lnij = xinmijyjn, for mij 6= 0. So xinyjn =
lnij
mij

and it

is bounded above because the elements lnij are bounded

above by 1. One possible upper bound is K = 1
minmij

,

where min is taken over non zero elements in M.

Moreover, let dij = pij + α qij , then

∏

ij

(xinyjn)
dij =

∏

ij

(xinyjn)
pij+αqij

=
∏

i

x
∑

j
pij+α qij

in

∏

j

y
∑

i
pij+αqij

jn

=
∏

i

x1+α·ri
in

∏

j

y
α+cj
jn = fn.

Furthermore, if dij 6= 0, then pij 6= 0 =⇒ mij 6=
0 and hence xinyjn ≤ K. Therefore fn ≤ Kd,
where d =

∑

ij

dij . Together with Claim ∗, we have

(xinyjn)
dij K(d−dij) ≥ fn ≥ f1. So if dij 6= 0, then
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xinyjn is bounded away from zero. Thus it follows
that lnij is bounded away from zero for all n. There-
fore P ≺ L′, where L′ is the limit of a subsequence
of Ln. Finally, since SK iteration perseveres zero ele-
ments, L′ ≺ M. Together, we have P ≺ L′ ≺ M. A
similar argument holds for Q and T′. Thus the lemma
holds.

Remark A.2. Notice that, the choice of (P,Q) is free
within the constraints (having partial pattern of M

and being SK stable). In particular, such matrix pairs
can be partially ordered with respect to their patterns,
and (P,Q) can be selected such that they have the
maximum possible pattern. Since the pattern of limit
matrices must be intermediate between the pattern of
(P,Q) and the pattern of M, it follows that, all the
pairs of limit matrices must have the same pattern,
which must be the maximum possible.

Lemma A.3. Any limit matrix of SK iteration on M

is diagonally equivalent to M.

Proof. Let L′ be the limit of the sequence X ′
nMY ′

n

(where the ′ signifies any sub-sequence of SK iter-
ation). Then L′ is also the limit of the sequence
X ′

nMY ′
n, since both M and L′ has the same pat-

tern. In this case, Lemma 2 of Pretzel (1980) im-
plies that there exist diagonal matrices X,Y such that
L′ = XMY , i.e. L′ and M are diagonally equiva-
lent.

Proposition 1 in Pretzel (1980) shows that:

Lemma A.4. Let A and B be two matrices with the
same row and columns sums. If there exists diagonal
matrices X and Y such that A = XBY , then A = B.

Proof of Proposition 10. We claim that: for a
given u × v matrix M, one may construct a binary
matrix A ≺ M such that up to permutation, A
is block-wise diagonal of the form diag(B1, . . . , Bk)
where each Bi is a row or column vector of ones (i.e.
Bi = (1, . . . , 1) or Bi = (1, . . . , 1)T ). Let P,Q be the
row and column normalizations of A respectively. It is
straightforward to check that (P,Q) is SK stable and
P ≺ M. Therefore, we only need to prove the claim.

We will prove the claim inductively on the dimension
of M. Let n = max{u, v}. When n = 1, M is an
1 × 1 matrix and the claim holds. Now assume that
the claim holds when n ≤ k − 1, we will show that
for a u × v matrix M with max{u, v} = k, the claim
still holds. Without loss, we may assume that v = k.
There are now two cases.

Case 1 When u < k, let M′ be the sub-matrix formed
by the first k−1 columns ofM. ThenM′ is a u×(k−1)

matrix. M has no zero columns implies that M′ has
no zero columns. (1) If M′ contains no zero rows,
according to the inductive assumption, there exists a
binary matrix A′ ≺ M′ having the desired form. Note
that the last column of M contains a non-zero element
mtk. Let v = (v1, . . . , vu)

T be the column vector with
vi = 0 if i 6= t and vt = 1. The desire A ≺ M is then
constructed using A′ and v as following. The t-th row
of A′ must have a non-zero element a′ts (as A′ has no
zero row). Denote the block contains a′ts by B′. If B′

is a row vector with all ones, then A is obtained by
augmenting A′ by v, i.e. A = [A′,v]. Otherwise, we
may replace a′s,t in A′ by zero and denote the resulting

matrix by A
′′

. A is obtained by augmenting A
′′

by v,
i.e. A = [A

′′

,v].

(2) If M′ contains zero rows, let M∗ be the matrix ob-
tained from M′ by omitting rows with indices in Szero

where Szero is the index set of zero rows. Then there
exists A∗ ≺ M∗ according to the inductive assump-
tion. Let A′ ≺ M′ be the matrix obtained from A∗ by
inserting back the zero rows (at indices Szero). Note
that M contains no zero rows implies that mik > 0 for
any i ∈ Szero. Let v = (v1, . . . , vu)

T be the column
vector where vi = 1 if i ∈ Szero and vi = 0 otherwise.
A is obtained by augmenting A′ by v, i.e. A = [A′,v].

Case 2 When u = k, let M′ be the sub-matrix formed
by the first k − 1 rows M. Then depending whether
M ′ contains zero column, one may construct A as in
case 1. In all circumstances, it is easy to check that
the defined A has the desired format by construction.
Hence claim also holds for any matrix M (or its trans-
pose) of the form u× k.

Proof of Corollary 14. Let (L,T) and (L,T) be
the limit of SK iteration on M and M respectively.
It is enough to show that L = L. Lemma A.3 im-
plies that both L and L are diagonally equivalent to
M. Therefore, L is diagonally equivalent to L. Fur-
ther since both L and L have the same pattern as
M, Proposition 8 shows that they have the same row
and column sums. Hence, Lemma A.4 implies that
L = L.

Proof of Proposition 19. Since M and M have ex-
actly the same positive diagonals, we may assume
that M has total support. Suppose that M ∈
Φ−1(L), i.e. Φ(M) = L. Since M has total sup-
port, Sinkhorn and Knopp (1967b) implies that there
exists diagonal matrices X = diag(x1, . . . , xn) and
Y = diag(y1, . . . , yn) such that M = XLY . In par-
ticular, mij = xi × lij × yj holds, for any element mij .
Let DM

1 = {mi,σ(i)}, D
M

2 = {mi,σ′(i)} be two positive
diagonals of M and DL

1 = {li,σ(i)}, D
L

2 = {li,σ′(i)} be
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the corresponding positive diagonals in L. Then:

CR(DM

1 , D
M

2 ) =
Πn

i=1mi,σ(i)

Πn
i=1mi,σ′(i)

=
Πn

i=1xi × li,σ(i) × yσ(i)

Πn
i=1xi × li,σ′(i) × yσ′(i)

=
Πn

i=1xi × Πn
i=1li,σ(i) × Πn

i=1yσ(i)

Πn
i=1xi ×Πn

i=1li,σ′(i) × Πn
i=1yσ′(i)

=
Πn

i=1li,σ(i)

Πn
i=1li,σ′(i)

= CR(DL

1 , D
L

2 )

(4)

We have established the ‘if’ direction. Now, for the
‘only if’ direction, suppose that M

cr
∼ L. Let M∗ =

Φ(M). Then M∗ ∈ B and M ∈ Φ−1(M∗). Accord-

ing to Equation (4), M∗ cr
∼ M and so M∗ cr

∼ L. Let
k = dM

∗

1 /dL1 > 0, where DM
∗

1 and DL

1 are positive di-

agonals determined by the same σ ∈ Sn. M∗ cr
∼ L

implies that Πn
i=1m

∗
i,α(i) = k × Πn

i=1li,α(i) for any
α ∈ Sn. Note that distinct doubly stochastic ma-
trices do not have proportional corresponding diag-
onal products (For a proof see Sinkhorn and Knopp
(1969)). Hence, L = M∗ = Φ(M).

Theorem A.5 (Birkhoff-von Neumann theorem).
(Dufossé and Uçar (2016)) For any n × n doubly

stochastic matrix A, there exist θi ≥ 0 with
∑k

i=1 θi =
1 and permutation matrices {P1, . . . , Pk} such that

A =
∑k

i=1 θiPi. This representation is also called
Birkhoff-von Neumann (BvN) decomposition of A.

Proof of Proposition 26. M1 has total support
implies that there exist two diagonal matrices X =
diag{x1, . . . , xn} and Y = diag{y1, . . . , yn} such that
M1 = XL1Y . Let M2 = XL2Y and C =
maxij{xiyj}. Then d(L1,L2) ≤ ǫ =⇒ |l1ij − l2ij | ≤ ǫ

=⇒ |xi ·l
1
ij ·yj−xi ·l

2
ij ·yj | ≤ Cǫ =⇒ |m1

ij−m2
ij | ≤ Cǫ.

Thus, d(M1,M2) ≤ Cǫ.

Construction of Homeomorphic Φ.

As mentioned above, for any M ∈ A, there ex-
ist two diagonal matrices X and Y such that M =
XΦ(M)Y . Note the choice of X and Y is unique
only up to a scalar. This can be made determin-
istic by requiring the last positive element of Y
to be 1, i.e. yn = 1. In this way Φ can be
viewed as a map : A → R2n−1

+ × B where M 7→
[(x1, . . . , xn, y1, . . . , yn−1),Φ(M)]. Tverberg (1976)
showed that:

Proposition A.6. Φ : A → R2n−1
+ ×B is continuous,

invertible and the inverse is also continuous. Thus Φ
is homeomorpic.

Role of zeros: Results derived in Section 3-4 do not
depend on zero elements. The lower bounds of CI de-
rived in Section 5 are closely related to the amount
of zeros and their locations. However, together with

the sensitivity analysis, these bounds can still be used
as an approximation for lower bounds of CI for ma-
trices with very small elements (instead of exact ze-
ros). In some models, zero elements could appear. For
instance, in linguistic applications, if an utterance is
not consistent with a referent, its corresponding ele-
ment would be zero (Golland et al., 2010). More gen-
erally, it is an interesting question as to whether more
models should assign zero probability to some possi-
ble outcomes. As noted, most probabilistic models do
not currently assign zero probability to any outcomes.
However, if one, for example, wants models that are ex-
plainable via examples our results show that assigning
zero probability to some outcomes is a desirable fea-
ture. Beyond explainability, as far as we know, there
are no principled reason for not assigning zero proba-
bility to some possible outcomes. Finally, having zeros
reduces the number of positive diagonals, which is a
special case of the more general problem of establish-
ing bounds based on cross-ratio (Corollary 20). This
is considerably more challenging and a direction for
future work.

Other connections. Sinkhorn iteration finds its
way in many other applications in variety of fields.
To name a few: transportation planning to predict
flow in a traffic network (Fienberg et al., 1970), con-
tingency table analysis which has many uses in biol-
ogy, economics etc. (Fienberg et al., 1970), decreas-
ing condition numbers which is of importance in nu-
merical analysis (Osborne, 1960). Moreover, there
are many algorithms implemented as generalizations
of Sinkhorn matrix balancing to solve problems such
as Edmonds problem (Gurvits, 2003), Sudoku Solvers
(Moon et al., 2009) and web page ranking algorithms
(Knight, 2008). More applications and a comprehen-
sive discussion can be found in (Idel, 2016) and refer-
ences therein.
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