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Abstract:  The RSSH + H2S → RSH + HSSH reaction has been suggested by 

numerous labs to be important in H2S-mediated biological processes.  Seven different 

mechanisms for this reaction (R = CH3, as a model) have been studied using the DFT 

methods (M06-2X and B97X-D) with the Dunning aug-cc-pV(T+d)Z basis sets.  

The reaction of CH3SSH with gas phase H2S has a very high energy barrier (> 45 

kcal/mol), consistent with the available experimental observations.  A series of 

substitution reactions R1–S–S–H + –S–R2 (R1 = Me, tBu, Ad, R2 = H, S–Me, S–tBu, S–

Ad) have been studied. The regioselectivity is largely affected by the steric bulkiness 

of R1, but is much less sensitive to R2. Thus, when R1 is Me, all –S–R2 favorably attack 

the internal S atom, leading to R1–S–S–R2. While for R1 = tBu, Ad, all –S–R2 

significantly prefer to attack the external S atom to form –S–S–R2. These results are in 

good agreement with the experimental observations.  
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1. Introduction 

In 1996 hydrogen sulfide (H2S) was suggested by Abe and Kimura as an 

endogenous neuromodulator in the brain.1  The endogenous metabolism and 

physiological functions of H2S make it the third gasotransmitter, in addition to the 

previously known gasotransmitters nitric oxide (NO) and carbon monoxide (CO).2  

H2S has also been found to play an important role in cellular functions. It acts as a 

relaxant of smooth muscle and as a vasodilator.3  It is also active in the brain, altering 

hippocampal long-term potentiation, which is involved in the formation of memory.4 

Much of H2S signaling has been proposed to occur through modification of 

cysteine residues in proteins leading to the formation of hydropersulfides (-SSH 

groups),5 and this modification has been referred to as S-sulfhydration (or more 

appropriately, sulfuration or S-persulfidation). The S-sulfuration process can be a post-

translational modification of specific proteins that regulate protein functions leading to 

either activation or inhibition of protein activity,6 and thus S-sulfuration can serve an 

important cellular regulatory role.7  It was found by mass spectrometry that, besides 

protein hydropersulfides, small molecule hydropersulfides such as cysteine 

hydropersulfide (CysSSH) and glutathione hydropersulfide (GSSH) are formed in 

mammalian cells and tissues.8  Some of the small molecule hydropersulfides are likely 

to be key intermediates in protein S-sulfuration.  For example, polysulfide compounds, 

such as diallyl trisulfide,9 penicillamine-derived acyl disulfides,10 and 

dithioperoxyanhydride11 reacted with cysteine or glutathione in vivo.  

However, since hydropersulfides are usually unstable species, especially in 

aqueous solution,12 only a limited number of small molecule hydropersulfides have 

been synthesized and characterized, although the first hydropersulfide was prepared as 

early as 1954.13  In recent years, many experimental studies of the reactivity of 

hydropersulfides have used hydropersulfides generated in situ rather than isolated 

persulfides.14  For example, Francoleon and coworkers studied protein 

hydropersulfides generated via the reaction of H2S with the papain-cysteine mixed 

disulfide (Papain–S–S–Cys) as the reactant.14a   This reaction yielded inactive papain 
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persulfide (Papain–SSH) via 

Papain–S–S–Cys + H2S → Papain–SSH (inactive) + Cys–SH         (1) 

With excess H2S, the inactive persulfide intermediate (Papain–SSH) was converted to 

the active thiol species (Papain–SH).  This observation, the H2S-mediated generation 

of active thiol from the hydropersulfide, is consistent with the reaction of RSSH with 

H2S giving the presumed products thiol and hydrogen persulfide (H2S2) 

RSSH + H2S → RSH + H2S2                     (2) 

  Recently, Bailey, Zakharov, and Pluth carried out experimental studies on a series 

of reactions of hydropersulfides with different reagents.15  Their experimental results 

showed that no reaction was observed when RSSH was treated with gas-phase H2S, 

while different products were found when RSSH with different R substituent groups 

reacted under the presence of various nucleophiles and bases in CD2Cl2 at room 

temperature. In essense, Trt–S–SH and Ad–S–SH lead to the formation of Trt–SH and 

Ad–SH, respectively, accompanied with the formation of S8. Bn–S–SH, on the other 

hand, reacted under various conditions to form polysulfides. 

  In order to understand and provide insight into the reactions of RSSH with H2S or 

HS–, and R–S–S–. in the present paper we perform theoretical studies to predict the 

mechanisms for these reactions under various conditions.  Our theoretical results will 

be compared with available experiments, and may further shed light on the function of 

H2S as a signaling molecule in biochemical systems.   

 

2. Computational Details 

Density functional theory (DFT) methods were employed, providing an 

approximate treatment of electron correlation effects.  Two popular functionals 

adopted in the present study are M06-2X, which is a meta-GGA functional 

recommended by Zhao and Truhlar for the study of main-group thermochemistry and 

kinetics,16 and ωB97X-D, which including empirical atom-atom dispersion corrections 

reported by Chai and Head-Gordon.17 The M06-2X and ωB97X-D computations were 

performed with the Gaussian09 program package,18 using the ultrafine integration 



4 

 

grid19 for geometry optimizations and vibrational frequency analyses.   

Dunning’s correlation-consistent triple-zeta basis sets with augmented diffuse 

functions aug-cc-pVTZ were adopted for the C and H atoms.20  For the S atom, an 

additional set of d functions was added, denoted as aug-cc-pV(T+d)Z, which corrects 

some of the deficiencies of the standard correlation consistent basis sets for the second-

row atoms Al - Cl.21  Solvation effects were taken into account via SMD, the Cramer-

Truhlar solvation model based on the charge density.22  We would prefer to treat the 

solvent with explicit water molecules, but this is not feasible with our current resources. 

All structures shown here in figures were generated with the CYLview program.23 

Since the potential energy surfaces predicted by M06-2X and ωB97X-D are in 

very good agreement with each other, only the M06-2X results are shown in the figures 

for clarity, while all DFT results are reported in Tables S1 – S7 (in the Supporting 

Information) for comparison. 

 

3. Results and Discussion 

3.1. Reaction Between CH3SSH and H2S in the Gas Phase. 

Here we selected R = CH3 as a reasonable initial model for reaction (2) to perform 

the DFT study.  First, a one-step four-membered ring transition state (TS1-1 in 

mechanism 1) was examined, in which the sulfur-hydrogen bond in H2S and the sulfur-

sulfur bond in CH3SSH are about to break.  Simultaneously, the sulfur-sulfur bond and 

the hydrogen-sulfur bond between the two molecules (H2S and CH3SSH) are being 

formed.  In TS1-1, the distance of the H–S bond being formed is 1.34 Å, and the 

distance of the old H–S bond in H2S increases to 2.64 Å (Figure 1), clearly indicating 

that a hydrogen atom of H2S is moving to CH3SSH.  Similarly, the –SH group in 

CH3SSH is moving to H2S (Figure 1).  Intrinsic reaction coordinate (IRC) analysis 

shows that the transition state TS1-1 connects the two complexes (the IRC plot and 

representative structures along the reaction coordinate are shown in the Supporting 

Information). The reactant complex INT1-1 has an H∙∙∙S hydrogen bond (2.81 Å) 

between one H atom in H2S and the internal S atom in CH3SSH.  INT1-1 lies lower 
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than the reactant (H2S and CH3SSH) by 3.2 kcal/mol.  The product complex INT1-2 

has a hydrogen bond (2.64 Å) between one H atom in HSSH and the internal S atom in 

CH3SH.  INT1-2 lies lower than the products (HSSH and CH3SH) by 4.6 kcal/mol.  

Reaction (1) is endothermic by 3.8 kcal/mol.  However, for Mechanism 1 the energy 

barrier (61.8 kcal/mol in electronic energy and 73.8 kcal/mol in the Gibbs free energy) 

is very high, suggesting that this mechanism is not feasible. 
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Figure 1. Sketch of the potential energy surface of Mechanism 1 for the CH3SSH + 
H2S reaction. The relative energies after ZVPE correction (EZVPE) and the free 
energies at 298 K (G298) are shown in parentheses. It is seen that entropy plays a 
significant role for INT1-1, TS1-1, and INT1-2. 

 

The second pathway in the gas phase (Mechanism 2) is shown in Figure 2.  In 

this pathway, one H atom in H2S attacks the internal S atom in CH3SSH, and the 
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remaining SH group approaches the external S atom in RSSH (Figure 2).   The IRC 

analysis shows that the transition state TS2-1 also connects two complexes.  The 

reactant complex INT2-1, similar to INT1-1 in Figure 1, has a hydrogen bond (H∙∙∙S 

distance 2.80 Å) between one H atom in H2S and the internal S atom in CH3SSH.  The 

other H atom in H2S points in the opposite direction.  INT2-1 lies lower than the 

reactant (H2S and CH3SSH) by 2.8 kcal/mol (Figure 2).  The product complex INT2-

2 does not have an obvious hydrogen bond, and INT2-2 lies lower than the products 

(HSSH plus CH3SH) by only 1.7 kcal/mol.  Again, the energy barrier for Mechanism 

2 is too high (67.3 kcal/mol in electronic energy and 77.8 kcal/mol in the Gibbs free 

energy), suggesting that this reaction in the gas phase will not take place at room 

temperature. 

 

 

Figure 2. The potential energy surface of Mechanism 2 for the CH3SSH + H2S reaction. 
The relative energies after ZVPE correction (EZVPE) and the free energies at 298 K 
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(G298) are shown in parentheses.    

 

It was reported by mass spectrometry in 2000 by Gerbaux et al.24 that the 

thiosulfoxide species (R2SS, R = H, CH3, C2H5), which are tautomers of the disulfides 

(RSSR), are stable in the gas phase.  The transition states for the tautomerizations 

between disulfides (RSSR) and thiosulfoxides (R2SS) have been considered in previous 

theoretical studies.24-25  The thiosulfoxides RS(=S)H could be regarded as “singlet 

sulfur” sulfanes that are very electrophilic, and would be more reactive with H2S.6, 12a  

Thus, a two-step mechanism (Mechanism 3) was explored in the present study (Figure 

3).  The first step is the tautomerization from the persulfide CH3SSH to its 

thiosulfoxide tautomer CH3S(=S)H (INT3-1), which lies above CH3SSH by 21 

kcal/mol.  The energy barrier for this tautomerization is predicted to be 44 kcal/mol 

(TS3-1).  Following the tautomeric step is the nucleophilic attack by H2S.  In that 

transition state (TS3-2), the sulfur-sulfur bond between H2S and CH3S(=S)H is being 

formed (2.41 Å), while the sulfur-sulfur bond in CH3S(=S)H is breaking (increasing to 

2.53 Å).  In the meantime, the proton in H2S is being transferred to the negatively 

charged (in terms of a Lewis structure) external sulfur of CH3S(=S)H (Figure 3).  

Although Mechanism 3 has a lower overall energy barrier (46.0 kcal/mol in electronic 

energy and 54.8 kcal/mol in the Gibbs free energy) than Mechanism 1 or Mechanism 2, 

this barrier is still too high for Reaction (1) to proceed. 
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Figure 3. A two-step potential surface (Mechanism 3) for the CH3SSH + H2S reaction. 
The relative energies after ZVPE correction (EZVPE) and the free energies at 298 K 
(G298) are shown in parentheses.    

 

3.2. Reaction Between CH3SSH and H2S in Solvent. 

The high energy barriers of the above mechanisms indicate that the CH3SSH + H2S 

reaction in the gas phase is unfavorable.  This is consistent with the experimental facts 

reported by Pluth and co-workers.15  They studied the reactivity of a series of 

persulfides in the presence of gas phase H2S, and found that no reaction happened for 

benzyl hydropersulfide (BnSSH), trityl hydropersulfide (TrtSSH), or adamantyl 

hydropersulfide (AdSSH).   

It is known that proton transfer steps are often facilitated by solvation in water, and 

the solvent effect may be very important for Reaction (2).  However, for Reaction (2) 

in aqueous solution, either hydropersulfide or H2S may ionize depending on their 
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acidity.  To compare the deprotonation abilities of CH3SSH and H2S, at first we 

studied the following reaction with the SMD solvation model22 

    CH3SSH + HS– → CH3SS– + H2S                     (3) 

This reaction energy ΔE for (3) is -0.4 kcal/mol, and the corresponding ΔG298 is -1.5 

kcal/mol, revealing that CH3SSH is more acidic than H2S in water.  This is consistent 

with previous studies.12a, 26 

In light of the differences in acidities between a hydropersulfide and H2S, the 

reactants in the aqueous solution model are CH3SS– and H2S.  The main feature of the 

potential energy surface for the reaction of CH3SS– + H2S → CH3SH + HSS– is 

illustrated in Figure 4.  The reaction begins with a barrierless formation of a reactant 

complex INT4-1 (CH3SS–···HSH), which is predicted to lie below the reactants 

(CH3SS– + H2S) by 5.4 kcal/mol.  Subsequently the reactant complex experiences a 

small energy barrier (TS4-1, 3.2 kcal/mol) for proton transfer to form a second complex 

CH3SSH···SH– (INT4-2), leading to the activation of the nucleophile.  The HS– 

moiety in INT4-2 then undergoes a nucleophilic attack on the external S atom of 

CH3SSH, over an energy barrier of 14.0 kcal/mol (TS4-2), to form the intermediate 

CH3S–···S(H)SH (INT4-3).  A very quick proton transfer from the HSSH moiety to 

the CH3S– part follows, forming the product complex CH3SH···SSH– (INT4-4).  The 

release of the final products (CH3SH + HSS–) from the complex INT4-4 requires 5.1 

kcal/mol energy.  The overall Reaction (3) is endothermic by 2.5 kcal/mol, and the 

overall barrier is only 15.0 kcal/mol (20.6 kcal/mol in the Gibbs free energy), which 

makes this reaction feasible in aqueous solution. 
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Figure 4. The potential energy surface (Mechanism 4) for the CH3SS– + H2S → 
CH3SH + HSS– reaction in aqueous solution.  The relative energies after ZVPE 
correction (EZVPE) and the free energies at 298 K (G298) are shown in parentheses.    
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Figure 5. The geometries for the stationary points in Figure 4. 
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Inspired by proposed mechanisms in which thiols react with disulfides via α 

carbon nucleophilic attack,9a, 27 an alternative mechanism for the reaction between 

CH3SS– and H2S was taken into account (Mechanism 5, Figure 6).  After the formation 

of INT4-2, which follows that in Mechanism 4, the nucleophilic attack of HS– can take 

place at the α-C atom of CH3SSH as an SN2 reaction to give the final products (CH3SH 

+ HSS-).  The energy barrier with respect to the lowest-lying structure for Mechanism 

5 is 35.2 kcal/mol (TS5-2) (39.4 kcal/mol in the Gibbs free energy), which is much 

higher than that for Mechanism 4.  Related results were reported in a 2017 theoretical 

study,27 which showed that nucleophilic attacks on the α-C atoms of disulfides (RSSR) 

and trisulfides (RSSSR) involve higher barriers than that on the S atoms. 

 

 
Figure 6. The potential energy surface (Mechanism 5) for the CH3SS- + H2S → CH3SH 
+ HSS- reaction in aqueous solution. The relative energies after ZVPE correction 
(EZVPE) and the free energies at 298 K (G298) are shown in parentheses.    
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3.3. Further Explorations: Adding RSS– to the Brew 

The product HSS–, predicted by the Mechanisms 4 and 5, was not observed in the 

2015 experiments of Bailey and Pluth.15b  This may be because HSS– is not an isolable 

species, but able to further react to give H2S and elemental sulfur.12b  However, the 

experiments show that different products were observed when different RSSH 

molecules were treated with [NBu4
+][HS–],15b giving a hint that some competitive 

mechanisms may exist. Therefore, additional possible mechanisms involving different 

nucleophiles should be explored.  Since the reactant RSS– has been reported to be a 

nucleophile,12b, 28 it could react with hydropersulfides. The target of the nucleophilic 

attack of RSS– could be either of the two S atoms in RSSH, leading to two possible 

mechanisms.  The target of the α-C atom in RSSH is less plausible and will not be 

considered, as it may be similar to the case of Mechanism 5, compared with Mechanism 

4. 
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Figure 7.  Sketch of the PESs for Mechanisms 6 and 7 for the reaction of CH3SS– and 
H2S when the intermediate CH3SSH is attacked by the additional nucleophile CH3SS–.  
The aqueous solution is taken into count.  The relative energies after ZVPE correction 
(EZVPE) and the free energies at 298 K (G298) are shown in parentheses.  Note that 
the left section of this sketch is the same as that shown in Mechanisms 4 and 5.  In 
order to keep the PESs continuous before and after the ion exchange, additional energy 
of CH3SS– is added before the ion exchange, and additional energy of HS– is added 
after the exchange. 

 

Starting from the complex INT4-2 (CH3SSH···SH– in Mechanisms 4 and 5), a 

more thermodynamically favorable complex CH3SSH…–SSCH3 (INT6-1) is found to 

combine with CH3SS– and release HS– (Figure 7).  Then the CH3SS– moiety in INT6-

1 may attack the CH3SSH moiety at either the internal S atom or the external S atom.  

In the former case (Mechanism 6, black line in Figure 7), it goes over a transition state 

(TS6-1) with a barrier of 10.1 kcal/mol to produce CH3SSSCH3 …HS– (INT6-2), 

releasing an energy of 0.3 (5.9 – 5.6) kcal/mol. In the latter case (Mechanism 7, red line 
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in Figure 7), it goes over a transition state (TS7-1) with a slightly higher energy barrier 

(10.9 kcal/mol) but to produce CH3SH…SSSCH3
– (INT7-1), which is lower than INT6-

2 by 3.8 (9.7 – 5.9) kcal/mol.  Figure 7 shows that Mechanism 6 (black line) is a 

kinetically favored mechanism, while Mechanism 7 (red line) is a thermodynamically 

favored mechanism.  A similar case was earlier considered for the nucleophilic 

reaction of CN– and RSSH,29 in which the nucleophilic attack by CN– onto the internal 

sulfur atom of RSSH is kinetically favored, while attack on the external sulfur atom is 

thermodynamically favored. 
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Figure 8. The PESs for the reaction of tBuSS– and H2S in aqueous solvent.  The 
relative energies after ZVPE correction (EZVPE) and the free energies at 298 K (G298) 
are shown in parentheses. In order to keep the PESs continuous before and after the ion 
exchange, additional energy of tBuSS– is added before the ion exchange, and additional 
energy of HS–is added after the exchange. 

 

As described above, the products of the reactions between RSSH and [NBu4
+][HS–] 
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depend on the R groups.  For example, when BnSSH (benzyl persulfide) reacts with 

[NBu4
+][HS–] the products were reported to be H2S and polysulfides (mainly 

BnSSSBn),15b and this corresponds to Mechanism 6 (black line in Figure 7).  When 

TrtSSH (trityl persulfide) reacts with [NBu4
+][HS–], the products were reported to be 

TrtSH, S8, and H2S.15b  Since H2S and elemental sulfur could be obtained from the 

further reaction of RSS–,12b this reaction may correspond to Mechanism 7 (red line in 

Figure 7).  For the same RSSH + HS– reaction, why did the reactants with different R 

groups, such as BnSSH and TrtSSH, go through different mechanisms?  Is it because 

of steric hindrance as a function of the group size?  For those with less sterically-

hindered groups, such as BnSSH, it may be less difficult to attack the internal sulfur 

atom (via Mechanism 6); while for those with the more sterically-hindered groups, such 

as TrtSSH, it may be more likely to attack the external sulfur atom (via Mechanism 7).   

To verify this conjecture, we carried out a parallel study on another model 

persulfide with a larger R group, namely, tert-butyl persulfide (tBuSSH), for comparison 

with the above study of CH3SSH.  The potential surfaces for the nucleophilic attack 

of tBuSS– onto tBuSSH are shown in Figure 8.  Indeed, the energy barriers for the two 

mechanisms are reversed in comparison with those in Figure 7.  For the smaller methyl 

group, the nucleophilic attack at the internal sulfur atom of RSSH has the lower energy 

barrier (10.1 kcal/mol vs 10.9 kcal/mol).  For the larger tert-butyl group, the 

nucleophilic attack at the external sulfur atom of RSSH has a lower energy barrier (11.7 

kcal/mol vs 17.4 kcal/mol).  This comparison shows that the regio-selectivity depends 

on the R group size in RSS–, and this is consistent with the experimental results for 

BnSSH and TrtSSH. 

To have a more complete understanding of the reactivities and selectivities of 

various reactions, we carried out a systematic study as shown in Scheme 1. The 

computed activation free energies are given in Table 1. The results may be summarized 

as follows:  

1. –S–S–R groups are intrinsically more reactive than –SH, despite of the steric 

effect of R.  
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2. When R1 is a methyl group (representing a primary alkyl), –S–R2 all prefer to 

attack the internal S atom. This is because steric effects are not significant, but 

the formation of –SH is more favorable than the formation of –S–R1. 

3. When R1 is tBu or Ad, all –S–R2 favorably attack the external S atom. In this 

case, the steric interaction between R1 and the incoming nucleophile is 

significant (Scheme 2).  

4. The barrier for the attack of nucleophile on the external S atom is not sensitive 

to the size of the nucleophile –S–R2.   

 

 
Scheme 1. Two possible pathways of the reaction between R2–S– and H–S–S–R1. 

 

Table 1. Theoretical activation energies (kcal/mol) and Gibbs free energies (in 
parentheses) of the reactions shown in Scheme 1, using 6-31+G(d) as the basis set. 
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R1 = tBu 
17.1 

(18.2) 
21.1 

(21.8) 
12.7 

(14.6) 
17.0 

(18.7) 
11.8 

(12.5) 
16.2 

(16.6) 
13.0 

(13.2) 
17.9 

(18.4) 

R1 = Ad 
17.1 

(17.6) 
21.0 

(22.3) 
13.8 

(12.9) 
18.6 

(18.4) 
12.9 

(13.8) 
18.1 

(18.0) 
10.2 

(12.1) 
16.7 

(16.3) 
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Scheme 2. The steric interaction between R1 and the incoming nucleophile. 

 

4. Concluding Remarks 

We have studied the reaction of RSSH and H2S, which reaction is suggested to be 

important in the S-sulfuration process of the gasotransmitter H2S. Two different DFT 

methods, M06-2X and ωB97X-D gave similar results, which made us more confident 

about our results. Our theoretical results predict: 

1. The energy barrier for the gas phase reaction CH3SSH + H2S  CH3SH + 

HSSH (Mechanisms 1 – 3) is very high, and in the gas phase this reaction 

would be unlikely. 

2. Although the reaction CH3SS– + H2S  CH3SH + HSS– (Mechanisms 4 – 5) 

in aqueous solvent has a lower energy barrier, the product HSS– is not a 

favorable species, and other more favorable mechanisms should be explored. 

3. CH3SS– is a reasonable nucleophile to attack either of the S atoms of CH3SSH 

(Mechanisms 6 – 7).  Mechanism 6 has a lower energy barrier than 

mechanism 4, and the products are consistent with the experimental 

observations. 

4. The size of the R group in RSSH will affect the reaction mechanisms.  

Smaller R groups with less steric hindrance are apt to attack the internal S atom 

of RSSH (Figure 6), while larger R groups are likely to attack at the external 

S atom (Figure 7). 

5. Our research supports the mechanism for sterically hindered R–S–S–H 
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proposed by Bayley et al.15b For sterically unhindered R–S–S–H, the theory 

predict the mechanism shown in Scheme 3.  

 

 

Scheme 3. Mechanism for the reaction of unhindered R–S–S–H. 
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