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Noncollinear spin structure in Fe3+xCo3−xTi2 (x = 0, 2, 3) from neutron diffraction
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Neutron powder diffraction has been used to investigate the spin structure of the hard-magnetic alloy
Fe3+xCo3−xTi2 (x = 0, 2, 3). The materials are produced by rapid quenching from the melt, they possess a
hexagonal crystal structure, and they are nanocrystalline with crystallite sizesD of the order of 40 nm. Projections
of the magnetic moment onto both the crystalline c axis and the basal plane were observed. The corresponding
misalignment angle exhibits a nonlinear decrease with x, which we explain as a micromagnetic effect caused by
Fe-Co site disorder. The underlying physics is a special kind of random-anisotropy magnetism that leads to the
prediction of 1/D1/4 power-law dependence of the misalignment angle on the crystallite size.
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I. INTRODUCTION

Permanent-magnet material free of rare-earth and other
expensive elements is a technologically important research
topic, because innovative technologies such as electric cars,
wind generators, and medical resonance-imaging work are
energy-efficient and easy to operate when using permanent
magnets [1–6]. Most top-performing permanent magnets are
presently made from rare-earth transition-metal intermetallics
such as Nd-Fe-B and Sm-Co [7–9], but supply-chain concerns
and raw-materials prices call for replacement options for these
often bulky magnets.
The key figure of merit for permanent magnets is the

energy product, which describes the magnetostatic energy
stored in free space. High-energy-product permanent magnets
require high magnetization, high Curie temperatures, and
high magnetocrystalline anisotropies [2,10]. Iron and cobalt
have very high Curie temperature and magnetization, with Fe
being preferred due to its lower raw-materials price. How-
ever, the anisotropies of Fe- and Co-based magnets, such as
steel magnets, are moderate at best. First, magnetocrystalline
anisotropy requires spin-orbit coupling, and this coupling is
strongest for heavy elements. Second, the atomic environ-
ments in the 3d elements are cubic (bcc Fe, fcc Co) or
nearly cubic (hcp Co). Adding small amounts of rare earths,
for example through nanostructuring [11–13], is one option,
but such structures are extremely difficult and expensive to
produce.
Another option is to search for new permanent mag-

nets entirely based on Fe-series (3d) transition-metal ele-
ments [14–20]. Some of the structures are potentially highly
anisotropic, for example the orthorhombic HfCo7 and the
rhombohedral Zr2Co11 [21], and there is hope that this struc-
tural anisotropy turns into magnetic anisotropy, in spite of
the relatively small spin-orbit coupling. A key challenge is
that the addition of elements from the first half and from
the middle of the 3d series (Ti,Cr,Mn) tends to reduce mag-

netization and Curie temperature. Exploring the full range
of ternary and quaternary transition-metal alloys is therefore
an important task. Examples of unexpected “hot spots” in
phase diagrams are Nd2Fe14B [2] and, more recently, partially
ordered Mn-Fe-Co [16].
Our focus is on the recently discovered alloy Fe3+x

Co3−xTi2, whose hexagonal crystal structure has been shown
to support uniaxial anisotropies of the order of K1 =
1.0MJ/m3 and a magnetization of about 10 kG [22–24], the
latter being comparable to SmCo5. Emphasis is on the mag-
netic anisotropy as a function of the Co content. The depen-
dence of the first uniaxial magnetic anisotropy constant on the
number of d electrons tends to be highly nonlinear and needs
separate consideration for each alloy system. Substitution
of Co by Fe is also interesting from the viewpoint of raw-
materials price.
The basics of the micromagnetism of polycrystalline mag-

nets are well-established from the viewpoints of both general
magnetism [25] and neutron experiments [26–28]. A particu-
lar feature is that easy-plane and easy-axis magnetism are dif-
ficult to distinguish in nanocrystalline magnets, both yielding
substantial coercivity [29]. Density-functional calculations in-
dicate that rapidly quenched Fe3+xCo3−xTi2 exhibits compet-
ing anisotropies on an atomic scale, caused by Fe-Co site dis-
order [22–24]. The effect of this disorder, as well as the spin
structure of Fe3+xCo3−xTi2, are poorly understood, especially
from an experimental viewpoint. Questions are, for example,
the possible occurence of easy-cone magnetism [4,10,30] and
how atomic-scale easy-plane contributions caused by random-
anisotropy disorder [25,31–33] affect the spin structure. In this
paper, we study the effect of local disorder in Fe3+xCo3−xTi2
(x = 0, 2, and 3) by investigating the spin structure us-
ing temperature-dependent neutron powder diffraction (NPD)
[34–40] and analyzing the micromagnetic effect of the local
disorder on the spin structure. Significant misalignment of
spins from the crystalline c axis was observed to increase
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TABLE I. Properties of the three samples studied in this work.

Sample Fe3Co3Ti2 Fe5CoTi2 Fe6Ti2

Mass (g) 4.46 3.41 4.27
Crystallite size (nm) 44 ± 1 44 ± 1 39 ± 2
Thermal expansion coefficient (10−6 K−1) 8.9 8.6 7.9
TC (K) 586 513
Magnetic moment per unit cell (μB) 23 ± 4 25 ± 3 26 ± 2

with the Co concentration, which can be understood as the
averaged effect of the local disorder on magnetic anisotropy.

II. EXERIMENTAL APPROACH

Neutron diffraction has long been used to investigate the
spin structure of permanent magnets [41]. Spin-polarized
neutron experiments were used to investigate the R2Fe14B
magnets, leading to the clarification of its spin structure
and to the observation of low-temperature easy-cone mag-
netism in Nd2Fe14B [9,30,42,43]. However, Fe3+xCo3−xTi2
is a nonequilibrium compound and therefore difficult to ob-
tain in single-crystal form. Polycrystalline magnets, including
Nd2Fe14B, have been investigated by small-angle neutron
scattering (SANS), with emphasis on micromagnetic length
scales [26–28]. These measurements are cumbersome to per-
form over a wide temperature range and yield limited infor-
mation about the spin structure. In this paper, we use neutron
diffraction over the wide angle and temperature range. In par-
ticular, the neutron-diffraction selection rules make it possible
to determine the alignment between the magnetic moment and
the crystalline orientations even in polycrystalline samples.
To produce the sample, we have used a melt-pinning

method explained elsewhere [21]. The melt-spun ribbons,
which have the compositions Fe3+xCo3−xTi2 (x = 0, 2, 3),
were mechanically ground to obtain powders suitable for
structural and magnetic characterizations. The high-resolution
neutron powder diffraction measurements were carried out
between 100 and 600 K without magnetic field using pulsed
neutron beams at the beamline POWGEN in the Spallation
Neutron Source at the Oak Ridge National Laboratory. The
sample masses for the neutron diffraction measurements were
4.46 g (Fe3Co3Ti2), 3.41 g (Fe5CoTi2), and 4.27 g (Fe6Ti2),
as shown in Table I. The diffraction spectra were analyzed
using the Rietveld method [44] with the FULLPROF program
[45]. The bulk magnetization measurements were carried out
using a Quantum Design superconducting quantum interfer-
ence device (SQUID) magnetometer and a physical property
measurement system (PPMS).

III. RESULTS AND DISCUSSION

In this section, we present and analyze the results of the
neutron diffraction experiments. Structurally, we focus on the
lattice constants as functions of composition x and tempera-
ture T, and on the crystallite-size determination from the width
of the diffraction peaks. The separated nuclear and magnetic
contributions to the neutron diffraction are used to extract
the magnitude of the magnetic moment and its direction with
respect to the local c-axis.

A. Crystallographic structure

The Fe3+xCo3−xTi2 alloys crystallize in the hexagonal
structure of Fig. 1(a), which has the space group P6̄m2 (point
groupC3h). Figure 1(b) shows the 600 K diffraction intensities
of Fe3+xCo3−xTi2 (x = 0, 2, 3) as a function of the d spacing
of the lattice planes. The intensities are scaled by the sample
mass and by the charge deposited by the proton beam on the
liquid mercury target. The diffraction spectra are consistent
with the hexagonal structure of polycrystalline Fe3+xCo3−xTi2
[22]; the Miller indices (h, k, l) of selected peaks are marked
accordingly. The significant differences between the diffrac-
tion intensities of the samples are due to the large difference
between the neutron coherent scattering length of Co and Fe
[46].
The powder samples consist of randomly oriented crystal-

lites whose size D can be estimated from the widths of the
diffraction peaks. Provided that the instrument broadening is
much smaller than the peak width, D ≈ 2d2/�d [23], where
�d is the peak’s full width at half-maximum. Figure 2(a)
shows the temperature dependence of the crystallite size D,
using the well-separated peaks (014), (024), (018), (026), and
(034). We obtained crystallite sizes of about 44 nm for Fe6Ti2
and Fe5CoTi2, whereas the crystallite size of the Fe3Co3Ti2
sample is around 39 nm. The corresponding errors of 1–2 nm
(Table I) were calculated from the dispersion of the results of
different peaks. Our Williamson-Hall analysis reveals a very
small microstrain of only about 0.1%, which has little effect
on the estimated crystallite size [47]. The crystallite sizes do
not exhibit any obvious temperature dependence, suggesting
that the microstructures are stable over the temperature range
of the measurements.

FIG. 1. Crystal structure and neutron diffraction patterns: (a) unit
cell of hexagonal Fe3+xCo3−xTi2 and (b) neutron powder diffraction
spectra for different composition, measured at 600 K and scaled by
incident neutron counts and sample mass.
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FIG. 2. Temperature dependence of crystallographic properties: (a) crystallite size calculated from the diffraction peak widths and (b)
lattice constants.

The lattice constants and their temperature dependence,
Fig. 2(b), were obtained by fitting the diffraction spectra with
the Rietveld method implemented in the software FULLPROF
(see Fig. S1) [45,48]. The lattice constants of Fe3+xCo3−xTi2
increase with x, which is consistent with the smaller atomic
radius of Co compared with that of Fe. For each compound,
the temperature dependences of the lattice constants a and
c are similar. For Fe3Co3Ti2 and Fe5CoTi2, the thermal
expansion appears to be linear in the range 100–600 K,
while for Fe6Ti2 the thermal expansion is linear only above
300 K, indicating that Fe6Ti2 may have a substantially higher
Debye temperature. The linear thermal expansion coefficients
between 300 and 600 K are about 8× 10−6/K in both the a
and c directions (Table I). These values are somewhat smaller
than those for Co and Fe, 13× 10−6/K and 11.8× 10−6/K,
respectively, but close to that of Ti, 8.6× 10−6/K [49].

B. Spin structure (magnitude and direction of magnetic
moment)

Neutron diffraction can be used to trace the magnitude and
direction of the magnetic moment after careful separation of
the magnetic contribution from the nuclear contribution. The
nuclear (n) and magnetic (m) parts of the powder neutron
diffraction are

In = ABF 2n e–2W (T ) (1)

and

Im = ABF 2m e–2W (T ), (2)

where A is a common constant factor and B is the multiplicity,
which depends on the diffracting plane indicated by (h, k,
l). The Debye-Waller factor e–2W (T ) comes from the effect
of thermal fluctuation of atomic positions on the diffraction,
where W(T) increases with temperature [23].
In the nuclear part, Fn = �i [ fi exp(iK · ri )] is the crystal

structure factor and i is the index of atoms in the unit cell
of the crystal structure, where the positions of the Fe and
Co atoms are approximated by the ordered sublattices. The
position of the ith atom in the unit cell is denoted by ri;
f (Fe) = 9.45 fm, f (Co) = 2.49 fm, f (Ti) = –3.438 fm are
the neutron coherent scattering lengths of the elements [46];

K is the neutron wave-vector transfer, which can be expressed
in terms of the Miller indices h, k, and l in the reciprocal space
that represents the diffraction planes.
For the magnetic part, if the magnetic structure in every

unit cell is the same, one has [35,39]

F 2m = 1
2 (γ r0g)

2�α,β (δαβ–KαKβ/K2)�i, j f ′
i (K ) f

′
j (K )

× exp[iK(ri–r j )]SiαS jβ. (3)

Here α, β ∈ {x, y, z}, δαβ is the unity matrix (Kronecker
symbol), Kα is the projection of K along the α-direction,
Sia is the projection of the spin Si of the ith atom onto the
α-direction, and f ′

i (K ) is the magnetic form factor, which
depends on the type of the magnetic atom [50]. For the
Landé factor we assume g = 2, because the orbital moment
of 3d alloys is largely quenched. γ = 1.913 and the classical
electron radius r0 = 2.818× 10−15 m.
To separate the nuclear and the magnetic contributions,

we first estimated the Curie temperature TC using the
temperature-dependent magnetometry during heating in a
field of 1 kOe, as shown in Fig. 3(a). The TC extracted using
linear extrapolation is shown in Table I. The neutron spectra
above 500 K, therefore, contain only minimal magnetic con-
tribution, as also shown in Figs. 3(b)–3(d).
To evaluate the nuclear contribution to the diffraction

intensity, we have exploited that the temperature depen-
dence of In comes from the Debye-Waller factor e–2W (T ),
so long as there is no structural transition at high tempera-
ture. Based on W (T ) = βT/(4d2), we fit the experimental
values of ln[I (d, T )]d2 with a linear relation with T above
500 K [23], which yields β-values of 2.5, 2.0, and 12.0×
10−4 Å

2
/K for Fe6Ti2, Fe5CoTi2, and Fe3Co3Ti2, respec-

tively. The nuclear contribution can then be obtained from
In = In(T1) exp[–2W (T )+ 2W (T1)] and subtracted, where
T1 = 600 K is a reference temperature.
Some examples of diffraction peaks at various temperature

are shown in the Supplemental Material (see Fig. S2) [48].
Figures 3(a)–3(c) show the integrated intensities of the mag-
netic part for the (008) and (010) peaks. All peak intensities
in Figs. 3(a)–3(c) decrease with increasing temperature, as
expected from the temperature dependence of the magnetiza-
tion. In Figs. 3(b)–3(d), the (008) intensities are much smaller
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FIG. 3. Temperature dependence of magnetization: (a) Normalized magnetization measured using magnetometry during heating in a 1 kOe
field and (b)–(d) magnetic contribution of neutron diffraction intensity.

than the (010) intensities. Magnetic neutron diffraction detects
only the part of the magnetic moment perpendicular to K,
so that the less intense (008) diffraction suggests that the
magnetic moment is more aligned to the c axis.
For a quantitative discussion, we assume that all spins in

one unit cell are aligned along the same axis, so that Eq. (3)
simplifies to

Im = 1
2A(gγ r0)

2 exp [–2W (T )]B(K )|�i[ f
′
i(K )

× exp(iK × ri )]|2S2q2(K ). (4)

Here q2(K ) = 1–[S · K/(SK )]2 means that neutron diffrac-
tion selects out the perpendicular component of the magnetic
moment, and S is the average spin per atom.
With the nuclear and magnetic contributions separated, we

can now estimate the magnitude and the directions of the
magnetic moment. While the magnitude can be estimated by
comparing the intensity of the nuclear and magnetic contribu-
tions, the direction can be estimated by comparing magnetic
diffraction intensities of different K.
First, we analyze the direction of the magnetic moment

by estimating q2(K ). Since B(K), �i exp( jK · ri ), and f ′
i (K )

are known, one can calculate the product AS2q2(K ) from
Eq. (4) and the magnetic contribution in Fig. 3. The ra-
tio q2(010)/q2(008) can then be obtained. Introducing the
angle θ between the magnetic moment and the K vector,
q2(K ) = sin2θ . The angles between a certain vector and three
orthogonal coordinates in space satisfy �α sin2θα = 2. Since
the vector (010) is perpendicular to the vector (008) and the

vectors within the basal plane are equivalent due to the crystal
symmetry, one has 2q2(010)+ q2(008) = 2. Using this re-
lation and the ratio q2(010)/q2(008), we obtained q2(010)
and q2(008) for all three compounds. To quantify the spin
direction, we calculated the average angle 〈θc〉 between the
magnetic moment and the c axis using q2(008) = sin2〈θc〉 at
100 K, which is displayed in Fig. 4(a).
Next, we analyze the magnitude S2 by comparing the

nuclear and magnetic contributions. With q2(K ) being cal-
culated, the ratio between the magnetic contribution and the
nuclear contribution is

Im

In
= 1

2
(gγ r0)2|�i[ fi(K ) exp(iK · ri )]|2S2q2(K )

/|�i[ fi exp(iK · ri )]|2, (5)

where S2 is the only unknown variable. This procedure yields
the respective magnetic moment values per Co/Fe 0.81±
0.03μB, 0.64± 0.06μB, and 0.61± 0.06μB for Fe6Ti2,
Fe5CoTi2, and Fe3Co3Ti2 at 100 K. The corresponding mag-
netic moment per unit cell is 29± 1μB, 23± 2μB, and 22±
2μB for Fe6Ti2, Fe5CoTi2, and Fe3Co3Ti2 respectively. These
value are consistent with the saturation magnetization previ-
ously [24] extracted from the magnetometry measurements at
10 K, as shown in Fig. 4(b).

C. Micromagnetic analysis

The most interesting experimental result is that the aver-
age misalignment angle 〈θc〉 increases significantly with Co
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FIG. 4. Dependence of magnetic moment on chemical composition x in Fe3+xCo3−xTi2. (a) Direction of moment measured using neutron
experiment at 100 K; the line is a theoretical prediction (see text). (b) Magnitude of moment measured using magnetometry at 10K24 and
measured using neutron diffraction at 100 K.

content, as shown in Fig. 4(a). We explain this trend as a
combined intrinsic and micromagnetic effect. Intrinsically,
the substitution of Co for Fe creates chemical disorder (site
disorder), and this site disorder leads to a distribution of
the local anisotropy. The corresponding random-anisotropy
contribution will be shown in this subsection to enhance 〈θc〉.
In general, the direction of a spin with respect to the crys-

talline axes is related to the magnetocrystalline anisotropy-
energy density η [25]. The present alloys crystallize in a
hexagonal structure and therefore they exhibit

η = K1 sin
2θc + K2 sin

4θc + K3 sin
6θc + K ′

3 sin
6θc cosφ.

(6)

Here K1, K2, and K3 are the second-, fourth-, and sixth-
order uniaxial anisotropy constants and K3′ describes the
sixth-order in-plane anisotropy of the crystals. The lower-
order in-plane anisotropies K1′ and K2′ are zero in hexagonal
crystals. The sixth-order anisotropy constants K3 and K3′ tend
to be much smaller than K1 and are normally neglected.
Depending on the values of K1 and K2, the spin structure
may then be of the easy-cone type, where the macroscopic
spin direction forms an angle θc with the c-axis [10,25,30].
Easy-cone magnetism leads to characteristic singularities in
the hysteresis loop [30], but our previous magnetization mea-
surements [20] do not show any sign of such singularities. We
therefore neglect K2 in the following analysis. So, the only
surviving term is K1sin2θ .
For an isolated magnetic crystallite with a homogeneous

K1, depending on the sign of K1, the preferred magnetization
direction is easy-axis (θc = 0, K1 > 0) or easy-plane (θc =
π/2, K1 < 0). These two scenarios correspond to the left
and right parts of Fig. 5(a), respectively. However, the spin
direction can be distorted at the boundary between crystal-
lites with randomly oriented crystalline axes due to their
exchange coupling. Exchange energy between neighboring
spins is typically much stronger than the magnetic anisotropy
energy. In the present case, the temperature equivalents of
anisotropy and exchange energies are of the orders of 0.1 and
500 K, respectively. The strong exchange interaction means
that neighboring spins are almost parallel [51], as in Fig. 5(b).
At the boundaries of crystallites of misaligned crystalline

axes, the exchange energy, which favors parallel spins, and
the anisotropy energy, which favors spin alignment along
the crystalline axes, compete and generate inhomogeneous
magnetization typically at the nanoscale, as discussed below.
At the crystallite boundary, the spins deviate from the

crystalline axes due to the exchange coupling with spins
in neighboring crystallites. The misalignment angle decays
approximately exponentially with the distance r from the
crystallite boundary and obeys

�θc(r) ∼ exp(–r/δ), (7a)

δ = (A′/K1)
1/2, (7b)

where A′ is the exchange stiffness [25]. The average angular
deviation from the crystalline c axis is obtained by integrating
Eq. (7a) over r. When δ/D � 1, Eq. (7a) suggests that the
change in spin direction is confined to a boundary region of
thickness δ, as illustrated in Fig. 5(c). In this limit, taking
into account that the surface proportion of the crystallites is
approximately equal to 3δ/D, the integration leads to

〈θc〉 = (3δ/D)〈θc〉o. (8)

FIG. 5. Spin directions in polycrystalline Fe3+xCo3−xTi2: (a) and
(b) intrinsic (atomic-scale) effects and (c) extrinsic (nanoscale) ef-
fects. The thick lines in (a) and (b) show the c-axis, whereas the
gray circles symbolize the a − b plane. Published DFT anisotropy
calculations [24] support the coexistence of easy-axis and easy-plane
anisotropies [(a) and (b)]. Spin structures (a) and (b) differ by
the absence or presence of interatomic exchange, respectively; the
physically realized case is (b).
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Here the average 〈θc〉o = 57.3◦ is the c-axis misalignment
angle between randomly oriented crystallites, which follows
from sin2〈θc〉o = 2/3. Taking δ = δo ≈ 3 nm, calculated from
the experimental K1 in Ref. [24] and A ≈ 10 pJ/m [25], and
D = 40 nm yields 〈θc〉 = 13◦. This estimate is in the right
ballpark but at the lower end of the experimental results, so
misalignment near crystallite boundaries explains the exper-
imental data only partly. A refined analysis needs to take
into account that there is a competition between atomic-scale
easy-axis (K1 > 0) and easy-plane (K1 < 0) anisotropies due
to Co-Fe antisite disorder, as indicated by DFT [24].
The DFT calculations (second paragraph on p. 5 in

Ref. [24]) indicate that K1 becomes zero near xc = 0.9. Ac-
cording to Eqs. (7b) and (8), this zero corresponds to infinite
values of δ and 〈θc〉, more than explaining the increase of
〈θc〉 compared to the Fe-rich side. However, this ideal soft-
magnetic limit is not realized in practice, and the effective
anisotropy entering Eq. (7b) is always nonzero. First, the co-
existence of atomic-scale easy-plane and easy-axis anisotropy
contributions creates a random-anisotropy problem. Even in
the limit 〈K1〉 = 0, where easy-axis and easy-plane contribu-
tions cancel each other, atomic-scale anisotropy fluctuations,
δK2 > 0, keep δ finite [25,33].
For simplicity, we assume that a fraction 1− p of all Fe/Co

atoms has an easy-axis anisotropy of energy density Kosin2θc

and the remaining fraction p has an easy-plane anisotropy,
–Kpsin2 θc. Note that Ko and Kp are both positive in this
definition, both of the order of 0.5MJ/m3. Straightforward
anisotropy averaging yields

〈K1〉 = (1− p)Ko − pKp, (9a)〈
K2
1

〉 = (1− p)K2
o + pK2

p . (9b)

The anisotropy fluctuations are described by an energy δE
obeying

δE2 =
∫

〈K1(r)K1(r′)〉dr dr′, (10)

where the integration is over one crystallite. Near x = xc,
assuming that the anisotropies of neighboring atoms are un-
correlated, we can write

〈K1(r)K1(r′)〉 = Voδ(r–r′)
〈
K1
2〉. (11)

In this equation, Vo is the crystal volume per Fe/Co atom.
Inserting Eq. (11) into Eq. (10) and performing the integration
yields

δE2 = VoVg
〈
K2
1

〉
, (12)

where Vg is the crystallite volume. The energy δE can be
written in terms of a net anisotropy KRA arising from the
random anisotropy fluctuations: δE = KRAVg.
To determine δE, we need to evaluate 〈K2

1 〉 at xc. Since
〈K1〉(pc) = 0 and pc = Ko/(Ko + Kp), Eq. (9b) becomes〈

K2
1

〉
(xc) = KoKp. (13)

Combining δE = KeffVg with Eqs. (12) and (13) yields

KRA=
√

Vo

Vg
KoKp. (14)

This KRA prevents δ from becoming infinite. However,
Vo/Vg = (do/D) [3], where do ≈ 0.29 nm is the distance
between Fe and Co nearest neighbors and D ≈ 40 nm.
This makes Keff very small and the δRA = (A′/KRA)1/2 very
large, several times the crystallite size. Explicitly, δeff =
(D/do)3/4δo. This power-law dependence, δRA ∼ D3/4, is re-
markable, because it means that the random-anisotropy ef-
fects vanish very slowly in the macroscopic limit, 〈θc〉 ∼
D–1/4. For example, increasing the crystallite size from 40 to
1000 nm reduces the corresponding 〈θc〉 value by a factor of
only 2.2.
In reality, crystallite boundaries are a big perturbation com-

pared to the small energies δE responsible for the large values
of δRA, because there are crystallite-boundary anisotropies
and shape anisotropies related to the shape of individual
crystallites. These two effects may be lumped into a crystallite
anisotropy KG which obeys Ko ≈ Kp > KG 	 KRA. Simpli-
fying somewhat for clarity, Ko, KG, and KRA reflect hard-,
semihard-, and soft-magnetic anisotropy contributions. The
atomic-scale anisotropies Ko and Kp compete against and ef-
fective anisotropy KG + KRA ≈ KG. Anisotropy contributions
much smaller than KG do not affect the spin structure, so that
KG yields a cutoff δeff = (A′/KG)1/2 limiting the prediction of
Eq. (8).
The measured angle 〈θc〉 depends on 〈K1〉(x) = (x–0.9)K ′,

where K ′ ≈ 0.2MJ/m3 [24], and on KG. To fit the experimen-
tal data, we need a mathematical function Keff (x) that ensures
a constant value KB for small x and (x − 0.9) K’ for large x. It
is easy to show that the function

Keff = KBln{e + exp[K ′/KB(x − 0.9)]} (15)

satisfies this condition. The dashed line in Fig. 4(a) combines
Eqs. (7b) and (8) with Eq. (15), showing

〈θc〉 = 3/D[A′/Keff (x)]
1/2〈θc〉o.

The fitting yield KB = 0.541 K ′ ≈ 0.1MJ/m3, which is
typical [25] for shape anisotropies.

IV. CONCLUSIONS

In summary, we have used neutron powder diffraction to
investigate the magnetic structure and magnetic anisotropy of
polycrystalline Fe-Co-Ti alloys. The most interesting finding
in this work is the nonzero misalignment angle 〈θc〉, which
indicates a nonzero projection of the magnetic moment onto
both the c axis and the basal plane, and the dependence of
〈θc〉 on the Co content. We explain these findings as a type of
random-anisotropy effect caused by Co-Fe chemical disorder
that translates into a micromagnetic spin canting. The added
Co leads to a K1 distribution, that is, to an atomic-scale
coexistence of easy-axis and easy-plane anisotropies, and this
distribution enhances the width δ in Fig. 5 and therefore
the angle 〈θc〉. An interesting feature is the weak power-law
dependence of δ on D, which explains why the atomic-scale
chemical-disorder effect is visible on a scale of about 40 nm.
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