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Abstract—The explosive growth of content requests from
mobile users is stretching the capability of current mobile
networking technologies to satisfy users’ demands with accept-
able quality of service. An effective approach to address this
challenge, which has not yet been thoroughly studied, is to
offload network traffic by caching popular content at the edges
(e.g., mobile devices and base stations) of mobile networks,
thus reducing the massive duplication of content downloads.
In this paper, we address the system modeling, large-scale
optimization, and framework design of hierarchical edge caching
in device-to-device aided mobile networks. In particular, taking
into account the analysis of social behavior and preference of
mobile users, heterogeneous cache sizes, and the derived system
topology, we investigate the maximum capacity of the network
infrastructure in terms of offloading network traffic, reducing
system costs, and supporting content requests from mobile users
locally. Our proposed framework has a low complexity and can
be applied in practical engineering implementation. Trace-based
simulation results demonstrate the effectiveness of the proposed
framework.

Index Terms— Hierarchical edge caching, device-to-device,
traffic load, large-scale optimization, time complexity.

I. INTRODUCTION

UE to the tremendous popularity of online social
communities, requests for content files (e.g., video,
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photos and audio) from mobile users are explosively grow-
ing. However, supporting these requests effectively has
become a significant challenge for mobile network opera-
tors (MNOs), which is further deteriorated by the scarcity
of network resources especially in the current radio access
networks (RANs) and backhaul networks [1]. To address
those challenges, it is necessary to introduce revolution-
ary approaches in network architectures and data transmis-
sion technologies towards next generation (e.g., 5G) mobile
networks [2], [3].

One key approach is to cache popular content at the edges
(e.g., mobile devices and base stations (BSs)) of mobile
networks, i.e., edge caching. It can bring the requested content
closer to mobile users in the routing distance of the network
topology, instead of massively downloading duplicated content
from service providers (SPs) via backhaul networks. Thus,
by satisfying content requests of mobile users locally, edge
caching can effectively enhance network performances, such
as offloading network traffic [4], reducing system costs [5],
and improving quality of service (QoS) or quality of experi-
ence (QoE) of mobile users [6]. On the other hand, device-
to-device (D2D) communications can significantly improve
network spectral efficiency and energy efficiency due to the
physical proximity and potential reuse gains [7]. Thus, it is
attractive to investigate how the above two techniques can
be combined to enhance the performance of mobile networks
aided by D2D communications and edge caching. In such a
network, content can be cached in mobile devices and BSs,
which forms a hierarchical edge caching topology.

There have been a great number of studies focusing on
content caching at the edges of mobile networks. For instance,
the surveys in [1]-[3] discussed the potentials of deploying the
technique of content caching in mobile networks. The pro-
posed cell caching in [4] and uncoded/coded FemtoCaching
in [6] and [8] explored cooperative caching in small BSs,
aiming to offload network traffic generated by direct content
downloads over the Internet. The studies in [9]-[13] proposed
the strategies of collaborative caching in BSs to improve
users’ QoS especially on minimizing the total access delay
for satisfying mobile users’ content requests. Based on given
and fixed content caching policy in BSs, Tao et al. [14] and
Liu and Lau [15] proposed multicast beamforming schemes
for instantaneous wireless transmissions of content delivery
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from BSs to users. By satisfying content requests locally
via D2D communications, Wang et al. [16], Ji et al. [17],
and Chen and Yang [18] investigated content caching in
mobile devices to offload network traffic and analyzed the
theoretical performance, respectively, while Zhi er al. [19],
Wang et al. [20], and Bai et al. [21] proposed the schemes
of content caching in mobile devices for reducing system
costs. Yi et al. [22] proposed an incentive mechanism for
social-aware D2D content sharing and proactive caching by
taking power, channel and link management into considera-
tions, aiming to offload downlink cellular traffic. However,
these studies only focus on the case of single-level caching in
either BSs or mobile devices.

Actually, the idea of hierarchical (or multi-level) caching
has been widely applied in web caching systems [23] and
IPTV systems [24] to effectively utilize network infrastruc-
tures. In this paper, considering the above benefits of D2D
communications, edge caching and caching hierarchy, we are
motivated to investigate hierarchical edge caching in D2D
aided mobile networks in terms of its system modeling,
optimization and framework design. Particularly, caches are
deployed in both mobile devices and BSs, thereby achieving
content sharing among mobile users via D2D communica-
tions as well as the caching cooperation among BSs. Our
hierarchical caching topology in the network is similar to the
widely used hierarchical structures in [23] and [24]. However,
the collaborative hierarchical edge caching problem that we
address in this paper have serval different features. One
important feature that distinguishes our work from similar
problems is that the D2D links among mobile users and
cellular links between mobile users and BSs are wireless
while the user association with the caches is via wired links
in [23] and [24]. Another important feature is that the formed
hierarchical caching topology in this paper is dynamic due
to the mobility of users while it is fixed in [23] and [24].
These features make our problem more challenging to design
hierarchical caching strategies in D2D aided mobile networks.

Moreover, in terms of utilizing the idea of hierarchical
caching in mobile networks with hierarchical structures, there
exist only few works. Bastug et al. [25], Yang et al. [26],
Jiang et al. [27], Xu and Tao [28], and Wen ef al. [29]
focused on hierarchical BS caching in heterogeneous networks
(HetNets), but did not consider the edge caching in mobile
devices, mobile users’ social behavior and preference as well
as the diversity of content sizes. In [30], a collaborative
hierarchical BS caching framework in HetNets was proposed
based on the analysis of mobile users’ social behavior and
preference as well as the diversity of content sizes, but this
work did not take the edge caching in mobile devices into
consideration as well. Wang et al. [31] proposed a hierarchical
cooperative caching scheme by dividing the buffer space
into three components (i.e., self, friends, and strangers), but
it only focused on the caching in mobile devices and did
not consider BS caching. Rao er al. [32] focused on the
stochastic optimization for maximizing the offloading prob-
ability of hierarchical content caching in D2D aided mobile
networks. But Rao ef al. [32] only provided the long-run
probability of caching each content in each cache (i.e., mobile
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device and BS), and did not consider the detailed content
placement (e.g., which content to cache and how to store
content according to the sizes of content and caches) and
the caching cooperation (e.g., cooperative content placement
and delivery among different levels of caches) among mobile
devices and BSs. Wang et al. [33] studied edge caching in
BSs with D2D offloading where the cached content in mobile
devices is fixed, but did not involve the caching design and
cooperation of mobile devices. In contrast, our work focuses
on hierarchical edge caching in D2D aided mobile networks
with practical considerations of network constraints, which can
be applied in realistic deployments.

Thus, different from the existing schemes of single-level
edge caching in either BSs [1]-[6], [8]-[15] or mobile devi-
ces [16]-[19], [21], [22] and hierarchical caching schemes
such as in [23]-[33], our problem considers hierarchical edge
caching in both mobile devices and BSs, and effectively
investigates the caching cooperation among mobile devices
and BSs by analyzing the social behavior and preference
of mobile users and utilizing the network infrastructures.
Besides, our problem is NP-hard and focuses on large-scale
optimization due to the real-world scale of content and mobile
users. Accordingly, our problem is quite new and also more
challenging.

In this paper, we propose an efficient hierarchical edge
caching framework in D2D aided mobile networks. In partic-
ular, according to some certain considerations of both mobile
users and MNOs, uncoded caching is applied in mobile devices
to keep the integrity of content while coded caching is used
in BSs to investigate the diversity of content. Based on the
analysis of social behavior and preference of mobile users,
heterogenous cache sizes and the derived system topology,
our objective is to investigate the maximum capacity of
the network infrastructure on offloading the network traffic,
reducing system costs and supporting content requests from
mobile users. The contributions of this paper are summarized
as follow:

o We integrate the issues of the analysis of social behav-
ior and preference of mobile users and cell association
together with hierarchical edge caching in D2D aided
mobile networks, for practically offloading duplicated
in-network traffic and reducing system costs as our major
objective, towards future green mobile networks.

e We decompose the sophisticated hierarchical edge
caching optimization problem that is NP-hard into some
simpler subproblems of collaboration in different lev-
els, and propose the corresponding low-complexity algo-
rithms for solving the formulated large-scale integer
linear programming (ILP) problems from the perspective
of engineering implementations.

o Together with theoretical analysis, numerical simulation
and realistic trace-based evaluation, our proposed frame-
work is shown to offload network traffic significantly
and reduce system costs effectively while satisfying most
content requests of mobile users locally.

The remainder of this paper is organized as follow. Sec. II

discusses the system modeling. Sec. III introduces the pro-
posed hierarchical edge caching framework. Sec. IV evaluates
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Fig. 1. Illustration of hierarchical edge caching architecture in D2D aided
mobile networks.

the performance of the proposed framework. Finally, Sec. V
concludes the paper.

Notations: We use boldfaced letters or numbers to denote
real vectors/matrices. The superscript characters “B” and “D”
in some notations denote BSs and mobile devices, respectively.
(%i)nx1 and (Yij)nxm denote a n-dimensional vector with
elements {x;} and a n-by-m matrix with elements {y;;},
respectively. (x,y) denotes the sum of all the elements of the
Hadamard product x oy. |z] and [y] denote the maximum
integer that is not greater than x and the minimum integer
that is not smaller than y, respectively. [z]T denotes the
value of max{0,z}. x < a and x > b denote that each
element of x is not greater than a and not smaller than b,
respectively. x(*) and x* denote the t-th iteration value and the
optimal value of x, respectively. Particularly, we use the letters
w.rt. (p,q, P,C, E,R), (s,5), A, and (z,y, ¢, h) for denoting
the corresponding probability, storage sizes, average arrival
rates of content requests, and caching policy, respectively.

II. SYSTEM MODELING

In this section, we introduce the system modeling of hier-
archical edge caching in D2D aided mobile networks. Partic-
ularly, we introduce the hierarchical edge caching architecture
and topology in Sec. II-A. Sec. II-B studies the content
popularity and user preference. Sec. II-C and Sec. II-D model
the D2D sharing and the association of users and BSs, respec-
tively. Sec. II-E introduces two phases in the scheme design
of hierarchical edge caching. Finally, Sec. II-F discusses the
content-centric control and management in the network.

A. Hierarchical Edge Caching Architecture and Topology

An illustration of the hierarchical edge caching architecture
in a D2D aided mobile network is shown in Fig. 1. Outside
the MNO core, there are some SPs (e.g., YouTube, Facebook,
and so on) offering content files over the Internet via backhaul
links. Inside the RAN, we consider N BSs (denoted as a
set N = {1,2,...,N}) in the whole service area to serve
content requests from U geographically distributed mobile
users (denoted as a set U = {1,2,...,U}) via cellular
links. Besides, BSs are connected to the MNO core via
backhaul links and fully connected with each other via BS-BS
links through high-capacity cables or optical fibers. Mobile

IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 36, NO. 8, AUGUST 2018

(<)

Upper Level

Fig. 2. Topology of hierarchical edge caching in D2D aided mobile networks.

users carrying mobile devices' are uniformly distributed in

the service area, and can communicate with each other by
establishing D2D links via WiFi Direct or Bluetooth when
they are in close proximity [7].

All BSs and mobile devices in the network are able to
cache some content with limited cache storage capacity, which
are denoted by (SP)nx1 and (SP)y«1, respectively. Conse-
quently, a hierarchical edge caching topology is formed as
shown in Fig. 2, and consists of two levels, i.e., bottom level
for device caches and upper level for BS caches. In the bottom
level, content in the device cache can be shared among mobile
devices via D2D links. Besides, in the upper level, BSs can
provide content to mobile users via cellular links by using BS
caches, BS-BS cooperation or direct downloads from SPs via
the MNO core.

B. Content Popularity and User Preference

There is a library of F' popular content files (denoted as a
set 7 = {1,2,..., F}) that all mobile users may request in
the system. From the practical perspective, the sizes of all the
content are assumed to be various, denoted by (sy)px1. The
statistics of content requests from all users and from each user
are defined below.

Content popularity, denoted as (Pf)rx1, is the probability
distribution of content requests from all users in the network,
the f-th element of which can be calculated as the ratio of
the requests of content f to the requests of all the content
in the network. Content popularity indicates the common
interests of all users in the network and is often modeled by
a Mandelbrot-Zipf (MZipf) distribution as [34]

(Ry+7)7"
Dier (Ri+7)7F’
where Ry is the rank of content f in the descending order
of content popularity, 7 > 0 is the plateau factor, and
(3 > 0 is the skewness factor. Moreover, we assume that the
content popularity changes slowly. For instance, short-lifetime
popular news with short videos are updated every a few hours,
while long-lifetime new movies and new music videos are,
respectively, posted weekly and monthly. To reduce the traffic
load and avoid possible network traffic congestion especially
in busy hours, popular content especially for long-lifetime
content can be cached in peak-off hours (e.g., late night). Since
the content popularity can be regarded as fixed in a relatively

Py = Vf e F, )

'We use the terms mobile users and mobile devices interchangeably.
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An illustration of user relation in both physical domain and social

long time, the cost of updating the content in the network
can be neglected. In terms of the content popularity, it can
be obtained in advance or predicted by system learning and
analysis from the social behavior and preference of mobile
users [6].

User preference denotes the probability distribution of a
user’s request for each content, denoted as (q/ )y, where
ql is the probability of content f requested by user u. Here,
each user preference satisfies > feF ql = 1,Yu € U, which
indicates the personal interest of each user. User preference
can also be obtained in advance or predicted periodically
(e.g., hourly, daily or weekly) by the system learning and
analysis from the user social behavior [6], [18].

Besides, we denote the average arrival rate of content
requests from user u as A,,u € U. Then the corresponding
average arrival rate of requests for content f from user u can
be calculated as A}, = ¢/ \,,u € U, f € F. Assuming that all
content popularity, user preference and average arrival rate of
requests are static during a relatively long period, we can get
their mathematical relationship as

Pf — ZuEU >\£ —

ZuEL{ )‘u

Zueu A“

Vf e F. 2)

C. D2D Sharing Model

For mobile users in the network, establishing D2D links
for content sharing is much cheaper than using cellular links
for content downloads. Particularly with a certain probability,
a pair of mobile users in close proximity is opportunistic to
achieve D2D sharing for their cached content. We assume
that instantaneous wireless transmission design of D2D shar-
ing between a pair of mobile users, involving interference,
energy status of mobile devices and channel assignment of
D2D communications, can be well managed by their local
BS [22], which is out of the scope of this paper. As illustrated
in Fig. 3, to model D2D sharing of content among mobile
users, both physical domain and social domain are considered
for characterizing user relation from physical relationship
(e.g., geographical distance and encounter) and social relation-
ship (e.g., user preference and relationship), respectively [19].
These two domains will be discussed in details as follow.
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1) Physical Domain: In the physical domain, when a pair
of users are in close proximity, their mobile devices can be
connected via WiFi Direct or Bluetooth in a D2D manner.
Since mobile devices are carried and operated by humans,
users’ mobility can affect their physical relationships that
are changing over the time. Considering that mobile devices
are able to detect neighboring devices within a short certain
geographical distance, we use the encounter probability to
describe the encounter dynamics of mobile users. In other
words, we can record the trace and encounter time period data
to predict the strength of physical relationship for each pair
of mobile users in the network.

In particular, the encounter probability E2 between user u
and user v can be approximated as [19]

> T (i)

D _
Euv_

, Yuel, Yvel,
Tot

3)
where T2 (i) denotes the time period of their i-th encounter
and Tiy is the chosen total sample time (e.g., a day or a week)
according to practical system requirements. This probability
in (3) can help predict the encounter probability among users if
enough samples are obtained in a trace. That is because longer
encounter time means closer physical relationship between a
pair of mobile users.

2) Social Domain: In the social domain, considering the
selfish nature and security/privacy issues of human beings,
mobile users with stronger social relationship are more willing
to share their own content directly. To model the social
relationship among mobile users, we use the weighted graph
Gs(U,E;), where its vertex set is user set U/ and element
Eq(u,v) € [0,1] of U x U edge matrix E, denotes the social
strength between users v and v. Moreover, we consider that
social relationship mainly depends on user preference and
relationship types.

Specifically, user preference is the same as discussed in
Sec. II-B. To exploit the similarity of the preference of users,
we define a content factor C,, between users u and v,
which is covered by calculating the Cosine Similarity of their
preference as [35], [36]

_ ng]-‘ ngg
VErer @)/ e )2

Larger value of C',, indicates that user » and user v have more
common interests in content.

We divide users into four types based on their social
relationship for each user: self, close friends, normal friends
and strangers. The detailed social type of each pair of users
can be measured by using social clustering methods such as
the k-means grouping method in [37] and [38]. To exploit and
simplify the effects of relationship types on social relationship
among users, we define a relationship factor R, between
users v and v as

Cu , Yueld, Yveld. 4)

1

a1, close friends,

, self (u =),

Ryy = )

a2, mnormal friends,

«i3, strangers,
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where {a;}7_, are constant parameters and satisfy 0 < a3 <
az < aj < 1. In particular, the parameters {c;}?_; can be
achieved according to the large-scale practical measurement
and analysis [37].

Based on the idea of Jaccard Similarity [19], we define the
social strength between users u and v as the weighted sum of
the above two factors as

Es(u,v) =wp - Cup + (1 —wo) - Ruw, Yu €U, Yo el,

(6)

where wy € [0,1] is a weighted parameter. Note that
Es(u,u) =1 holds for Vu € U.

Based on the considerations of the physical domain and
social domain, we can calculate the probability p2 of D2D
sharing between users u and v as

pP = EP . E.(u,v), Yuel, Yvel. (7)

The
pair

joint consideration in (7) shows that only when a
of users w and v have higher encounter probability
ED" or stronger social strength E(u,v), they can achieve
D2D sharing with higher probability p” . Note that the sum
of probability of D2D sharing between each user and other
users is not greater than 1, i.e., > pP <1,vuel.

D. Association of Users and BSs

If a content request from a mobile user cannot be satisfied
via D2D sharing, then the mobile user has to be served by the
associated local BS for wireless content delivery. Denote pZ
as the cellular serving ratio for user u, which is the average
probability that the content requests of user u have to be served
by BSs via cellular links rather than D2D sharing. Based
on the above analysis in Sec. II-C, we can get pZ = 1 —
ZUEL{ pﬁ,, Yu € U. Moreover, considering the user mobility,
the associated local BS is not fixed in the long run of time
and may change with the dynamics of geographical locations
of mobile users. We assume that during the content delivery
between a pair of a user and the local BS, the user is only
served by the local BS, and the local BS can satisfy the content
request by using its own cache, fetching the requested content
from other BSs via BS-BS links or downloading it over the
Internet via backhaul links. On the condition that user u has to
be served by a BS, we denote p{u|BS n} as the conditional
probability that BS n serves user u. Here, this conditional
probability satisfies Y., .\ p?{u[BS n} = 1,Vu € U, and
can also be approximated as

> T (d)
ZnEN Z'L T#E:(Z) ,

where T:Z (i) denotes the time period of the i-th cellular serv-
ing from BS n to user u during the total sample time Ti. Thus,
from the perspective of the whole network, the probability pZ,
that user w is served by BS n is calculated as

pP{u|BS n} = Vuel, Vne N, (8)

pB =pP . pPLulBS n}, YueclU, VneN. 9)

Note that Y- - ph, + >, e pD, = 1 holds for Vu € U.
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E. Content Placement and Delivery

After achieving the above mentioned statistical information
of mobile users by system learning and analysis from their
social behavior and preference, designing caching schemes
needs to consider two phases, i.e., content placement phase
and content delivery phase.

In the content placement phase, the content cached in
BSs are assumed to be coded with maximum distance sep-
arable (MDS) coding, in order to increase content diver-
sity and improve the cooperation of content delivery among
BSs [28], [39]. Based on the theory of MDS coding, content
f in the library is split into M original segments, and then
the My original segments are encoded into a large number
of packets.? Each packet is assumed to have an equal size
of B, bits. Besides, content f can be decoded successfully
from any K different packets with MDS coding. Denote
yl € {0,1,..., K} as the number of different packets of
content f that are cached in BS n. Different from the coded
caching in BSs, we employ uncoded caching (that keeps the
integrity of each content without coding) in D2D sharing
according to the following considerations:

o Sharing Convenience Perspective: Mobile devices store
the entire data of the content that the mobile users are
interested in, then the content can be entirely shared with
a certain probability from a mobile user that has the
content to a nearby user. In such an uncoded caching
way, fetching different parts of the interested content from
multiple mobile users and decoding them can be avoided.

o User QoS/QoE Perspective: Note that D2D sharing
between a pair of mobile users is operated with a certain
probability, which depends on their physical/socical rela-
tions and certain content availability/request. If a mobile
user cannot fetch the entire interested content from a
nearby mobile user via D2D sharing, then the mobile user
is not willing to wait for another possible mobile user that
has the content and moves closer since such D2D sharing
may take a longer time and have a bigger uncertainty than
those the mobile user can tolerate. Instead, the mobile
user tends to download the entire content directly from
the associated BS.

o Complexity Perspective: Uncoded caching in D2D sharing
has much lower complexity than coded caching in terms
of caching design and practical implementations.

Denote x{ € {0,1} for whether user u caches content
f entirely or not, where x/ = 1 means caching while
x{ = 0 means no caching. Moreover, considering content is
large-scale in the real-world systems, we assume that each BS
and each mobile device can only cache a small portion of
content due to the limited cache storage, i.e., Y. feF Ky >
1S /Bo),¥n € N and 3=,z 55 > S22, Yu € U.

In the content delivery phase, each user requests content
based on its own preference. If a user’s requested content
is locally cached in its mobile device, then the request can
be satisfied locally; Otherwise, the user can first find the
content in caches of other users in close proximity, then
establishes a D2D link with a user where the content is

2In this paper, we call the coded segments as packets.
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available and finally fetches it in a D2D manner. Both fetching
locally and via D2D links are called D2D sharing in this
paper. If the content request cannot be satisfied via D2D
sharing, the user has to be served by the associated local BS
using cellular links. Moreover, if the packets of a requested
content cached in the associated local BS are not enough to
decode successfully, the associated local BS needs to first
fetch a required number of packets from other BSs via BS-BS
links or finally downloads the required packets from SPs
over the Internet to the associated BS via backhaul links.
We assume that the capacity of BS-BS links are large to
support the packet delivery of content among BSs, and denote
Ckn as the average available link capacity from BS k to BS n.
Denote ¢/ € {0,1,..., K} and hf € {0,1,..., K} as the
numbers of different packets of content f that BS n fetches
from BS £ and downloads from SPs, respectively. Here, we set
o, =0,Yn e N,Vf € F.

FE. Content-Centric Control and Management

Based on the above modeling and analysis, Fig. 4 shows the
brief process of content-centric control and management in the
considered D2D-aided mobile networks. From the perspective
of content caching, we respectively discuss the functionality
of the MNO core, BSs and mobile devices as well as their
communications as follow:

1) MNO Core: The MNO core manages various resources
such as computing and communication for making decisions
on how to provide services to mobile users. In particular,
the MNO core’s main function is to play a role of central
management in deciding the content placement in mobile
devices and BSs, as well as controlling content delivery
process. Besides, the MNO core can provide content delivery
service by pushing content to BSs. Moreover, the MNO core
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in the network can achieve global information, including the
following lists:

o BS List: a list for recording all BSs that are connected
to and managed by the MNO core. Particularly, this list
records BS ID, content ID in each BS, mobile device ID
associated with each BS, and so on.

o Mobile Device List: a list for recording mobile device
ID, historical information of associated BS ID and mobile
device ID, association time, geographic mobility pattern,
and so on.

o Global Content List: a list for recording all
cached or incoming content in the BSs and mobile
devices. Specifically, this list records content ID, content
size, content popularity, BS ID and mobile device ID
that cache specific content, mobile users’ content request
pattern, content preference of users, and so on.

2) BSs: In the network, BSs with limited resources of
caching, computing and communication can effectively man-
age the associated mobile devices including their D2D sharing,
and provide services to mobile users via cellular links. Specif-
ically, each BS needs a list for recording the information such
as associated mobile device ID, association time with mobile
devices, geographic mobility pattern of associated mobile
users, content ID, content size, content popularity, content
request pattern of associated mobile users, content preference
of associated mobile users, the status of D2D sharing, and
o on.

3) Mobile Devices: Each mobile device also owns limited
resources of caching, computing and communication, and
can build D2D communications with other mobile devices.
Particularly, each mobile device needs a list for recording the
information such as physical/social relationship between its
owner and other mobile users, encountered mobile device ID,
encounter time, content ID, content size, content preference,
content popularity and so on.

4) Communications: The dynamics of the information lists
collected at BSs and mobile devices need to be shared with
the MNO core at the costs of a small traffic overhead that can
be neglected, aiming to design content caching frameworks
with their effective cooperation. Particularly, mobile devices
and BSs provide wireless transmissions of content delivery
to associated mobile users via D2D links and cellular links,
respectively. Besides, BS-BS cooperation and direct down-
loads from the SPs to BSs via the MNO core provide wired
transmissions of content delivery through BS-BS links and
backhaul links, respectively.

III. HIERARCHICAL EDGE CACHING
FRAMEWORK DESIGN

In this section, we first investigate and decompose the
problem of hierarchical edge caching in the D2D-aided mobile
network, then analyze the caching cooperation in each level
based on the topology, and finally propose the corresponding
low-complexity caching schemes.

A. Problem Definition and Decomposition

We investigate the problem of optimizing hierarchical
edge caching in the considered D2D aided mobile network.
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Particularly, based on mobile users’ social behavior and
preference, heterogenous cache sizes and the derived system
topology, we aim to investigate the maximum capacity of the
network infrastructure on offloading the network traffic and
reducing system costs while satisfying mobile users’ content
requests inside the network.

However, as shown in [24] and [40], the content caching
problem in the hierarchical caching infrastructure is NP-hard
even without using coded caching. Besides, popular con-
tent is usually large-scale in the real-world systems, and
the corresponding caching problems are hard to solve and
even impossible to get the optimal solutions with central-
ized control. Thus, it is very important to design efficient
and low-complexity caching schemes from the perspective of
engineering implementation.

Moreover, there are two practical observations in the
real-world systems as follow: 1) from the perspective of the
MNO, shorter paths of content delivery generate less traffic
in the mobile networks, and thus to minimize the network
traffic as well as system costs, it is more favorable to satisfy
content requests in the bottom level; 2) from the economic and
energy consumption perspectives of mobile users, D2D sharing
in the bottom level is much cheaper than establishing cellular
communications for accessing content from BSs in the upper
level since D2D communications are generally free or have
a little of payment in the daily life and can also achieve
higher spectral efficiency due to much shorter communication
distances and the usage of much higher spectrum frequency
(e.g., 2.4GHz/5GHz). Thus, from the perspectives of the MNO
and mobile users, it is potential to first explore the D2D shar-
ing in bottom level and then using cellular communications in
order to satisfy mobile users’ content requests.

Based on the above considerations as well as the derived
system topology, we propose an appropriate decomposition of
the complex hierarchical edge caching problem that is large-
scale and NP-hard, thereby finding an efficient and practical
suboptimal solution. Particularly, we decompose the complex
problem into two simpler subproblems (i.e., device caching
and BS caching) that focus on the cooperation in different lev-
els. Besides, we propose a low-complexity and globally/locally
optimal solution for solving the first subproblem, and solve
the second subproblem with low-complexity suboptimal solu-
tions. We firstly explore the cooperation in the bottom level via
D2D sharing among mobile users in Sec. III-B, and secondly
discuss the cooperation in the upper level based on the content
delivery among BSs in Sec. III-C. Finally, we propose a
content request routing scheme for both levels in Sec. III-D.

B. Cooperation in Bottom Level

As shown in Fig. 2, mobile devices in the bottom level
are able to disseminate content via their direct D2D links.
As similar to [24] and [30], we regard )\55 ¢ as the incurred
average traffic load for the requests of content f from user u.
In particular, for a pair of users u and v, if user w caches
content f (i.e., zf = 1) and user v does not (i.e., x/ = 0),
user u can share content f to user v via D2D links with
the probability of p2 . Then we can obtain the corresponding
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average supported traffic load as p2 A/ s;. Thus, whether user
u caches content f or not, we can get the average supported
traffic load L] via D2D sharing as

L = xfi)\{jsf—i—prv[xZ(l —aD) N s, Yuel, Vf € F,
veld
(10

where the first term and second term denote the corresponding
average supported traffic load of the requests for content f
from user v and other users, respectively.

In the bottom level, we aim to maximize the total amount
of average supported traffic load via D2D sharing under the
constraints of cache storage capacity of mobile devices. Thus,
the corresponding problem can be formulated as

max Z Z LZ: (11a)
{zu} ueU feF
s.t. Za:isfgSuD, Yu c U, (11b)
fer
xf €{0,1}, Yuel, VfeF. (11c)

Here, (11b) denotes the constraints of the cache storage
capacity of all mobile devices while (11c) denotes that each
content is either cached entirely or not in each mobile device.

Due to the quadratic terms {z;f(1 — 27)} in the objective
in (11a), the problem in (11) is a binary integer linearly
constrained quadratic programming (LCQP) problem. Denote
2z, = xf(1 —2f) € {0,1},Vu € U,Yv € UVf € F.
Note that 2§, = 0,Vu € U,Vf € F. However, this binary
integer LCQP problem can be equally transformed into a
binary integer linear programming (BILP) problem by using
Theorem 1 as follows.

Theorem 1: For the problem in (11), the defined zf, =
xf (1 — 27) is equivalent to two inequalities, i.e., z/, < xf
and zf, <1—z/f.

Proof: Please see Appendix A. [ ]

Thus, the problem in (11) can be equivalent to a BILP
problem as

max Z Z x{;A{:Sf + Z Z Z z&,pﬂ)\{:sf (12a)
{ewzu} ferueu fEF uel veu
s.t. Z als; <SP Vuel, (12b)
fer
2l o <alZ <1—zl, Yueld, Ywel, VfeF
uv — ur U — v Y ? b
(12¢)
wf €{0,1}, 2/ €{0,1}, vuel, Vv ell, Vf € F.
(124d)

Considering the above BILP problem in (12) is generally
large-scale, we use the exact penalty method (EPM) proposed
in [41] to solve it and provide a low-complexity solution.
We firstly transform the binary variable constraint in (12d) into
some equivalent constraints. Particularly, we define a variable
matrix 7 € {—1,1}VXUHDXF a5 1) 7f = 22f — 1 for
Vu € UNv € UNF € Fand 2) wl . = 2af — 1
for Vu € U,Yf € F. Then the BILP problem in (12)
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is equivalent to

n’:‘i_l’l F(ﬂ') = — Z Z (WIJ;UJrl)\iSf + Z lelivpgv)"t]jsf)

fEFueld veU
(13a)
sty wl sy <280 =Y sy, Vuel, (13b)
feF feFr
ml, < WZ,U+177T{:1; < _7T1{,U+17 Vuel,
YoelU, VfeF, (13¢)
me {—1,1}UxXUFDxF (13d)

We define Q 2 {7 € RUX(U+D>xF| (13p), (13¢)}, and pro-
vide an extension of the theorem proposed in [41] as follows.
Theorem 2: Denote two matrices a € R™*"*k y ¢
R™*mxk and define ® £ {(a,v)|(a,v) = mnk,—1 =<
a =< 1,[|v|3 < mnk}. If (a,v) € O, then we have a €
{_17 1}m><n><k’,v c {_17 1}m><n><k” anda=v.
Proof: Please see Appendix B. [ |
Based on Theorem 2, by introducing a new variable matrix
v € RUXWHDXFE and setting G = U(U + 1) F, the constraint
m € {—1,1}UXWU+DXF can be equivalent to three constraints
(m,v) = G,—1 =7 <1 and ||v||3 < G. Thus, the problem
in (13) can be equivalently transformed as

min F(m) (14a)

T,V

st —1 w21V <G meq, (14b)
(m, vy =G, (14¢)

where m € RUXWUHDXF Aq a result, the original dis-
crete integer optimization problem in (13) is equivalently
transformed into a continuous optimization problem in (14).
Then by introducing the penalty with the EPM for solv-
ing the problem in (14), we define a new optimization
problem as

min L(m, v, p) = F(m) + p(G = (m,v))  (153)

st —1 =27 L|vZ<G,meq, (15b)

where p is the penalty parameter that is iteratively increased
to enforce the constraint in (14c). The problem in (15) is a
biconvex optimization problem.

To solve the problem in (14), in each iteration with fixed p,
we solve the problem in (15) by minimizing £(7, v, p) over
7 and v alternatingly. We detail the iteration steps of EPM
for solving the problem in (14) as shown in Algorithm 1. The
parameter 7' is the number of inner iterations for solving the
problem in (15). Note that though the main idea of Algorithm 1
is similar to the proposed EPM in [41], Algorithm 1 is a
more complex extension since it focuses on solving a biconvex
optimization problem with 3-dimensional matrix variables
while the proposed EPM in [4]] aims to solve a bicon-
vex optimization problem with vector (that can be regarded
as 1-dimensional matrix) variables.

In Algorithm 1, we initialize v(®) = 0 to find a reasonable
local minima in the first iteration, as it reduces to LP convex
relation for the binary optimization problem in (13). Besides,
m-subproblem in (18) is a LP convex optimization problem,
and its optimal solution can be achieved with the interior point
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Algorithm 1 EPM for Solving the Problem in (14)

1: Initialize t = 0, 7@ =v(® =0, p(O >0, A >0,e>0.
2: while not converge do
3. Update w(*t1) by solving 7r-subproblem:

7D —argmin L(7w,v® p®) st —1 <7 <1, weq.
) (18)
4:  Update v(**1) by solving v-subproblem:
v — arg min £(x Y v, pM), st V]2 < G
' (19)

s: Check the convergence condition: |(zw(**1) y(t+1)) —
G| <e.

6: Update the penalty in every T iterations (if necessary):
P = min{2L, p® x A} (20)

Set t «— ¢+ 1.

: end while

9: Transform 7 into {z/, 2/ }.
10: Output: {zf, 2/ }.

®

method that takes polynomial time (i.e., O(G??log 1)) for
converging to an e-accurate solution [42]. For v-subproblem
in (19), it is also a convex optimization problem and can be
rewritten as

vD = argmin (v, —xtY) st V2 <G (16)
v

For the problem in (16), if w(**1) = 0, any feasible solution

will be an optimal solution; otherwise, the optimal solution

will be achieved in the boundary with ||v||3 = G, and the

problem in (16) is equivalent to solving min §|\v||§ -

IVI3=G
(v, 7r(t+1)>. Thus, we can get its optimal solution in a closed
form as

o _ JVGmt D,
any v with ||v|3 < G,

e (41
if 7 +.)7é0, (17)
otherwise.

Besides, F'(7r) is linear and thus is a L-Lipschitz continuous
convex function on —1 <X 7 < 1, i.e,, |F(mwy) — F(ma)| <
L | 71 —m2 ||2, where —1 < 7r1,7m3 < 1 and L is a constant.
Thus, the used EPM has the following properties as shown in
Theorem 3 and Theorem 4 [41].

Theorem 3 (Exactness of the Penalty Function): When
p > 2L, the biconvex optimization problem in (15) has the
same local and global minima with the primary problem
in (14).

Proof: Please see Appendix C. [ ]

Theorem 4 (Convergence Rate and Asymptotic Monotone
Property of Algorithm 1): Given the convergence condition
|(m,v) — G| < e, Algorithm 1 converges to the first-order
Karush-Kuhn-Tucker (KKT) point within [(In(Lv2G) —
In(p(®))/In A] outer iterations.® Besides, after (m,v) = G

3Each time the parameter p is increased, we call it one outer iteration.
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is achieved, the sequence of {F(w®")} generated by
Algorithm 1 is monotonically non-increasing.
Proof: Please see Appendix D. [ |

Remark 1: Theorem 3 shows that when the penalty para-
meter p is larger than some threshold, the biconvex optimiza-
tion problem in (15) is equivalent to the primary problem
in (14), which importantly implies the theoretical convergence
of Algorithm 1. Besides, Theorem 4 shows the convergence
rate and asymptotic monotone property of Algorithm 1.

In all, the problem via D2D sharing in the bottom level is
firstly formulated as a binary integer LCQP problem in (11).
Then based on the derived theorems, we transform it into an
equivalent BILP problem in (12) and then into an equivalent
biconvex optimization problem in (13). After the equivalent
transformations, we further transform the integer variables into
equivalent continuous variables, and the biconvex optimiza-
tion problem becomes an equivalent continuous optimization
problem in (14) that is finally solved with the proposed
Algorithm 1.

C. Cooperation in Upper Level
After the cooperation in the bottom level via D2D sharing

among mobile users, the average arrival rate of the unsatisfied

requests for content f from user u via D2D sharing, denoted

by )\5, can be calculated as

M =X min{1 — 2/ (1-

w)
veU

LOph), Yuel, Vf e F,

21

which has to be served by the associated local BS (say BS
n) of user u with the conditional probability of p®{u|BS n}.
Thus, the average arrival rate of the requests received at BS n
for content f from all users, denoted by 9f , is calculated as

05 = " [pP{ulBS n}X +(1—af)pB N], vneN, VfeF.
ueU
(22)

In the upper level, the aim of content caching in BSs
with their cooperation is to minimize the total amount of
average system cost incurred by two factors: 1) downloading
the required packets of content from SPs to BSs via backhaul
links; 2) packet delivery among BSs via BS-BS links. Denote
co and cg, as the average cost per unit traffic load for
downloading a packet from SPs to BSs and delivering a packet
from BS % to BS n, respectively. In practice, ¢, is usually
much greater than cy,, i.€., ¢, > Cipn, Vn € N,Vk € N as the
backhaul links connecting BSs to SPs is of many-fold further
than the BS-BS links. This makes it cost-effective to fetch
packets from the caches in neighboring BSs whenever possible
instead of downloading them from SPs. As well, we regard
hi0fBy and ¢/ 61By as the corresponding average traffic
load for the requests of content f from SPs to BS n and from
BS k to BS n, respectively. Then this optimization problem is
formulated as

min > > hlediBo+ > > > ¢l ernb]Bo

Y,
{yndknhind fernen fEFRENkEN
(23a)
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st Yyl < [SP/Bo], VneN, (23b)
feF
> 61,0080 < Crn, Vk£neN, (23¢)
feF

O, <yl, ¢, =0 VEeN, Vne N Vf e F,

(23d)

vh+ > ¢l +hi = K ine NYfEF, (23¢)
keN

yl €{0,1,....K;}, YneN, Vf e F, (23f)

ol €{0,1,....K;}, Yke N, Vne N, Vf € F,
(23g)
ht € {0,1,...,K;}, VneN, Vf € F. (23h)

Here, (23b) denotes the constraints of the cache storage
capacity of all BSs. (23c) denotes the constraints of the
capacity of BS-BS links. (23d) denotes the constraints of
the packet delivery of content among BSs. (23e) denotes the
constraints that content can be successfully decoded from
packets by BSs. The problem in (23) is an integer linear
programming (ILP) problem, and thus is NP-hard. To solve
this problem, we discuss two cases of whether the BS-BS link
capacity is sufficiently large or not for supporting all the packet
delivery among BSs, i.e., unlimited capacity case and limited
capacity case, as follow.

1) Unlimited Capacity Case: 1If the BS-BS link capacity is
sufficiently large, then (23c) always holds and can be reduced
in the ILP problem in (23), and we call it as the simplified
ILP problem. We first derive some properties of its optimal
solutions as follow.

Theorem 5: For any optimal solution to the simplified ILP

problem, denoted by ({(y})*},{(¢L,)"}, {(h})*}), we can

obtain
keN
=Ky, YneN, VfelF, (24)
(W) =[K; =Y Wl)1", VneN, YfeF. (25
keN
Proof: Please see Appendix E. |

Remark 2: According to Theorem 5, the closed-form
expression of (hi))* in (25) is dependent on the value of " KEN
(y,{)* and independent on the values of {(d),m) } Besides,
for any (n, f) such that (h])* >0, i.e., > cp (yk) < Ky,
we have (¢£n)* = (y,{)*,VkJ e N\ {n}.

Based on Theorem 5 and Remark 2, the simplified ILP
problem can be equivalent to

min Z Ky — Z (y{:)]*( Z CO%BO)
{vhol,} feF kEN neN
+ 333 ¢ el Bo (26a)
fEF neEN keN
st [Kp =Y yllT+ul+ > ¢, =K
keN keN
VneN, VfedF, (26b)
(23b), (23d), (23f), and (23g). (26¢)
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Algorithm 2 Heuristic Method for Solving the Problem in (26)
of the Unlimited Capacity Case

I: Initialize {yl} = Onxr,{h]} = Opr,{¢£n} =
0NN xF-
2: —Procedure 1. [Decide {3, .\ v } and {hf}]

3 Set  Se - Sen [SB/Bol, N -
{K(min{N, [So/ S per Krl} = D}poys
Slot = Stol Zfey: ]Vtol(f)» A =
{ZneNcOH{:BO}, E = {A1,2A1,...,K1A1,...,Af,
2Af,...,KfAf,...,AF,ZAF,...,KFAF}, Ky = 0,
1 =1.

4: Sort E into G in a descending order, and label the orginal
index vector as O satisfying G; = Eo,,Vj.

5. while St # 0 & Y e r Not(f) < NYjer K & i <
ZfE]—' Ky do -

6: Find f* = argmax{f|ZK < O} and set

Nlot(f*) — Ntot(f )+ 1, Slot — Stol_ Liie—i+1.

7: end while

8: Calculate h) = [K; — Nt (f)]*,Vn € N, Vf € F.

9: —Procedure 2. [Decide {y}}]

10: SetS I_SE/BOJ,VTLEN, Ntol:Ntol»T]: {(Kf—
hi)os, Eke/\f\{n} Ck”}NxF’ N=0nrx1, 1= 1.

11: Reshape 7 into 7, where ) = T(f=1)N4n> VN € NVf e

F.
12: Sort 1) into =o in a descending order, and label the orginal
index vector as O satisfying w; = ﬁ@,Vj.

13: while Efeleot(f) >0 do

14: Calculgte n* = mod(O; — 1 JN)+1, f* = T"
and yf; = min{Kf* — h Ntol( Sn* }

— — —B *

150 Set Nuo(f*) e— Nua(f*) —yln. 50— 50—yl
and ¢ «— 7+ 1.

16: end while

17: —Procedure 3. [Decide {¢£n}]

18: Set ¢y = +00,Vn € N, and T' = O 1.

19: for n =1 to N do

Set T' = {cn 1o,

21: Sort I' into A in an ascending order, and label the orginal
index vector as O satisfying A; = FO , V7.

+17

22: for f=1to F do
23: if K;—hi —y/ >0 then
j
24: Find j* = arg %R/{]|;ygizl(f—hfl—y£}.
25: if j* == 1 then
26: Set ¢fal,n = K;—hi —yf
27: else
28: Set oL =yl .j € {1,2,...,j*—1}, and
Oj.mn Oj .
o5 =Ky —hl—yf =3Iy
29: end 1f
30: end if
31:  end for
32: end for
33: Output: {y/, ,m, hiy.
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The above large-scale optimization problem in (26) is still
NP-hard and even impossible to get its optimal solutions. Thus,
from the perspective of practical engineering implementation,
we propose a low-complexity greedy heuristic method as
shown in Algorithm 2. The proposed Algorithm 2 has three
main procedures as:

o Procedure 1: Decide the total numbers of packets of each
content that will be cached in all the BSs and that will
be downloaded from SPs at each BS, i.e., {3, ¥}
and {h!}, respectively, which is shown in Lines 2-8;

o Procedure 2: Decide the number of packets of each
content that will be cached in each BS, i.e., {y}}, which
is shown in Lines 9-16;

o Procedure 3: Decide the number of packets of each
content that will be delivered between each pair of BSs,
i.e., {¢],}, which is shown in Lines 17-32.

Specifically, in Procedure 1, we denote Ny(f) =
{3 hen ¥}, Vf € F as the total number of packets of content
f cached in all the BSs, Niot = [Niot(1), Niot(2), . . ., Niot (F)],
St = Yonen LSE/Bo] as the total cache size of all the
BSs, and Ay = Y, cobi By as the total cost of down-
loading a packet of content f from SPs to all the BSs.
Then Procedure 1 aims to solve the optimization prob-
lem as mln Z [K; — Nt )T Ay, st Z Nt(f) <

[(\l fe_’].‘ fef
Stots Niot(f) € {0, 1, ,NK;},Vf € F.In Line 3, we ini-

tialize Nt(f) = Kf (mm{N [Stot/ D per Krl}h— 1) for the
case* that Sy > > fer K. Then the following process in
Lines 5-7 aims to iteratively update the elements of Ny, and
make them as large as possible to achieve the corresponding
optimal solutions. Besides, as shown in Line 8, {hfl} can
be directly achieved based on Theorem 5. In Procedure 2,
we denote 7/, = (K — hl)0] D keA\{n} Ckn, VN E N,V f €
F. Then Procedure 2 aims to solve the optimization prob—
lem as min Z Z ynnn, s.t., (23b), (23f), Z Yo =
{yn} feEF nEN neN
N(f),yl < Ky — hi,¥n € FVf € F. The following
process in Lines 13-16 1terat1vely update {y '} in a greedy
manner. In Procedure 3, {qb,m} is achieved with given
{hi,yl} by using a greedy method to minimize the the total
amount of average system cost from packet delivery of content
among BSs via BS-BS links.

Moreover, the used greedy methods in Procedure 1
and Procedure 3 are optimal while the search method in
Procedure 2 is near-optimal. Besides, the whole procedure
of Algorithm 2 for solving the unlimited capacity case
takes polynomial time, i.e., O( Zfe}‘ Kylog ( Zfe]—‘ Kf) +
NFlog(NF)+ N?Flog(N)), which is mainly bounded by
the sorting.

2) Limited Capacity Case: In this case, (23c) needs to be
considered to solve the ILP problem in (23). Considering
its NP-hardness and large scale, we also aim to provide a
suboptimal heuristic solution as shown in Algorithm 3. Based
on the results in the unlimited capacity case, the proposed

“4In such a case that may not hold in practice due to the large scale of content
and the limits of cache sizes of BSs, using this initialization can effectively
reduce the iterations of the proposed method in Procedure 1.
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Algorithm 3 Heuristic Method for Solving the Problem in (23)
of the Limited Capacity Case

1: Input: (Ckp)nxn where Cp,, = 0.

2: Calculate the results {y;, gzﬁﬁn ,h{} in the case of unlimited
backhaul capacity.

3: Check the feasibility for whether (23¢) holds, and set N; =
{(k,n)| Y ey 01004 Bo > Chn ki # m €N}

4: for each fixed (k,n) € N7 do

5: For each specific f € F such that 9,{30 > Cgn, set

6 while Y, ~¢1,.04Bo > Ciy, do

7: Find f* =arg min {d)inﬁfb .

feF. oL, >0

80 Setol — ol —1.

9: end while

10: Caleulate b, = Ky —yf — 3, cnr (01,),Vf € F.

11: end for

12: Output: {y/, ¢/  hi}.

Algorithm 3 operates a iterative process in Lines 4-11 for
making that the constraint (23c) holds, which takes polynomial
time, i.e., O(JN:|F log(F)).

In all, to solve the complex optimization problem of BS
caching in the upper level, we provide a near-optimal solution
with Algorithm 2 in the unlimited capacity case, and provide
a suboptimal solution with Algorithm 3 in the limited capacity
case.

D. Content Request Routing

Based on the above decomposed content caching coopera-
tion framework in the D2D-aided mobile network, we can get
the strategies of joint content placement and content delivery
with the practical considerations on large-scale content dis-
tribution. For satisfying a request for content f from user u,
the details of the proposed content request routing strategy are
shown in Algorithm 4.

IV. TRACE-BASED SIMULATION RESULTS

In this section, we evaluate our hierarchical edge caching
scheme based on the practical trace from a mobile application
Xender used for content sharing via D2D communications.

A. Setup

Xender is a world-wide popular mobile application for
D2D sharing, and mobile users can use it to share different
types of content on a large diversity of mobile platforms
(e.g., Android, iOS and Windows), instead of using 3G/4G
cellular networks [37]. In particular, the D2D links in Xender
are established mostly via WiFi tethering, while WiFi Direct
and Bluetooth are also supported.

We capture Xender’s trace for the whole month in Febru-
ary 2016, which consists of selected 9,514 active mobile users,
188,447 content files and 2,107,100 requests. For simulation
purpose, we set the number of BSs N as 10, the weighted

Algorithm 4 Content Request Routing Strategy

1: After a request for content f is generated by user u, satisfy
the request if z/ = 1.

2: If not yet satisfied, user v fetches content f from a nearby
user v via D2D links with the probability pZ, if ] = 1.

3: If not yet satisfied via D2D sharing in the bottom level,
then user u needs to download content f via cellular links
and is associated with BS n with the probability pZ .

4: The local BS n satisfies the corresponding request by the
following steps:

5. a) Check the number of the locally cached coded packets
of content f, i.e., y{;;

b) Fetch q5£n coded packets from BS k if q5£n > 0;

7. ¢) Download h{ coded packets over the Internet via the
MNO core if h{ > 0.

8: d) After collecting Ky different coded packets of content
f, decode the packets for recovering content f.

9: e) Deliver content f to user u via cellular links.

parameter wy as 0.5, the size of each coded packet B,
as 64 KByte. All mobile users have the same cache size
(ie., SP = SP) and all BSs are also of the same cache
size (i.e., SP = SP). Besides, we set the capacity of each
BS-BS link as 1 Gbps. The D2D sharing among mobile
users is modeled by the practical analysis of Xender’s trace
while the association of users and BSs is randomly set as
modeled in Sec. II-D. Particularly, we employed the same
k-means (k = 3) grouping method used in [37] to achieve
the parameters {o;}?_; in the defined relationship factors.
Moreover, the scalability of our proposed framework is not
restricted by the aforementioned parameters. We use Python to
implement a simulator that constructs the formed edge caching
hierarchy.

B. Baseline Schemes and Performance Metrics

In particular, we compare the proposed scheme with four
baseline schemes as: 1) Revised FemtoCaching (FemtoR),
derived by carefully modifying the FemtoCaching scheme
in [6] to address the single-level case of only coded caching in
BSs, where D2D sharing is not considered; 2) Most Popular
Caching (MPC), derived by caching most popular content in
the bottom level and upper level; 3) Least Recently Used (LRU)
Caching, derived from [43] to address the same case in
the paper; 4) Hierarchical Uncoded Edge Caching (HUEC),
derived by carefully modifying the proposed hierarchical
caching scheme (that is used in IPTV systems) in [24] to
address the case where both device caching and BS caching
are uncoded.

To evaluate the schemes, four performance metrics are used
as: 1) Percentage of traffic offload, denoting the reduction
on the traffic from downloading content via backhaul links;
2) Percentage of supported requests via content caching;
3) Percentage of reduced costs, denoting the reduction on the
costs from delivering content via backhaul links and BS-BS
links; 4) Link utilization, denoting the utilization ratio of
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Fig. 5. Distributions of users’ content requests, content popularity and content
size in the Xender’s trace.

BS-BS links for packet delivery via the cooperation among
BSs. Note that all the percentages of traffic offload, supported
requests and reduced costs in the first three performance
metrics are normalized by the results of the non-caching
scheme.

C. Distributions

Fig. 5 and Fig. 6 show different distributions in the Xender’s
trace and random settings. Fig. 5(a) shows different numbers
of content requests from different users in the Xender’s trace.
From Fig. 5(b) and Fig. 5(c), the actual content popularity
and size distribution in the Xender’s trace can be well fitted
by a MZipf distribution with (7,3) = (1.50,2.28) and a
Pareto distribution, respectively, which agrees with the used
models in [34] and [44]. Fig. 6(a) and Fig. 6(b) describe
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the achieved content factor’ and relationship factor with
(a1, a2,a3) = (0.9,0.5,0.1) in the Xender’s trace, respec-
tively. Fig. 6(c) shows the achieved D2D sharing probability
in the Xender’s trace, while Fig. 6(d) shows the association
probability between mobile users and BSs in the used random
settings. Note that the following results are based on the above
practical trace and settings.

D. Effects of Different Cache Sizes of BSs

Fig. 7 and Fig. 8 compare the performance of the pro-
posed scheme with the baseline schemes in terms of the four
performance metrics versus different cache sizes (percentage
to the total content size) of each BS in the entire system
and different levels, respectively. Here, the cache size of
each mobile user is set as S” = 1 GByte. From Fig. 7,
the proposed scheme always outperforms the FemtoR, MPC,
LRU and HUEC schemes on all performance metrics for the
entire system. Besides, from Fig. 8, as the cache size of each
BS increases, the performance of each scheme in the upper
level is improved rapidly since BSs can cache more content,
while the performance in the bottom level keeps the same due
to the fixed cache size of each user.

Moreover, from Fig. 7(a), the proposed scheme can offload
the traffic of the entire system by 33.7% to 100%, and
outperforms the four baseline schemes with at least 38.0%,
67.9%, 72.4% and 115.0% improvements for the entire system
and upper level, respectively. Meanwhile, from Fig. 8(a), in the
upper level, the proposed scheme and the HUEC scheme can
offload more traffic than the other schemes. From Fig. 7(b),
the proposed scheme can support around 28.0%, 15.0%,
28.8% and 29.0% of total requests more than the above four
baseline schemes for the entire system, respectively. Mean-
while, from Fig. 8(b), in the upper level, the percentage of
supported requests in the proposed scheme is only slightly less
than the MPC scheme since most popular content is cached
in the MPC scheme and the number of supported requests
is positively correlated with the content popularity. Fig. 7(c)
shows that the proposed scheme can reduce the most costs, and
achieves up to 4.6%, 59.7%, 77.8% and 110.8% improvements
compared with the four baseline schemes, respectively. From
Fig. 7(d), the proposed scheme can achieve the highest and
even full link utilization and thus the best cooperation among
BSs, and outperforms the four baseline schemes with the
improvements of up to 19.2%, 197.2%, 95.2% and 12 times,
respectively.

E. Effects of Different Cache Sizes of Mobile Devices

Fig. 9 and Fig. 10 evaluate the performance of the con-
sidered caching schemes in terms of different performance
metrics versus different cache sizes of each mobile user in the
entire system and different levels, respectively. In particular,
the cache size S of each BS is fixed as 5% of the total content
size. From Fig. 9, the proposed scheme can also achieve
much better performance than the four baseline schemes on

5To show the probability diversity, we plot some probabilities (say x) in
log-domain, e.g., 101g (x 4+ 1073) dB.
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Fig. 6. Distributions
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all the first three performance metrics for the entire system.
Besides, as the cache size of each mobile user increases,
the performance of the FemtoR scheme keeps the same since
it only considers the BS caching, and the performance of the

other schemes is improved rapidly in the bottom level since
mobile users can cache more content while their performance
in the considered four metrics degrades in the upper level.
Specifically, from Fig. 10, when the cache size of each user is
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sufficiently large, D2D sharing in the bottom level can satisfy
all the content requests and BS caching in the upper level is
not necessary.

Moreover, Fig. 9(a) shows that the proposed scheme can
offload the traffic of the entire system by 71.1% to 100%, and
outperforms the FemtoR, MPC, LRU and HUEC schemes with
up to 89.2%, 79.6%, 96.3% and 151.0% improvements for
the entire system and bottom level, respectively. Meanwhile,
Fig. 10(a) shows that the proposed scheme and the HUEC

scheme can also offload more traffic than the other schemes in
the bottom level. From Fig. 9(b), the proposed scheme can sup-
port up to 59.1%, 14.0%, 55.0% and 17.2% of total requests
more than the above four baseline schemes for the entire
system, respectively. Meanwhile, Fig. 10(b) shows that the
proposed scheme only supports slightly less requests than the
MPC scheme in the bottom level. From Fig. 9(c), the proposed
scheme can reduce the costs by at least 63.8%, and obtains up
to 56.8%, 75.5%, 88.4% and 157.0% improvements compared
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with the four baseline schemes, respectively. Fig. 9(d) shows
that the FemtoR scheme achieves the same link utilization
since it does not consider D2D sharing, while the link uti-
lization achieved by the other schemes decreases to even zero
with the increase of the cache size of each mobile user since
D2D sharing satisfies increasing content requests in the bottom
level. Particularly, the link utilization achieved by the proposed
scheme is mostly larger than those achieve by both the MPC
and HUEC schemes.

V. CONCLUSION

In this paper, we have proposed a collaborative hierarchical
edge caching framework in D2D aided mobile networks.
Specifically, based on the analysis of social behavior and
preference of mobile users, heterogenous cache sizes and
the derived system topology, we have optimized the max-
imum capacity of the network infrastructure on offloading
the network traffic, reducing system costs and supporting
mobile users’ content requests inside the mobile network, and
proposed the corresponding low-complexity solutions from
the perspective of engineering implementation. Trace-based
simulation results have shown that the proposed hierarchi-
cal edge caching framework has excellent performance and
outperforms the considered four baseline schemes in terms
of offloading network traffic, satisfying content requests and
reducing system costs.

APPENDIX
A. Proof of Theorem 1

We first prove zf, = min{x{,1 — 2/} by discussions as:
V) if (zf,2f) € {(0,0),(0,1),(1,1)}, then we have z{, =
min{z/,1 — 2/} = 0; 2) otherwise, i.e., (z/,2)) = (1,0),
then we have z{, = min{z{,1 -2/} = 1.

Considering that the problem in (11) is a maximization
problem and all the coefficients {p2 A\/s} associated with
the quadratic terms {x/ (1 —x/)} are non-negative, the proved
2z, = min{x/,1 — x/} can further be equivalent to two

inequalities, i.e., z/, < zf and 2/ <1 —2/.

B. Proof of Theorem 2

First, we prove that a € {—1,1}™*"*k By using the
definition of ® and the Cauchy-Schwarz Inequality, we have
mnk = (a,v) < |a|2 - ||v]2 < |la]j2 - Vmnk. Thus, we
can obtain [|a]|3 > mnk. Considering —1 =< a =< 1,
we have ||a||3 < mnk. Combining the above two aspects,
we have ||a]|3 = mnk. Then considering —1 < a < 1
again, we have a € {—1, 1}m*nxF,

Second, we prove that v € {—1,1}™*">*k_We have

e

m n k m n

mnk = (a,v) = Zzzazjlvijl < ZZZ laiji||viji]

i=1 j=1 I=1 i=1 j=1 |=1

<

3

DD il < Vmnk| v

j=11=1

m n k
27
=1
Thus, we can obtain ||v]|3 > mnk. Combining that ||v||3 <
mnk, we have ||v||3 = mnk. With the Squeeze Theorem, all
the equalities in (27) hold automatically. Using the equality
condition for the Cauchy-Schwarz Inequality, we can obtain
vE {_1, 1}m><n><k.
At last, considering a € {-1,1}mxnxk vy ¢
{=1,1}mxnxk and (a,v) = mnk, we can obtain a = v.
Based on the above analysis, the whole proof is complete.

C. Proof of Theorem 3

We provide a lemma as below, which is an extension of
the conclusion in [41] and can be proved by using a simple
parallel-to-serial conversion on the elements of matrices and
then using the same method in [41].

Lemma 1: Consider the following optimization problem:

(5 vp) =

iV min

—1=27w=1,|v||3<G,weQ

L(m,v,p). (28)
F(m) is a L-Lipschitz continuous convex function on —1 =
m =2 1. When p > 2L, (m},v;) = G will be achieved for any
local optimal solution to the problem in (28).

To prove Theorem 3, we denote (7*,v*) as any global

optimal solution to the original problem in (14), and (7}, v})
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as any global optimal solution to the dual problem in (15) for
some p > 2L.

First, we prove that (7*,v*) is also a global optimal
solution to the problem in (15). For any feasible solution (7, V)
satisfying —1 < < 1,[|v||3 < G, € 2, we can derive

F(m) 4+ p(G = (7,v))
F(m),

L(m,v,p) >

min
—1=27 =L, ||v||I3<G e

= min
—1=Z7 =L ||v|I3<G e

F(m") 4+ p(G = (7%,v7))
= ﬁ(ﬂ-*aV*vp)v

st (m,v) =G

where the first equality holds since the constraint (7w, v) = G
is satisfied at the local optimal solution when p > 2L
(see Lemma 1). Thus, (7*, v*) is also a global optimal solution
to the problem in (15).

Second, we prove that (7, v7) is also a global optimal
solution to the problem in (14). For any feasible solution (7, V)
satisfying —1 < < 1, ||v[|3 < G, (m,v) = G, € Q, we can
derive

F(ry) — F(mw) = F(mp) + p(G = (m,,v,)) — F(m)
—p(M —(m,v))
= ,C(ﬂ';,VZ, p)— L(mw,v,p)
< 0.

Thus, (77, v}) is also a global optimal solution to the problem
in (14).

Finally, we can conclude that when p > 2L, the biconvex
optimization problem in (15) has the same local and global
minima with the primary problem in (14).

D. Proof of Theorem 4

Denote s and ¢ as the numbers of the outer iteration and
inner iteration in Algorithm 1, respectively.

First, we prove the convergence rate of Algorithm 1.
We assume that Algorithm 1 takes s outer iterations to
converge, and denote F”(7r) as the subgradient of F'(7). Based
on the w-subproblem in (18), if 7* solves (18), then we can
get the following mixed variational inequality condition as

(=m0, F'(1")) +p(G—VG||m|l2) —p(G—VC| 7" 12) > 0,
for Ve [-1, 1]V A

Letting 7 be any feasible solution such that m &

{1, 1}UxWUHDXF A we can get
1
G —VG|n*||s < G- VG|x|2 + ;<w — 7, F (7))
1
S;||7"—TF*|\2||F/(7"*)||2SL\/QG/P, (29)

where the second ineuality is achieved with the
Cauchy-Schwarz Inequality, and the third inequality is
achieved due to the conclusion |[x — y|lz < v2G,V — 1 <
x,y = 1 and the Lipschitz continuity of F'(m) that
[[F'(w*)||]2 < L. From (29), we can observe that when
p®) > L\/2G/e, Algorithm 1 can achieve the accuracy
with at least G — VG| 7|2 < e Considering that
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AP, we have AS > Lv2G

= ep(0)
5 > In(LV2G) — In(ep))/In A.
Second, we prove the asymptotic monotone property of
Algorithm 1. We can get the following inequalities as

(t+1)y — ®)

F(m™) = F(m?)

(G — (w0 ¥0)) = p(G — (x+D y))
(<7r(t+1),v(t)) _ <7T(t),V(t)>)

< p({rHD VD) — (70 v ) =0,

p) = and thus

where the first inequality uses the conclusion that F'(7(#+1)) 4
p(G — () v < F(x®) + p(G — (7®,v(D)) holds
since w(**1) is the optimal solution to the 7r-subproblem
in (18); the second inequality uses the conclusion that
— (D D)y < (741 y(®)) holds since v+ is the
optimal solution to the v-subproblem in (19); the last equality
holds due to (7, v) = G. Note that the equality (m,v) = G as
well as the feasible set —1 < 7 < 1,||v||3 < G also implies
that 7w € {—1, 1}UxU+DxF,

Based on the above analysis, the whole proof is complete.

E. Proof of Theorem 5

Clearly, (24) holds since delivering or downloading one
more packet leads to a larger value of the objective in (23a).
Then we prove (25) holds as follow:

1) Based on (23a) and (23d), we have

()" =[Kf— (w))* =Y (#L.)]", VneN, VfeF.
keN
(30)

Then based on (23d) and (30), we can further obtain (hf)* >
(Kf = Shen W) >0,¥n e N,Vf € F.

2) We prove that (hf)* < [K; — S, (])*]F.Vn €
N,¥f € F holds. If there exists any 5 € F such that
(hi)* > [Kj — Ypen (Wh)*]F > 0, then based on (30),
we have (b)) = K; — ()" — Ypen (0L,)° > K -
oven W) i Dpenn oy (W) = (¢1,,)"] > 0. Thus,
combing (23d), we obtain that there exists ¢ € A such that
(W > (¢1)" However, we can generate another feasible
solution by setting ¢, = (¢2,)* + 1 and h{ = (hl)* — 1,
which can make the objective value in (23a) smaller than that
with the optimal solution. Clearly, this contradicts with the
assumption on the optimal solution. Thus, we have (hf)* <
[Kp =S hen W),V e NVf € F.

Based on the above analysis, the conclusion in (25) holds.
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