


HNE and eventually to the Internet.

The potential of C-RAN has been largely untapped. While

the telecom industryis making some in-roads to early adop-

tion, it is only limited to Distributed Antenna System (DAS)

deployment for extending cellular coverage. We take a step

forward to enhance this capability in our architecture. The

unique features of our testbed are listed as follows:

1) Heterogeneous (RF-Optical) Edge: In addition to RF

wireless access technologies, optical wireless access,

specifically Visible Light Communications (VLC) or the

Li-Fi technology offers high data rate using densely

distributed light fixtures of existing illumination infras-

tructure [3]. It improves spectral efficiency over an

area, enables data aggregation from multiple fixtures and

relieves a large portion of RF resources. Since usage

of mobile devices change over time, wireless access

technologies of different coverage ranges and spectrum

bands (sub-6GHz and optical THz bands) must coexist

for improved performance for mobile devices under

various applications.

2) Hybrid Cloud based DSP: Since Digital Signal Pro-

cessing (DSP) (baseband or otherwise) is more mal-

leable using a hybrid combination of general purpose

processors, graphics processors and reconfigurable hard-

ware, it enables detection and processing of different

waveforms, e.g., Wi-Fi and Long-Term Evolution (LTE),

at the same time. The variety of processing capability

in the cloud ensures that a scheduler can instantiate

DSP modules within a processing unit based on latency,

power, link performance or any other application specific

criteria. Since the baseband signal is aggregated from

multiple antennas, the architecture inherently allows for

joint inspection and analysis of these aggregated signals

to enable a variety of applications, such as collabo-

rative physical layer (PHY) or network multiple-input

multiple-output (MIMO), which were not possible with

conventional fixed-function C-RANs.

3) On-demand Edge Processing: The baseband signal

processing is modularized and can be performed effi-

ciently by splitting between the HNEs and the HBP,

enabling delay-sensitive communications and applica-

tions. Furthermore, we preserve connection states (e.g.,

IP anchoring) while seamlessly switching between ac-

cess networks entirely in the signal domain, eliminat-

ing latencies imposed by higher layer processing. This

capability makes this testbed a practical architecture to

embrace the potential for joint signal processing, while

meeting strict application deadlines for 5G.

4) Synchronous Edge: The clock is distributed to the

HNEs, such that the phases of the local oscillators are

identical in all HNEs. This synchronous transmission

and reception from multiple antennas enable several

collaborative PHY applications, which benefits from fine

grain control of the clock. Localization, coordinated

transmission and reception, interference cancellation,

network and distributed MIMO are few examples of

research areas that can be greatly advanced by leveraging

synchronous clocks.

Collectively, these capabilities are significant enhancements

over conventional C-RAN , where the hardware and software

components are optimized for a single wireless standard

making those extremely brittle when exposed to emerging

applications using a variety of waveforms.

II. EXISTING TESTBEDS

The importance of practical experiments and evaluation of

mobile wireless networking research has lead to the develop-

ment of multiple institutional and community testbeds, which

partially overlap with our proposed system. Table I enlists

the features of these testbeds where most operate in fixed

frequency ranges, e.g., sub-6GHz band, visible light spectrum,

mmWave or higher frequency ranges. The future of wireless

networks is not to sustain communication in isolated bands,

but to integrate multiple spectrum with different channel char-

acteristics such that they complement each other and seamless

transitions are possible when necessary. This is the first ini-

tiative towards enabling simultaneous communication in sub-

6GHz band as well as in the optical spectrum. To support on-

demand access networks in different frequency bands, where

the signal processing can be modularized and reused, a cloud-

based reconfigurable radio architecture is the most practical

design choice. ORBIT [4] and TurboRAN [5] claim to provide

this, however none of them have heterogeneous frontends (RF

and VLC), on-demand edge processing capabilities, hybrid

(FPGA+GPU+CPU) cloud, dynamically reconfigurable signal

processing and high-speed fiber fronthaul. In our testbed,

the edge nodes are lightweight to create various scenarios,

like labs with cubicles, staircases, corridors, etc. Often these

testbeds do not allow for client mobility, which is a key feature

of our proposed infrastructure. The LiRa [13] and LESA [14]

are mainly focused on the integration of VLC as downlink

transmission with Wi-Fi APs (only RF in uplink) at the MAC

layer and the network layer, respectively.

III. CHRONOS IMPLEMENTATION

We implemented an indoor setup of CHRONOS with two

HNEs, two HMTs and HBP as shown in Figure 2a. Each

HNE and HMT is equipped with an USRP B210 [20], which

is connected to an Intel NUC (NUC7i7BNH) with i7-7567U

processor and 16GB DDR4 memory for faster processing of

the I/O. Figure 2b shows one HNE and one HMT with RF

and Optical frontends attached to it. Each B210 board has two

transmit as well as two receive paths. We have used one RF

and one optical link at both transmitter and receiver chains for

simultaneous communication. B210 is designed to operate as

MIMO transceiver, for which they share same local oscillator

for the two transmit or receive paths. So, they are not tunable

to separate frequencies, one for RF and one for the optical

link. Hence, we choose 80MHz as our center frequency for

both the paths. The baseband signal is up-converted to 80MHz

center frequency from B210 and RF is transmitted as is using
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(a) Scenario 1 shows synchronous recep-
tion from two RF chains in the same board.
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(b) Scenario 2 shows the synchronous re-
ception from two different boards, synced
using PPS signal.
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(c) Scenario 3 shows synchronous recep-
tion from an RF and and Optical path in
the same board.

Fig. 5: Synchronization Output

$ ./rx_samples_file_simultaneous_sync --freq1 80e6

--freq2 80e6 --rate 20e6 --gain1 20 --gain2 20

--subdev="A:A A:B" --channel=0,1 --ref=external

--nsamp 1000000 --sync=pps --secs=2.5

--file1 /media/ramdisk/file_13.dat

--file2 /media/ramdisk/file_23.dat

Setting master clock rate selection: 'automatic'.

-- Setting clock rate 16.000000 MHz...

Setting RX Rate: 20.000000 Msps...

-- Setting clock rate 20.000000 MHz...

Setting device timestamp to 0...

--1) catch time transition at pps edge

--2) set times next pps (synchronously)

External 10 MHz clock locked++++++

Setting RX Freq of channel 0: 80.000000 MHz...

Setting RX Freq of channel 1: 80.000000 MHz

Setting RX Gain of channel 0: 20.000000 dB

Setting RX Gain of channel 1: 20.000000 dB

Begin streaming 1000000 samples, 2.500000

seconds in the future...

Done!

Buffer Size: 10000

Num of simultaneous transmissions : 2

Listing 2: Synchronous reception from multiple USRPs.

Using simultaneous transmissions, we were able to achieve

108Mbps instantaneous PHY data rate.

Figure 6 portrays the constellation diagrams after equaliza-

tion (as described in §III-A) for 64QAM modulated signals at

2/3 coding rate for the RF and Optical links respectively. We

have chosen Minimum Mean Square Error (MMSE) for our

equalization algorithm. The 64QAM modulated signals were

demodulated correctly at 24dB.

We also measured the packet error rate for different MCS

values in the RF and Optical links. The packet length remain-

ing constant at 1000 bytes, we varied the transmit gain to

change the SNR. Figure 7 shows the PER for BPSK, QPSK

and 16QAM modulated signals at 1/2 coding rate and 64QAM

modulated signals at 2/3 coding rate according to the wireless

LAN non-HT format for OFDM modulation.

(a) Optical link. (b) RF link.

Fig. 6: 64QAM constellation diagrams for Optical and RF

links both at SNR = 24dB.

(a) Optical link. (b) RF link.

Fig. 7: Packet Error Rate of Optical & RF links at 80MHz

center frequency and 5MHz bandwidth.

V. LIMITATIONS AND CHALLENGES

The first and foremost limitation is caused by the chosen

USRP board in the testbed. Although the B210 is capable

of providing two simultaneous transmit/receive signal chains,

these chains are controlled by a single local oscillator. Hence,

in our case, both the RF and Optical chains are forced to

transmit/receive over the same carrier frequency. Moreover,

the B210s have a frequency coverage that starts from 70 MHz

till 6 GHz. Even though these values are preferable for RF

transmissions, as it covers FM and TV broadcast, cellular,

GPS, WiFi, ISM, and more, however, these values push the

boundaries of our Optical frontends. As a compromise, the
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carrier frequency is set to 80 MHz, far below the expected

operating frequency of the RF chain. On the other hand, the

Optical chain had to suffer the loss of 70 MHz, and the full

bandwidth of the optical chain is not utilized.

The second limitation is the delay between the RF and

optical paths. In the RF chain, the antennas are directly

connected to the USRPs, but the optical chain contains more

components such as the laser source and the photodetector

causing additional delays to the optical link. These delays

might affect the synchronization of the packets simultaneously

received via the RF and optical chains, when sampled at higher

frequencies. This is to be noted that we did not notice any

delay at 20MSamples/sec sampling rate. However, these

delays are known and can be added to the signal path to ensure

synchronous transmission over the air.

Conventionally, optical transmission is limited to non-

coherent detection and uses the prevalent Intensity Modulation

Direct Detection (IM/DD) technique. By definition, in inten-

sity modulation, the transmitted waveform is modulated onto

the instantaneous power of the optical carrier. On the receiver

side, the photo-detector uses the down conversion technique

and produces a photo-current proportional to the incoming

signal power. In our experiments, since the same hardware

equipment is used to receive both the RF and Optical signals,

it is indispensable to consider coherent detection rather than

the customary IM/DD technique. Clearly, the optical set up

might have limited multipath reflections due to the bounded

space and the LASER transmitting properties. Yet, the fact

that coherent detection is viable in VLC gives a lot of insight

for future work and further investigation.

Our current setup has general purpose processing units

to move the data to and from USRPs, and is not capable

of meeting real time stringent latency requirements of some

of the wireless access protocols, like Wi-Fi and emerging

applications, like Virtual Reality. Hence, most logical path for

us is to a) update the USRP boards with FPGAs for faster

processing at the HNE, b) change the Ethernet connection to

optical for faster fronthaul and c) add FPGA and GPU blades

in the Cloud for real time processing of the data and enable

a true C-RAN architecture.

VI. CONCLUSION

In this paper, we explored the feature set and their perfor-

mance of a next generation RF-optical C-RAN. The synchrony

among the various components within the testbed opens new

avenues of research in wireless networks that were not possible

before. Through this exercise, we also realized concrete steps

required to scale-up the testbed to support multiple HNE

and HMT nodes. This can be accomplished by incorporating

programmable logic (FPGA) in the HBP for real-time signal

processing as well as high performance SDR (e.g., USRP

X310) at the HNE and HMTs to support simultaneous multi-

band, RF-optical communication. A key challenge to scalabil-

ity is the efficient resource allocation at the HBP and energy

efficient fronthaul communication, which are the two key focus

areas in the next iteration of CHRONOS.
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