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Does Sensory Modality Matter?  
Not for Speech Perception

Speech perception is possible through sound, sight, and touch, and the speech 
brain treats all of this input the same. 

Speech by Touch
Rick Joy is deaf and blind. But you wouldn’t know this from our conversation. When I 
ask him questions about his language training, Rick provides detailed answers on how 
deaf-blind individuals were taught to perceive and produce speech. He then adds “I’m 
probably one of the last of my kind.” He explains that he only knows of eight remain-
ing individuals in the United States who have been trained to understand speech the 
way he understands mine: by touching my face. 

Rick is using the “Tadoma” method of perceiving speech by touching my lips, jaw, 
and neck with the fingers of his right hand (for demonstrations of Tadoma, see 
bit.ly/2WQq4E7). In this way, he is able to understand me about as well as when a 
hearing person is conversing in a noisy restaurant. I have to repeat myself every few 
minutes but this doesn’t inhibit the flow of our conversation. He responds with his 
own speaking voice. Rick’s Tadoma skills allowed him to excel in high school and 
become the first blind-deaf Eagle Scout. It also allowed him to graduate college and 
then design circuit boards for Hewlett-Packard for 30 years. 

The Tadoma technique was taught to a young Helen Keller and other deaf-blind chil-
dren in the early to mid-twentieth century. These days, there are fewer deaf-blind 
infants (thanks to the rubella vaccine), and for those who are, cochlear implants and 
other technical advances have made the use of Tadoma rare. Rick Joy is one of the 
last individuals known to have been formerly taught the technique. I ask Rick if this 
makes him feel special, and he answers “Not really. Tadoma is something anyone can 
learn if they have the time and patience. Of course, there’s not much of that around 
these days.” We both laugh.

Rick is absolutely correct about Tadoma. Research shows that subjects with normal 
hearing and vision can learn to use the technique nearly as well as Rick does if they 
are willing to dedicate 100 hours to practice (Reed et al., 1985). But it is the research 
on Tadoma novices that is most striking. Despite most of us having little, if any, experi-
ence touching faces for speech, we can all easily identify many consonants and vowels 
using the technique. Moreover, as soon as we touch a face for speech, we integrate the 
speech we feel with the speech we hear (Fowler and Dekle, 1991). For us novice users, 
touching the face of a talker can quickly enhance our understanding of noisy speech 
as well as make lipread speech easier to comprehend (Gick et al., 2008). This inher-
ent utility of felt speech is evident in brain reactivity; simultaneously touching and 
listening to a talker speeds critical evoked responses in auditory brain areas (Treille 
et al., 2014). Taken together, research on Tadoma shows that despite few of us using 
the technique as well as Rick Joy, our brains are ready to use felt speech and use it 
similarly to how it uses heard speech: as information about articulation.
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Sensory Modality and Speech Perception

The more we understand about the perceptual brain, the 
more it seems agnostic about sensory modality. Brain areas 
once thought dedicated to a single sense are now known 
to react to multiple senses (for a review, see Rosenblum 
et al., 2016). Many who study multisensory perception 
now believe that the perceptual brain is more accurately 
characterized as being designed around tasks and behav-
ioral function than around individual sensory systems 
(e.g., Reich et al., 2012). The research supporting this new 
conception comes from multiple areas of behavioral and 
neurophysiological perceptual science. However, much of 
what has come to be known as the Multisensory Revolution 
(e.g., Rosenblum, 2013) has been motivated by research on 
speech perception. The aforementioned research on Tadoma 
and felt speech has been part of this endeavor. But much 
more of this work has addressed our more usual way of 
perceiving speech: via audiovisual means. 

We All Lipread
Research shows that regardless of our hearing, we use visible 
speech (lipread) information when it is available. We use 
visible speech to enhance our perception of auditory speech 
that is degraded by background noise (e.g., Bernstein et al., 
2004b) or a heavy foreign accent (Arnold and Hill, 2001). 
We use visual speech as we acquire our first language(s) (e.g., 
Teinonen et al., 2008) and second languages (e.g., Hazan et 
al., 2005). In fact, not having access to visual speech during 
language development causes predictable delays for blind 
children, the remnants of which can be observed in adult-
hood (e.g., Delvaux et al., 2018). 

Perhaps the most compelling demonstration of audiovi-
sual speech is the McGurk effect (McGurk and MacDonald, 
1976). There are myriad examples of the effect online (e.g., 
illusionsindex.org/i/mcgurk-effect and acousticstoday.org/
speech-not-acoustic). In one example, a video of a face 
articulating the syllables “ba,” “ga,” “va,” and “la” is syn-
chronously dubbed with an audio recording of the repeated 
syllable “ba.” Observers asked what they hear typically 
report “ba,” “da,” “va,” and “tha” despite their ears receiving 
a clear “ba” four times. Thus, it seems that what we hear can 
be strongly affected by what we see. 

I have been demonstrating the McGurk effect in this way 
to my classes for over 30 years. Still, the effect works on me 
as well as it ever has. Indeed, research shows that the effect 
works regardless of one’s awareness of the audiovisual dis-
crepancy (e.g., Bertelson and de Gelder, 2004). The effect 

also works in different languages (e.g., Sams et al., 1998) 
when there are extreme audio and visual stimulus degrada-
tions (e.g., Rosenblum and Saldana, 1996) as well as across 
observers of different ages and perceptual experience (e.g., 
Jerger et al., 2014; but see Proverbio et al., 2016). There are 
certainly individual differences in the strength of the effect 
depending on, for example, the involved segments (e.g., 
related to native language). Still, the vast majority of (neu-
rologically typical) individuals show some form of the effect. 

One of the more interesting aspects of the McGurk effect 
is how visual speech can influence what one experiences 
hearing. This phenomenology corresponds to the neurophys-
iology of visual speech perception. Seeing an articulating 
face can induce activity in auditory brain areas, even for 
novice lipreaders (e.g., Calvert et al., 1997; see Rosenblum 
et al., 2016, for a review). In fact, visual speech was the first 
stimulus to show cross-sensory activation of a primary sen-
sory brain area in humans. Visual speech can also modulate 
more upstream (earlier) auditory mechanisms (Musacchia 
et al., 2006; Namasivayam et al., 2015). For audiovisual 
McGurk stimuli, a visual syllable “va” synchronized with an 
auditory “ba” induces auditory brain area activity consistent 
with the activity from hearing an auditory “va” (Callan et al., 
2001). Based on this neurophysiology, it is not surprising 
that observers experience “hearing” what they are seeing.

The McGurk effect is one of the most studied phenomena 
in modern perceptual psychology. However, some of us 
have recently questioned its use as a tool to measure the 
strength of multisensory integration (for reviews, see Alsius 
et al., 2018; Rosenblum, 2019). There is strong evidence, 
for example, that when the McGurk effect appears to fail 
(a perceiver reports just hearing the audio component), 
dimensions of the channels are still integrated (e.g., Bran-
cazio and Miller, 2005). 

Still, the effect is useful for simply establishing that inte-
gration has occurred, and the effect can occur in some 
very surprising ways. Consider the aforementioned speech 
perception by touch. Research shows that touching a face 
articulate syllables while listening to different syllables 
can make the heard syllables “sound” like those being 
felt (Fowler and Dekle, 1991). Relatedly, a brief puff of 
air applied to an observer’s skin (on the neck or arm) can 
integrate with synchronized heard syllables to make a “ba” 
sound more like a “pa” (e.g., Gick and Derrick 2009). In 
another touch example, a heard vowel (“ea” in “head”) can 

http://illusionsindex.org/i/mcgurk-effect
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sound different (as “a” in “had”) if it is synchronously timed 
with the gentle pulling up of the skin at the corner of a lis-
tener’s mouth (Ito et al., 2009). 

Besides demonstrating that the speech brain readily inte-
grates all relevant articulatory information regardless of 
modality, these touch examples help make another point. 
It seems that speech information can be integrated regard-
less of one’s experience with the modality through which it 
is conveyed. Very few of us have experience touching faces 
for speech, extracting speech information from puffs on our 
skin, or having our mouth pulled as we listen to speech. Still, 
observers seem to readily integrate that novel information 
for perception. 

In this sense, these examples may pose a challenge to 
probabilistic accounts of perception that assume that the 
likelihood of cue integration depends on probabilities 
derived from associative experience (e.g., Altieri et al., 2011). 
These accounts may also have a difficult time accounting 
for a very recent audiovisual example of the McGurk effect. 
Watching ultrasound videos of tongue blade movements can 
influence heard speech and induce brain responses charac-
teristic of typical audiovisual speech integration (e.g., Treille 
et al., 2018). It seems that the speech brain is primed to 
integrate all types of information for speech articulation, 
even without prior associative experience between the infor-
mation streams.

The Senses Share Their Experience
There is another context in which specific associative expe-
rience may be unnecessary for the modalities to help one 
another: speech learning. As mentioned, new language 
learners benefit from seeing as well as hearing someone 
speak. This multisensory training benefit also extends to help 
our auditory comprehension when later just listening to the 
new language (e.g., Hazan et al., 2005). Multisensory stim-
uli are also useful for training listeners with mild hearing 
impairments to better hear degraded speech (Montgomery 
et al., 1984). 

Multisensory training also helps us learn to audibly recognize 
a talker’s voice (e.g., Schall and von Kriegstein, 2014). Thus, 
if you are having difficulty distinguishing talkers on your 
favorite podcast, research suggests that you would greatly 
benefit from watching them speak for a short period. A small 
amount of audiovisual experience would then enhance your 
ability to distinguish the talkers by hearing alone.

The multisensory training benefit also allows one to 
understand what a new talker is saying but in a particu-
larly interesting way. It has long been known that listeners 
are able to better understand the speech of familiar versus 
unfamiliar talkers (for a review, see Nygaard, 2005). Predict-
ably, this familiar talker advantage is even greater if one has 
audiovisual experience with the talker (e.g., Riedel et al., 
2015). More surprising is that we are better able to lipread 
a familiar talker, even if our silent lipreading is not very 
good, and that familiarity is gained over just 30 minutes 
(e.g., Yakel et al., 2000). But even more surprising is that 
the experience one gets from silently lipreading a talker will 
then allow them to better hear that talker’s voice (Rosen-
blum et al., 2007). 

This is a particularly interesting instance of the multisen-
sory training benefit. In this experiment, participants never 
experienced the talker bimodally; they never simultaneously 
saw and heard the talker speak. Instead, their familiarity 
with the talker through lipreading seemed to transfer across 
modalities, allowing them to then hear that talker better. 

Related research shows that transfer of talker familiarity can 
also work in the opposite direction so that initial auditory 
experience with a talker makes them easier to lipread later 
on (Sanchez et al., 2013). Additionally, experience with rec-
ognizing talkers in one modality can transfer to allow better 
recognition of those talkers in the other modality (Simmons 
et al., 2015). 

How might talker experience transfer across modalities 
despite perceivers never having bimodal experience with 
the talker? It may be that perceivers are learning something 
about the talker’s articulatory style (e.g., idiolect). Because 
articulatory style can be conveyed audibly and visibly, learn-
ing to attend to a talker’s idiosyncrasies in one modality may 
allow a perceiver to attend to, and take advantage of, those 
same idiosyncrasies in the other modality. This conjecture 
is based on a number of other findings. 

First, despite our intuitions, talkers do look like they sound. 
This is apparent from research showing that perceivers can 
successfully match a talker’s voice to their (silently) articu-
lating face, even if the face and voice are saying different 
words (e.g., Lachs and Pisoni, 2004). Furthermore, perceiv-
ers are able to perform these matches when the voice is 
reduced to a signal of simple sine waves and the face is 
reduced to a video of white points moving against a black 
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background (Lachs and Pisoni, 2004). These sine-wave speech 
and point-light stimuli are, no doubt, very odd for perceivers. 
However, despite lacking what is typically thought of as useful 
audio and visual information for identifying talkers (e.g., fun-
damental pitch, voice timbre, lips and other facial features), 
these stimuli can convey both usable speech and talker infor-
mation (e.g., Remez et al., 1997; Rosenblum et al., 2002). 

It is thought that although severely degraded, these stimuli do 
retain talker-specific phonetic information, including articula-
tory style. If true, then the perceivers may be able to match faces 
to voices by attending to the remaining articulatory-style infor-
mation present in these odd stimuli. Moreover, it may be this 
talker-specific phonetic information, available in both modali-
ties, that the perceivers are learning as they become familiar 
with a talker. If so, then this may help explain the crossmodal 
talker facilitation effects. The perceivers may become familiar 
with, and adept at using, talker-specific phonetic information 
based on experience with one modality. When they are then 
presented the same talker-specific information in the other 
modality, they can use that experience to better recognize that 
talker and what they are saying. 

From this perspective, speech learning involves becoming 
more adept at attending to speech properties that are amodal: 
articulatory properties that can be conveyed through multi-
ple modalities. This is a striking claim that prompts multiple 
questions. For example, what form might these amodal infor-
mational parameters take if they can be conveyed in light and 
sound? The answer may be what has come to be known as 
supramodal information.

Supramodal Information
On the surface, auditory and visual speech information seem 
very different. Although auditory speech information is neces-
sarily revealed over time, visual speech is often construed as 
more spatial in nature (visible lip shapes, jaw position). But 
research with sine-wave and point-light speech stimuli (along 
with other work) has revealed another way of considering the 
information (for a review, see Rosenblum et al., 2016). Recall 
that both types of stimuli retain only the more global, time-
varying dimensions of their respective signals, yet are still 
effective at conveying speech and talker information. When 
considered in this way, the salient informational forms in each 
modality are more similar. 

Consider the higher order information for a very common 
speech production occurrence: reversal of the articulators as 

in the production of “aba.” As the jaw and lower lip rise, close 
the mouth, and then reverse, there is an accompanying reversal 
in optical (visible) structure (Summerfield, 1987). Importantly, 
this visible reversal is also accompanied by a reversal in the 
amplitude and spectral structure of the resultant acoustic signal. 
Furthermore, the articulation, optic, and acoustic reversals 
all share the same temporal parameters. Thus, at this level of 
abstraction, the audible and visible time-varying information 
takes the same form: a form known as supramodal informa-
tion (e.g., Rosenblum et al., 2016). The brain’s sensitivity to 
supramodal information may account for many multisensory 
speech phenomena.

Supramodal information may also account for the surprisingly 
high correlations observed between the signals (e.g., Munhall 
and Vatikiotis-Bateson, 2004). Detailed measures of facial 
movements have been shown to be highly correlated with 
amplitude and spectral changes in the acoustic signal. Part of 
the reason for the high correlations is the degree to which vis-
ible movements can inform about deeper, presumably “hidden,” 
vocal tract actions. Parameters of vocal intonation (vocal pitch 
changes) are actually correlated with, and therefore visible 
through, head-nodding motions. Similarly, the deep vocal tract 
actions of intraoral pressure changes and lexical tone (vowel 
pitch changes to mark words, as in Mandarin) can be perceived 
by novice lipreaders (Burnham, et al., 2000). 

The strong correlations between visible and audible speech 
signals have allowed usable visible speech to be animated 
directly from the acoustic signal (e.g., Yamamoto et al., 1998) 
and audible speech to be synthesized from the parameters of 
visible speech movements (e.g., Yehia et al., 2002).

Returning to speech perception, the supramodal information 
thesis states that the brain can make use of this higher level 
information that takes the same form across modalities. In 
fact, research shows that when supramodal information for a 
segment is available in both modalities, the speech function 
seems to take advantage (e.g., Grant and Seitz, 2000). As inti-
mated, the supramodal information thesis might help explain 
how speech and talker learning can be shared across modalities, 
without bimodal experience. If listening to a talker involves 
attuning to supramodal talker-specific properties available in 
the acoustic signal, then later lipreading the talker becomes 
easier because those same supramodal properties can be 
accessed by the visual system. A similar conception may help 
explain multisensory training benefits overall as well as our 
ability to match talking voices and faces. 

Sensory Modality and Speech Perception
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The supramodal thesis also seems compatible with the modal 
flexibility of the brain (e.g., Rosenblum et al., 2016). As stated, 
auditory brain areas respond to visual, and even haptic, speech 
(for reviews, see Treille et al., 2014; Rosenblum et al., 2016). 

The supramodal account may also help explain some gen-
eral commonalities observed across the auditory and visual 
speech functions. First, sine-wave and point-light speech 
show that the brain can use dynamic, time-varying infor-
mation in both modalities (Remez et al., 1997; Rosenblum 
et al., 2002). A second general commonality is that talker 
information can interact with, and even inform, speech per-
ception in both modalities. As stated, we perceive speech 
better from familiar talkers whether listening or lipreading, 
despite having little formal experience with the latter. There 
is also neurophysiological evidence for a single brain area that 
brings together audiovisual talker and phonetic information 
(e.g., von Kriegstein et al., 2005). 

We Always Imitate
There is third general way in which auditory and visual speech 
perception are interestingly similar; they both act to shape the 
phonetic details of a talker’s response. During conversation, 
talkers will inadvertently imitate subtle aspects each other’s 
speech intonation, speed, and vocal intensity (e.g., Giles et al., 
1991). Talkers will also subtlety imitate one another’s more 
microscopic aspects of speech: the phonetic details (e.g., Pardo, 
2006). These details include vowel quality (e.g., Pardo, 2006) 
and the talker-specific delay in vocal cord vibration onset for 
segments such as “p” (Shockley et al., 2004). 

This phonetic convergence not only occurs in the context of 
live conversation but also in the lab when participants are 
asked to listen to words and then simply say the words they 
hear out loud (e.g., Goldinger, 1998). Despite never being 
asked to explicitly mimic, or even “repeat,” participants will 
inadvertently articulate their words in a manner more similar 
to the words they hear. There are a number of possible rea-
sons for phonetic convergence including facilitation of social 
bonding (e.g., Pardo, 2006); easing speech understanding 
when faced with background noise (Dorsi et al., in prepara-
tion); and/or a by-product of the known link between speech 
perception and production (e.g., Shockley et al., 2004). 

Importantly, there is now evidence that phonetic convergence 
can be induced by visible speech in perceivers with no formal 
lipreading experience (Miller et al., 2010). Visible speech can 
also enhance convergence because research shows that having 

visual as well as audible access to a talker’s articulations will 
increase one’s degree of imitation (e.g., Dias and Rosenblum, 
2016). Finally, evidence shows that audible and visible speech 
integrate before inducing convergence in a listener’s produced 
speech (Sanchez et al., 2010). 

The fact that both auditory and visual speech behave similarly 
in inducing convergence is consistent with the neuroscience. 
As intimated, one explanation for convergence is the hypoth-
esized connection between speech perception and production 
(e.g., Shockley et al., 2004). Convergence may partly be a 
by-product of the speech production system being enlisted 
for, and thus primed by, perception of the idiosyncrasies of 
a perceived word. The question of motor system involve-
ment in speech perception has been ongoing since the 1960s 
(for a review, see Fowler et al., 2015). Although it is unclear 
whether motor involvement is necessary or just facilitatory 
(e.g., Hickok et al., 2009), it is known that speech motor brain 
areas are typically primed during speech perception (for a 
review, see Rosenblum et al., 2016). 

Importantly, it is also known that motor areas of the brain 
are primed during visual speech perception regardless of one’s 
formal lipreading experience (e.g., Callan et al., 2003). Motor 
brain involvement also seems enhanced when perceiving 
audiovisual versus audio-alone or video-alone speech (e.g., 
Callan et al., 2014; but see Matchin et al., 2014). This find-
ing is consistent with the enhanced phonetic convergence 
observed for audiovisual, versus audio speech (e.g., Dias and 
Rosenblum, 2016). 

Thus, both the behavioral and neurophysiological research 
reveal a commonality in the ability of auditory and visual 
speech information to induce a convergent production 
response. This characteristic joins time-varying and talker-
relevant dimensions as general forms of information 
commonalities across the modalities. These facts, together 
with the close correlations between the detailed visible and 
acoustic dimensions, provide support for the speech brain 
being sensitive to a supramodal form of information. 

Future Questions
The supramodal account proffers that much of multisensory 
speech perception is based on a speech function sensitive to 
higher order information that takes the same form across 
modalities. Although this may seem an unconventional 
theory of multisensory perception, we believe that it is consis-
tent with much of the behavioral and neurophysiological data. 
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Future research can be designed to test additional aspects 
of the theory. Fortunately, the theory makes some very spe-
cific predictions. For example, if multisensory perception is 
actually a consequence of common supramodal informa-
tion contained in both light and sound, then “integration” 
functionally occurs at the level of the stimulus input. If this is 
true, evidence of integration should be observed at the earli-
est stages. Potentially, early integration is already evidenced 
by (1) visual modulation of early auditory brain areas and 
(2) crossmodal influences of low-level speech features, such 
as the voice onset timing distinguishing “p” from “b.” How-
ever, other researchers have argued that the modalities stay 
separate up through the determination of words (Bernstein 
et al., 2004a). Future research will need to examine additional 
evidence for early versus later integration of the channels.

Relatedly, if as the supramodal approach claims, integration 
is a function of the input itself, then integration should be 

“impenetrable” to other cognitive influences (e.g., higher level 
linguistics, attention). However, a number of studies have 
shown higher level lexical influences on the strength of the 
McGurk effect (e.g., Brancazio, 2004), contrary to the predic-
tion of the supramodal account. As intimated above, however, 
the McGurk effect is not a straight forward tool for measuring 
integration. Very recent research suggests that lexical influ-
ences may actually bear on postintegration categorization 
of segments (Dorsi, 2019). Still, more research is needed to 
determine the degree to which multisensory integration is 
impenetrable to outside cognition.

Finally, although work has been conducted to discover 
supramodal information across audio and visual channels, 
similar principles may apply to the haptic channel as well. As 
discussed, the haptic channel seems to induce the same per-
ceptual and neurophysiological cross-sensory modulations as 
audio and visual speech. It is less clear how an informational 
form in the haptic stream could be supramodal with the other 
channels (but see Turvey and Fonseca, 2014). Future research 
can address this question to explain the miraculous abili-
ties of Rick Joy to provide his speech brain with articulatory 
information from a most surprising source. 
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