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Abstract—Massive MIMO is one of the key technologies in 5G
wireless broadband, capable of delivering substantial improve-
ments in capacity of next-generation wireless networks. However,
due to its inherent complexity, its operation, reconfiguration,
and enhancement present significant challenges and risks. In this
paper we present RENEW, a fully programmable and observable
massive MIMO network. We present the architectural design for
full programmability at every layer of the wireless stack, from
the radio hardware, including PHY and MAC layer configura-
tions, all the way up to the network core functionality using
network function virtualization. We also present mechanisms to
enable observability at every layer of the stack. These include
various indicators in the radio and core access network, hence
enabling effective monitoring, troubleshooting, and performance
evaluation of the network at large.

Index Terms—Massive MIMO, 5G, open-source, software de-
fined radio

I. INTRODUCTION

The wireless industry rightfully boasts amazing statistics: a
$1+ trillion market with nearly 7 billion devices, and each 10
MHz spectrum adds $3 billion to GDP & over 200,000 jobs in
the workforce [1]. However, all predictions of future wireless
usage make these numbers look insignificant, as we aspire to
wirelessly connect nearly everything to the Internet. With aug-
mented and virtual reality (AR/VR), Internet of Things (IoT),
manufacturing, connected cars, drones and yet to-be-invented
applications, the number of wireless-empowered applications
is about to explode. In short, the wireless industry will soon
have to become everything to everyone. For each innovative
application domain, wireless connectivity will have to achieve
a previously impossible combinations of bandwidth, reliabil-
ity, power efficiency, complexity and coverage requirements.
Unfortunately, today researchers have neither the foundational
principles nor the experimental tools to systematically explore
the large design space to realize this vision of future wireless.

The wireless networks that we have today are clearly not
the wireless networks that we need for the future. Significant
advancements cannot be attained by tinkering around the edges
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Fig. 1: (Left) Third-generation Argos base station on rooftop as part
of ArgosNet/RENEW along with an AA battery (in front of the base-
station) to illustrate its size. The current design (power, antennas,
networking) can scale to 160 antennas. (Right) Inside the base station
are daisy chains of Iris software-defined radio modules; a nine-
module chain shown here.

of existing networks. To drive forward the science of wireless
networking, we need innovative researchers to build their own
networks on a large scale and in real environments, with
control and visibility from the lowest layers of the radio up
to the top of the application stack. Since wireless devices are
diverse and mobile, the testbed must be too; since technologies
change rapidly (and sometimes unpredictably) at all layers
of the stack, the platform must likewise be able to adapt to
community needs to stay relevant. This living laboratory needs
to be built with the precision of a scientific instrument so
that experimenters can have confidence in the accuracy and
reproducibility of their results, and must be built from the
ground up to support the scientific process. It must support
not only competition in the race for cutting edge technologies,
but also cooperation and collaboration that enables researchers
and industrial users to build on each other’s work.

To address the above challenge, in 2018 we have begun
the design of Reconfigurable Eco-system for Next-generation
End-to-end Wireless (RENEW) – a large-scale massive MIMO
scientific instrument and eco-system that will enable research
at the forefront of the wireless revolution for years to come.
RENEW is designed to enable a broad segment of the research
community to address fundamental research questions in
wireless communications and wireless-and-mobile networking
in order to have a broad impact in accelerating wireless
technology. In addition, RENEW will enable research on a



broad range of related applications and services that depend
on wireless networks. RENEW leverages Rice Argos [2] to
provide a fully open-source massive MIMO framework. Each
many-antenna Argos base station employs multiple custom
programmable Software Defined Radio (SDR) modules called
Iris (from the company Skylark Wireless [3]), as their building
blocks. Similarly, clients are based on Iris modules.

RENEW will be deployed as part of the POWDER project
at the University of Utah campus. The network will largely
consist of outdoor, high-powered transmitters as well as client
nodes with high mobility (installed on shuttle buses) and a
mix of indoor and outdoor fixed nodes deployed across the
university campus [4].

II. RENEW TECHNICAL INNOVATIONS

The key technical innovations of RENEW are:
End-to-end Programmable: Leveraging Rice Argos [2],

RENEW will support programmability at all network layers
and end-to-end, including programmable diverse spectrum
access from 50 MHz to 3.8 GHz. Additionally, RENEW will
have three tiers of computing resources adequate for cutting-
edge research into software realization of network functions
including the physical layer: (i) a hybrid edge computer, at
each base-station, composed of FPGA and GPU/CPU-based
processing, and (ii) small data center at the deployment site,
with very low-latency communication across multiple base-
stations.

End-to-end Observable: RENEW will provide end-to-
end programmability along side end-to-end observability, a
key ingredient for research advancement and reproducibility.
RENEW observability will encompass infrastructure and pro-
grammable clients, resulting in extensive and unique data-sets,
spanning many layers in the network, including apps.

Infrastructure as Distributed System: A testbed like
RENEW is a heterogeneous distributed system for which ap-
plication development is notoriously difficult. To address this
problem, we will combine distributed systems technologies
and the special properties of wireless infrastructure to build a
RENEW resource manager. Akin to a distributed operating
system, the resource manager presents each experiment a
virtual testbed and coordinates multiple virtual testbeds. By
leveraging the event-driven and data-driven nature of wireless
network infrastructure, the resource manager further allows
experimenters to record behavior traces, at various points in
the testbed and across the network stack, and replay them to
understand their designs under investigation.

Ahead-of-standards Open-source Network Stacks: RE-
NEW will provide an open-access growing research reposi-
tory with fully operational network stacks aiming to stay a
generation or more ahead of wireless standards, in addition to
supporting current standards (LTE and Wi-Fi) for baselines.
The initial research repository will support recent advances
such as Massive MU-MIMO, full-duplex, coordinated multi-
point, diverse-spectrum PHY and access mechanisms, and
software-defined networking (SDN) and network function vir-
tualization (NFV). The repository will enable the community

Name space File abstraction Measurement

Resource manager

Infrastructure

Virtual testbed abstraction

Development support

Experiments

Research repository

Network 
services

Cellular core 
functions

Network dev. 
support

RAN dev. 
support

Fig. 2: RENEW architecture layers.

to research large system-level innovations against existing
concepts throughout the network stack.

III. PLATFORM TECHNICAL ARCHITECTURE DESIGN

The RENEW end-to-end programmable architecture con-
sists of three layers: infrastructure, resource manager, and
development support for experimenters as summarized by
Figure 2.

The infrastructure, described in §III-A, constitutes all the
resources, both hardware and software, necessary for assembly
of network functions at all layers. The resource manager, akin
to a distributed operating system for the infrastructure, pro-
vides a virtual testbed abstraction that guarantees availability
of specified resources to experimenters, creating an illusion to
them that they are the sole users of these resources. Under the
hood, the virtual testbed relies on a hierarchical name space
and a virtual filesystem to address and virtualize infrastruc-
ture resources. The development support provides interfaces
and libraries for users from diverse research communities to
develop and debug experiments that may access infrastructure
resources at different layers of the infrastructure. Included
in the development support will be an open-access research
repository of experiment implementations and building blocks
to seed the research and education use for each research
community. The collaborative development of the research
repository will both seed and accelerate the use of the testbed
by the broader research community.

A. Infrastructure

Below we will describe the infrastructure for the RENEW
platform.

1) Programmable Radio Access: Iris SDR: RENEW em-
ploys a programmable SDR module, called Iris from Skylark
Wireless [3], as the building block for its many-antenna base
stations and clients. Iris was developed for ArgosNet and has
been used for both its base stations and clients. Iris combines
an LMS7002M SDR transceiver [5] with the Xilinx 7z030
system-on-a-chip (SoC). LMS7002M is a frequency-agile 2×2
transceiver that can be tuned from 50 MHz to 3.8 GHz,
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Fig. 3: Architectural view of RENEW base station which is an
upgrade of Argos base station.

sampling a maximum of 56 MHz of contiguous bandwidth
on each radio interface with 12-bit ADC. Xilinx 7z030 SoC
includes dual-core ARM Cortex-A9 and medium-sized FPGA
fabric. On Iris, the 7z030 SoC communicates with LMS7002M
through high-speed I/Q lines from the FPGA fabric for data
and through the SPI bus for control.

Iris carries an interchangeable RF frontend to support high
RF performance at various bands. There are three RF frontends
commercially available for Iris for use in RENEW. The first
has no filtering or amplification but supports the full frequency
range, ie. 50 MHz to 3.8 GHz, by feeding LMS transceiver
output to antennas with 0 dBm transmit power. The other two
frontends have filters & amplifiers and therefore are band-
specific: one supports 470-700 MHz UHF with 30 dBm trans-
mit power and the other supports both 2.4-2.7 GHz and 3.5-3.8
GHz with 28 dBm transmit power, respectively. Notably, each
Iris has a width of 1.55” with two TX/RX antenna ports at the
front-end. Such form factor allows half-wavelength separation
at 3.8GHz, provided that dual-polarization antennas are used
in the system.

Base station: The RENEW base station is based on Argos
base station (shown in Figure 1) but with important updates.
It consists of daisy chains of Iris modules as depicted by
Figure 3, using two specialized bus connectors on each side
of Iris modules. The bus connectors carry reference clock
and power as well as 4 GPIO lines and 13.2 Gbps serial
link routed to the FPGA fabric, thereby eliminating the need
for cabling between Iris modules while locking all daisy-
chained Iris modules in frequency and enabling phase-coherent
MIMO operation. A Hub board like the Xilinx ZCU102
development board combines multiple daisy chains coherently
through a customized backplane that provides high-precision
clocking, power, and bi-directional connectivity. The Hub also
aggregates/distributes streams of samples from/to all radios.

Network clients: Iris-based clients will also be deployed
throughout the infrastructure. Because 7z030 SoC, the heart
of Iris, has dual ARM Cortex A9 cores, the client is capable
of running a full stack Linux to drive the lower network layers
implemented in the FPGA fabrics. We will develop a traffic

generator on top of the Linux stack. The generator behaves
like a mobile app and sends/receives packets through the Iris
radio front-end. A research user can control this generator in
two ways. First, she can offline download a database to the
client for the generator to use. More importantly, she can use
the Ethernet or Wi-Fi connectivity to the client to drive its
traffic generator in real-time, e.g., routing the traffic from a
real smartphone to the client.

2) Low-latency Network Infrastructure: RE-
NEW/POWDER will have a high-speed, ultra-low latency
network connecting the multiple massive MIMO base stations
relying on redundant 40 Gbps circuits which will be deployed
over existing dark fiber resources. The network will provide
commonly needed capabilities such as DNS, DHCP, SMTP,
authentication, and logging services, and portions of them
will be available as resources for experiments.

3) Distributed Programmable Computing Resources: The
RENEW/POWDER platform will have programmable com-
puting resources distributed across the infrastructure that are
adequate for real-time implementation of physical layer in-
novations, especially software realization of radio-access and
network functions. In addition, we will provision abundant
and heterogeneous processing capability at a data center in
the deployment site.

4) Functions for Cellular Core: On top of the flexible
network infrastructure and data centers described above, RE-
NEW/POWDER will support a key set of cellular network
functions for traffic between the clients and the Internet.
Instead of using expensive, non-reconfigurable specialized
equipment like in today’s LTE networks, RENEW/POWDER
will realize these functions in software, leveraging SDN and
NFV, for greater flexibility, efficiency, and scalability.

B. Resource Manager

On top of the physical infrastructure described above,
RENEW/POWDER employs a resource manager to manage
and monitor its resources, provide arbitrated access to them,
and enforce isolation between different users. The resource
manager does so with an abstraction called virtual testbed.
A virtual testbed consists of a set of resources defined and
guaranteed by the manager. Each experiment runs inside its
dedicated virtual testbed and is isolated from other concur-
rently running experiments. The virtual testbed abstraction
leverages many resources’ innate support for concurrent users
and capacity provisioning, e.g., servers, fibers and network
switches. For these resources, the resource manager admits
users based on their capacity to ensure that concurrent running
experiments do not interfere with each other. On the other
hand, resources like antennas, FPGAs, and even the wireless
channels, are difficult, if possible at all, to share by concurrent
users. For these resources, the resource manager will allow
time-division multiple access by default and cannot allocate
them to two concurrently running virtual testbeds. The virtual
testbed abstraction will build on top a hierarchical name space
and virtual filesystem.



C. Development Support

Given RENEW’s complexity, we will provide a core set
of frameworks to facilitate experiment development. PHY
and MAC experiment development: RENEW will support
both software-based and hardware (FPGA)-based development
flows, allowing I/Q samples to be processed by various
computing resources, from FPGA within the Iris module
module to the server colocated with the base station and
to the data center. For both flows, we will provide open-
source examples. For real-time experiments that require the
computational power of the FPGA inside the Iris module,
RENEW supports the Xilinx FPGA development flow and
provides scripts to automate much of it. Because RENEW
abstracts each FPGA as a virtual file, configuring the FPGA
is as easy as writing into the corresponding file.

For software-based development flow, RENEW abstracts
Iris modules with SoapySDR [6], an open-source SDR abstrac-
tion framework. SoapySDR integrates multiple available SDR
drivers in the market, such as UHD by Ettus Research. As a
result, experiments implemented for the popular GNURadio
framework can be readily run on RENEW. Additionally,
RENEW supports development flows using multiple program-
ming languages, including MATLAB, C, and Python.
Network experiment development: By supporting OpenAir-
Interface and OpenEPC, RENEW immediately supports their
associated development frameworks. The orchestration layer
on POWDER fully manages all of the resources, including
compute and radio nodes. The experiments will be fully de-
scribable (and therefore repeatable) using JSON configuration
files.
Open-access research repository: We will develop a large
open-access research repository spanning all layers in the
network stacks. While many of the simpler blocks are available
as part of open-source development frameworks such as GNU
radio, there are many advanced wireless algorithms that are
not yet available. The repository will include:

(i) Physical layer blocks implemented in both hardware
(Verilog/VHDL) and software (C/C++ and Python). These
include centralized and decentralized algorithms for downlink
precoding/beamforming and uplink equalization and detection
including maximum-ratio combining, zero-forcing, and min-
imum mean-square error methods for massive MIMO. Also
channel coding and decoding including turbo, LDPC, and
Polar code families will be provided. Additionally, we will
release blocks for modulation waveforms such as OFDM and
filter bank multi-carrier waveforms for 5G research.

(ii) Standard and experimental stacks that include
IEEE 802.11g/n/ac FPGA implementation, LTE Release 10
based on OpenAirInterface software framework with exper-
imental modules such as massive MIMO with many client
support. For massive MIMO research, we will provide a
custom experimental stack developed in both hardware and
software [7] with support for channel sounding, calibration,
control channels, beamforming, as well as massive-MIMO
full-duplex using the recent scheme SoftNull [8] which scales

gracefully to massive MIMO systems. For cloud radio-access
network (RAN) and coordinated multi-point (CoMP) research,
we will provide C- and FPGA- based implementations of
multi-cell time and frequency synchronization, automatic gain
controls, and joint scheduling and beamforming.

(iii) To demonstrate the flexibility of RENEW’s network and
cellular core support, we will provide a low-latency cellular
core realization [9] that uses a dedicated container to host
necessary network functions for each client, in contrast to
today’s LTE evolved packet core (EPC) architecture where
clients share instances of network functions. By locating the
client container, and required network functions, in the edge
computer close to the client, this design can significantly
reduce cellular core latency: in today’s LTE EPC, the client
traffic has to be routed through shared network function
instances that are often many hops removed from the client.

IV. SUPPORTED RESEARCH EXPERIMENTS

RENEW/POWDER will support core wireless research
communities while also creating an environment that wel-
comes and supports new emerging and synergistic areas.

Wireless Architectures: With each generation, it has
become increasingly harder to improve the spectral efficiency
of wireless networks. It is not surprising then to see the pattern
of innovations in the last decade that have been challenging
traditional paradigms, e.g. massive MIMO [10]–[12], full-
duplex [13], [14], Polar codes [15], and Coordinated Multi-
point [16], [17]. Each of these ideas was so radical at their
introduction that pure theory was not considered acceptable
and experimental validations were considered crucial. Ex-
trapolating forward, we expect that the next round of ideas
will further challenge conventional wisdom, and hence will
need large-scale testbed instantiations. RENEW/POWDER’s
computing and fiber networking architecture will achieve near-
best-possible latencies across the whole network with massive
MIMO, full-duplex and diverse spectrum support, and thereby
allow exploration of designs that can explore the tradeoff,
e.g. between throughput, latency, antennas per base-station,
bandwidth, network core design and geographical coverage.

Distributed and Network Systems: RENEW/POWDER
will open the network and computing infrastructures that are
traditionally under tight control by carriers, with an expected
impact similar to what software-defined network (SDN) tech-
nology has had on the Internet and data centers. Existing
cellular networks consist of two distinct subsystems before
interfacing with the Internet: the RAN and the evolved packet
core (EPC) network. While RAN testbeds like WARP [18],
NI and USRP [19], [20], BigStation [21] and ArgosNet [2]
have allowed cutting-edge research about the last wireless hop,
the researchers do not have access to a combined open-access
RAN and EPC network. RENEW/POWDER will provide the
first such end-to-end programmable wireless network testbed.
It will leverage general-purpose systems based on an open-
source software stack, and off-the-shelf connectivity, i.e., Eth-
ernet over fiber.



Mobile & Ubiquitous Computing: The high through-
put, low latency supported by RENEW/POWDER and the
distributed computing resources in the testbed provide an
opportunity to investigate technical challenges facing novel
applications that serve mobile users. For instance, AV/VR
applications are well-known for the demanding requirements
in computational power and latency [22]. As a result, there
is significant research on off-loading computation to edge
computers or cloudlets that rely on high-speed, low-latency
links [23]. Several emerging applications of AR/VR such as
education, training of medical and military personnel, and
entertainment will only be unlocked when such links are
wireless [24]. Our platform will provide the infrastructure to
investigate novel methods in multiple frontiers, from program-
ming models to data privacy and system security.

Security and Privacy: Security in current and emerging
mobile/wireless applications, such as Autonomous Vehicles
or self-driving cars or IoT-enabled cyber-manufacturing, will
be critical to operational safety [25]. While security has been
explored at each of the individual layers, there has not been
a systematic investigation into multi-layer network security
– RENEW will provide a testbed to experimentally evaluate
cross-layer security architectures, e.g., what security primitives
should be built into the lower network layers, and across
networked systems, from mobile devices to base station to
gateway and eventually to cloud services, in order to enable
strong security guarantees.

Machine Learning/Artificial Intelligence: Machine
Learning is expected to adapt the system dynamically to its
most efficient state, and to ensure and monitor its security
and safety. Inferring and detecting anomalies over networks is
an active area of research using FPGA and GPU computing
systems [26]. Yet existing machine learning technologies are
incapable of dealing with the unprecedented volume and rate
of data required to protect future wireless communications.
RENEW will provide an ideal testbed with real-time high-
volume and high-speed wireless data; it will be invaluable
for deploying and testing next generation machine learning
algorithms for ultra-high speed data mining research.

V. CONCLUSION

In this paper we introduce the open-source massive MIMO
RENEW platform for enabling wireless research. The platform
includes user-programmable software defined radios, plus ex-
tended functionality such as specialized antennas, radios, and
hubs. It will also have modest local compute and storage
capabilities (i.e., edge compute with sub-ms latency), and the
ability to access large amounts of cloud computing capacity.
On top of this infrastructure, we are planning to run a
sophisticated testbed control framework that builds in support
for complex device provisioning and a set of tools for scientific
workflow management, collaboration, and artifact sharing.
This platform is part of the RENEW/POWDER partnership
created to design, build, and operate a new city-scale living
laboratory for accelerating wireless technology innovation.
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