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Abstract: Authenticated ciphers, which combine the cryptographic services of confidentiality,

integrity, and authentication into one algorithmic construct, can potentially provide improved

security and efficiencies in the processing of sensitive data. However, they are vulnerable to

side-channel attacks such as differential power analysis (DPA). Although the Test Vector Leakage

Assessment (TVLA) methodology has been used to confirm improved resistance of block ciphers to

DPA after application of countermeasures, extension of TVLA to authenticated ciphers is non-trivial,

since authenticated ciphers have expanded input and output requirements, complex interfaces,

and long test vectors which include protocol necessary to describe authenticated cipher operations.

In this research, we upgrade the FOBOS test architecture with capability to perform TVLA on

authenticated ciphers. We show that FPGA implementations of the CAESAR Round 3 candidates

ACORN, Ascon, CLOC (with AES and TWINE primitives), SILC (with AES, PRESENT, and LED

primitives), JAMBU (with AES and SIMON primitives), and Ketje Jr.; as well as AES-GCM,

are vulnerable to 1st order DPA. We then use threshold implementations to protect the above cipher

implementations against 1st order DPA, and verify the effectiveness of countermeasures using the

TVLA methodology. Finally, we compare the unprotected and protected cipher implementations

in terms of area, performance (maximum frequency and throughput), throughput-to-area (TP/A)

ratio, power, and energy per bit (E/bit). Our results show that ACORN consumes the lowest

number of resources, has the highest TP/A ratio, and is the most energy-efficient of all DPA-resistant

implementations. However, Ketje Jr. has the highest throughput.

Keywords: cryptography; authenticated cipher; field programmable gate array; power analysis;

side channel attack; countermeasure; lightweight; TVLA; t-test

1. Introduction

Today’s environment of large and high-speed centralized cloud-based computing is expanding

into tomorrow’s smaller and lightweight edge-based computing, which will consist of billions of

devices in the “Internet of Things” (IoT). IoT devices are both resource-constrained, especially in terms

of power and energy, and particularly vulnerable to exploitation and compromise, since they are more

likely to be physically accessible by an adversary.

Authenticated ciphers, such as AES-GCM, are well-suited for lightweight edge devices in the IoT,

since they combine the functionality of confidentiality, integrity, and authentication services, and can
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standardization process takes into account candidate ciphers’ abilities to be protected against

side-channel attacks. Additionally, the NIST LWC standardiztion process emphasizes the desire

for third-party analysis, i.e., analysis by researchers other than the authors of cipher submissions [5].

Given the widespread interest in developing and standardizing authenticated ciphers, it is

useful to examine implementations of authenticated ciphers with specified lightweight use-cases to

compare resistance of unprotected and protected implementations to DPA, as well as their costs of

protection. However, to date, there has been no study of the side-channel resistance of a large group of

authenticated ciphers, implemented using the same methodology and same test equipment, and no

study of their comparative costs of protection against DPA.

In this work, we demonstrate a methodology for determining vulnerabilities of authenticated

ciphers to DPA, and evaluating the effectiveness of DPA countermeasures. We use an existing

Test Vector Leakage Assessment (TVLA) methodology (i.e., t-test, further discussed in “Materials

and Methods”) [6,7], and upgrade the Flexible Open-source workBench fOr Side-channel analysis

(FOBOS) [8], to perform TVLA on authenticated ciphers. The FOBOS interface with the victim cipher

implementation is standardized by leveraging the CAESAR Hardware Applications Programming

Interface (API) for Authenticated Ciphers, which was adopted by the CAESAR committee in

May 2016 [9,10]. Additionally, our use of the CAESAR Hardware API Development Package,

available at [11] enables a repeatable and exportable test methodology for all CAESAR candidates.

Using the augmented FOBOS, we demonstrate t-tests on unprotected implementations

of the CAESAR Round 3 variants of the ACORN, Ascon, CLOC-SILC, JAMBU, and Ketje

families of authenticated ciphers, described in [12–16], respectively. We choose these ciphers

since their authors have specified an intended lightweight use case for their respective ciphers.

We additionally analyze an existing defacto authenticated cipher standard AES-GCM, described in [17],

for purposes of comparison. We use register transfer level (RTL) VHDL implementations of

AES-GCM, Ascon, CLOC-AES, JAMBU-AES, and SILC-AES available at [18], ACORN at [19],

CLOC-TWINE, SILC-PRESENT, and SILC-LED at [20], JAMBU-SIMON available at [21], and Ketje Jr.

available at [22]. The authenticated ciphers investigated in this research, including relevant

characteristics, are summarized in Table 1.

Table 1. Authenticated ciphers examined in this research.

Authenticated Cipher Spec Implementation Key Size [bits] Block Size [bits] Tag Size [bits]

AES-GCM [17] CERG GMU [18] 128 128 128
ACORN [12] CCRG NTU [19] 128 1 128
Ascon [13] CERG GMU [18] 128 64 128

CLOC-AES [14] CERG GMU [18] 128 128 64
CLOC-TWINE [14] CLOC-SILC Team [20] 80 64 32

SILC-AES [14] CERG GMU [18] 128 128 64
SILC-PRESENT [14] CLOC-SILC Team [20] 80 64 32

SILC-LED [14] CLOC-SILC Team [20] 80 64 32
JAMBU-AES [15] CERG GMU [18] 128 64 64

JAMBU-SIMON [15] CCRG NTU [21] 96 48 48
Ketje Jr. [16] Ketje-Keyak Team [22] 96 32 64

AES is Advanced Encryption Standard; GCM is Galois Counter Mode; CERG is Cryptographic Engineering
Research Group; GMU is George Mason University; CCRG is Coding and Cryptography Research Group;
NTU is National Technical University; CLOC is Compact Low-overhead Counter Feedback Mode; SILC is
Simple Lightweight Counter Feedback Mode. Spec is specification.

After demonstrating vulnerabilities of the unprotected cipher implementations to DPA, we seek

to employ countermeasures to mitigate vulnerabilities. Although there are several types of DPA

countermeasures, including algorithmic and non-algorithmic countermeasures, we limit our research

to one particular algorithmic countermeasure called threshold implementations (TI).

TI, introduced in [23], involve the separation of sensitive data into “shares”. Computations are

subsequently performed on individual shares, in order to prevent an adversary from being able to

simultaneously have access to all sensitive data. TI are based on the concepts of secret sharing and
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multi-party communications, where the communications of a single party do not provide sufficient

information to reveal the contents of an entire message [23–25].

TI are designed to provide security in CMOS technologies which are subject to glitches,

where multiple level transitions per clock cycle can be observed by an attacker and correlated to

recover sensitive data [26]. In order to be provably secure against power analysis in the presence

of glitches, algorithmic countermeasures constructed using TI should adhere to the following three

properties, as discussed in [23]:

1. Non-completeness. Every function is independent of at least one share of each of the input

variables. Defined formally, if z = F(x, y), and x and y are divided into n shares, then

z1 = f1(x2, x3, . . . , xn, y2, y3, . . . , yn),

z2 = f2(x1, x3, . . . , xn, y1, y3, . . . , yn),

...

zn = fn(x1, x2, . . . , xn−1, y1, y2, . . . , yn−1).

Since zi does not depend on xi and yi, it cannot leak information about xi or yi.

2. Correctness. The sum of the output shares gives the desired output. Formally,

z = ⊕n
i=1,

where

zi = N(x, y).

3. Uniformity. A realization of sharing z = F(x, y) is uniform if for all distributions of the inputs x

and y, the output distribution preserves the input distribution.

A nonlinear second-degree algebraic function, such as z = xy (e.g., a 2-input and gate), can be

shared using three TI shares, since d + 1 shares are required to share a function of degree d. However,

as discussed in [27,28], achieving TI sharings which are simultaneously non-complete and uniform is

not trivial. The uniformity property can be achieved by supplying fresh random bits (e.g., “resharing”

or “remasking” randomness); however, this requires augmenting an implementation with a source

of randomness, which must either be imported into the device, or generated internally at run-time.

Thus, the engineer must make a decision whether to use fewer TI shares, which increases the amount

of required additional randomness, or more TI shares, which results in more required logic.

Although TVLA has been used to show vulnerabilities in block ciphers, and to confirm the

effectiveness of countermeasures to DPA (e.g., [29,30]), it has not previously been used to demonstrate

improved resistance for a large group of authenticated ciphers. In this research, we enhance the

methodology of [30] to provide the first documented methodology suitable for analyzing side-channel

resistance, and evaluating the effectiveness of countermeasures against side-channel attacks (SCA), for a

large number of authenticated ciphers (i.e., 11 cipher variants in this research). Our methodology uses

a free and open-source SCA test bench (FOBOS), published specification for the CAESAR Hardware

API for Authenticated Ciphers, associated Development Package, and publicly-available source codes

for the unprotected cipher implementations in this research. As such, it should be possible for other

researchers to either duplicate, or improve upon these results.

Having established a baseline of identically protected implementations of authenticated ciphers,

we compare unprotected and protected implementations in terms of FPGA resources in the Spartan-6

FPGA (LUTs and slices), maximum frequency (MHz), throughput (Mbps), throughput-to-area (TP/A)

ratio (Mbps/LUT), power (mW), and energy per bit (E/bit) (nJ/bit), in order to determine absolute

and relative costs of protection.
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The authenticated ciphers at [18] using AES as a cryptographic primitive (i.e., AES-GCM, CLOC,

SILC, and JAMBU) are optimized for high-speed operations, and use a full-width AES core which

executes a 128-bit block encryption in 10 clock cycles. However, it is not feasible to build a full-width

TI-protected AES with basic iterative architecture, due to:

1. Quadratic increase in resources for TI-protection,

2. Large number of random refresh bits required,

3. Probability of increased vulnerability to SCA due to long paths of combinational logic along

which glitches can occur.

Therefore, in order to facilitate a relevant benchmarking comparison between unprotected

and protected ciphers, we replace the full-width AES with an unprotected version of our 8-bit,

5-stage pipelined AES in the unprotected implementations of AES-GCM, CLOC, SILC, and JAMBU.

2.1.4. TI Protection of the GF(2128) Multiplier in AES-GCM

AES-GCM is different than all of the other authenticated ciphers in this study, in that it has

a significant nonlinear operation outside of the cryptographic primitive, namely, multiplication in

GF(2128) modulo the polynomial x128 + x7 + x2 + x+ 1(P(x)). Since the TI-protection of this multiplier

is bound to be costly, an interesting question is whether or not this operation should be protected to

prevent vulnerability to DPA. According to [17], the secret key itself is never used in the multiplier.

Rather, combinations of Plaintext, Ciphertext, AD, and block length information are processed by

the multiplier.

There are known weaknesses associated with AES-GCM. One example is the Ferguson

Observation, where it is possible to create a tag linearly dependent on the hash key KH ,

since multiplications by 2n are linear [34]. Another example is a 1st order DPA attack on AES in

the counter mode [35]. Additionally, Belaid et al. concluded that attacking a multiplier in AES-GCM

could provide knowledge of the AES secret key KS, and determined that a designer should mask the

multiplier to protect against Hamming Weight (HW) leakage in registered values [31]. The AES-GCM

implementation documented in [36] discusses these potential vulnerabilities, and includes a

TI-protected multiplier.

Even if we did not protect the multiplier, we would be required to combine the two shares of

sensitive data leaving the AES core, perform the multiplication, and reshare the data into two shares

for subsequent operations, which would require additional logic and randomness. Additionally,

an unprotected multiplier would not satisfy our verification methodology, since it would fail our t-test,

regardless of vulnerabilities to subsequent key recovery attacks.

Based on the above logic, we develop a low-cost 3-share TI-protected multiplier, which computes

a · b modP(x), where a and b are 128-bit operands. The multiplier executes a two-operand multiplication

in 128 clock cycles. This does not affect the overall throughput for large messages, since it is still less

than the 205 clock cycles required for an AES block encryption. The multiplier is low-cost in area,

since multiplication in each clock cycle is only a 128-by-1 bit multiplication, followed by parallel xor

gates to provide reduction modulo P(x). The randomness for resharing from two to three shares in the

multiplier is recycled from a shift register containing randomness at the input stages of the AES core

provided by the PRNG. The use of recycled randomness presents a potential vulnerability for higher

orders of DPA, but is practically uncorrelated to our multiplicands after sensitive data is permutated by

an entire AES block encryption. The 3-share TI-protected multiplier is shown in Figure 5. A modified

version of the resulting protected implementation of AES-GCM is available to the public at [18].
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Figure 5. Three-share TI-protected GF(2128) multiplier used in AES-GCM. All signals are triplicated

inside the multiplier for 3-share computation.

2.1.5. JAMBU-SIMON

The authors of JAMBU-SIMON provided an implementation with unrolled architecture,

i.e., four rounds per clock cycle, as their CAESAR Round 3 hardware submission [21]. We choose to

directly apply 3-share TI protection to the unrolled JAMBU-SIMON implementation, although we risk

information leakage along long critical paths due to the possibility of multiple hardware glitches.

As demonstrated in TI-protected implementations of SIMON discussed in [30,37],

achieving efficient 3-share TI protection is relatively straightforward. This is because SIMON uses only

a single 2-input 48-bit and gate to achieve nonlinearity, meaning that a 3-share TI of this second-degree

function is achieved without the need for composite functions or cascading nonlinear gates.

Since each share lacks at least one of the component shares in its calculation, the TI

non-completeness property is satisfied. The uniformity property is satisfied by considering the

key shares, which are mixed into each TI-share calculation, as a source of entropy which is uncorrelated

to share data [37]. Since refreshing randomness is not required in 3-share TI-protected SIMON,

the DPA-resistant implementation of SIMON is relatively efficient. A sample SIMON round is shown

in Figure 6.

Figure 6. One round of SIMON 96/96 primitive used in JAMBU-SIMON. All bus widths are 48 bits.
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Table 3. Optimized implementation results of authenticated ciphers in Spartan-6 FPGA.

Cipher
Area Ratio Freq TP Ratio TP/A Ratio

LUT Slices Pr/UnPr [LUT] MHz Mbps UnPr/Pr (Mbps) Mbps/LUT UnPr/Pr [Mbps/LUT]

Unprotected (UnPr)

AES-GCM 1947 688 - 176 103.4 - 0.0531 -
ACORN 549 269 - 226.6 906.2 - 1.6507 -
Ascon 2048 755 - 195.5 255.4 - 0.1247 -

CLOC-AES 2496 1108 - 150 93.2 - 0.0373 -
CLOC-TWINE 1536 485 - 171.2 156.5 - 0.1019 -

SILC-AES 1975 755 - 163 101.7 - 0.0515 -
SILC-PRESENT 2057 610 - 238.8 238.8 - 0.1161 -

SILC-LED 1990 699 - 203.4 132.8 - 0.0667 -
JAMBU-AES 1073 527 - 163.1 50.9 - 0.0475 -

JAMBU-SIMON 1105 311 - 137.9 509.3 - 0.4609 -
Ketje Jr. 1242 363 - 96.9 1550.4 - 1.2483 -

Protected (Pr)

AES-GCM 4828 1870 2.48 116.8 68.57 1.51 0.0142 3.74
ACORN 2732 1032 4.98 142.7 570.6 1.59 0.2089 7.9
Ascon 6364 2062 3.11 103.1 134.6 1.9 0.0212 5.89

CLOC-AES 5900 2157 2.36 104.2 64.7 1.44 0.011 3.4
CLOC-TWINE 6467 2073 4.21 70.7 64.7 2.42 0.01 10.19

SILC-AES 4865 1899 2.46 102.8 64.2 1.59 0.0132 3.91
SILC_PRESENT 4624 1638 2.25 116.6 116.6 2.05 0.0252 4.6

SILC-LED 4780 1550 2.4 92 60.1 2.21 0.0126 5.31
JAMBU-AES 2869 1105 2.67 122.4 38.2 1.33 0.0133 3.56

JAMBU-SIMON 3140 1243 2.84 58.7 216.7 2.35 0.069 6.67
Ketje Jr. 4800 1879 3.86 59.6 954 1.63 0.1987 6.28

Figure 18. Throughput, area (in LUTs), and throughput-to-area (TP/A) ratios of unprotected and

protected authenticated cipher implementations. Unprotected versions are shown in gray triangles,

while protected versions are depicted with darker triangles. The relative increase in TP/A ratio is

shown next to protected versions.
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Table 4. Power and E/bit measured on Spartan-6 FPGA at 10 MHz.

Cipher
Power (mW) Ratio Pmax-Pmean Energy Ratio

Pmean Pmax Pr/UnPr [mW] % Diff [nJ/bit] Pr/UnPr [nJ/bit]

Unprotected (UnPr)

AES-GCM 10.3 11.5 - 11.7 1.754 -
ACORN 7.8 8.6 - 9.9 0.195 -
Ascon 10.5 11.5 - 8.8 0.805 -

CLOC-AES 12.4 14 - 12.9 1.996 -
CLOC-TWINE 10.3 11.6 - 12.5 1.129 -

SILC-AES 10.6 13.1 - 23.6 1.698 -
SILC-PRESENT 9.7 10.7 - 9.8 0.972 -

SILC-LED 10.9 12 - 10.1 1.666 -
JAMBU-AES 9.4 10 - 6.7 3.001 -

JAMBU-SIMON 19.7 21 - 6.6 0.534 -
Ketje Jr. 22 26.5 - 20.5 0.138 -

Protected (Pr)

AES-GCM 23.9 28.1 2.32 17.6 4.07 2.32
ACORN 16.8 18.3 2.15 8.9 0.419 2.15
Ascon 34.8 37.5 3.31 7.7 2.664 3.31

CLOC-AES 33.1 36.4 2.67 10 5.327 2.67
CLOC-TWINE 71.6 86.2 6.95 20.1 7.848 6.95

SILC-AES 23.7 30 2.24 26.6 3.796 2.24
SILC-PRESENT 25.3 28.5 2.6 13 2.526 2.6

SILC-LED 40.2 44.5 3.7 10.6 6.162 3.7
JAMBU-AES 17.8 19.2 1.9 7.9 5.702 1.9

JAMBU-SIMON 96.5 111.2 4.9 15.2 2.614 4.9
Ketje Jr. 105.3 128.7 4.86 22.2 0.658 4.77

Figure 19. Mean power of unprotected (using diagonal lines) and protected (using horizontal lines)

cipher implementations. The relative increase is shown above protected versions.
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Figure 20. E/bit of unprotected (using diagonal lines) and protected (using horizontal lines) cipher

implementations. The relative increase is shown above protected versions.

3. Discussion

For both the unprotected and protected implementations, ACORN is the smallest in terms of LUTs,

followed by JAMBU-AES and JAMBU-SIMON. CLOC-AES and SILC-AES are larger than JAMBU-AES,

since the CLOC and SILC implementations at [18] instantiate two AES cores, whereas JAMBU-AES

uses only one. AES-GCM (with one AES core) is nearly the size of SILC-AES (with two AES cores),

since the AES-GCM GF(2128) multiplier compares in size to the 8-bit pipelined AES core. Ketje Jr. and

Ascon are relatively large due to their full-width basic-iterative architectures.

In terms of throughput, Ketje Jr. is highest among both unprotected and protected

implementations, followed by ACORN and JAMBU-SIMON. However, ACORN has the

highest TP/A ratio, followed by Ketje Jr. and SIMON-JAMBU, for both unprotected and

protected implementations.

ACORN, followed by JAMBU-AES and SILC-PRESENT, have the lowest mean power

consumption, as measured on the Spartan-6 FPGA at 10 MHz. For protected versions, ACORN uses

the lowest mean power, followed by JAMBU-AES and SILC-AES.

Protected implementations resistant to DPA are generally not “constant-power” implementations.

However, a minimal difference between Pmean and Pmax is desirable, from both an engineering

standpoint, and for reducing potential vulnerability to power analysis attacks. Ascon, JAMBU-AES,

and ACORN have the lowest difference between Pmean and Pmax, while SILC-AES, Ketje Jr.;

and CLOC-TWINE have the greatest difference.

Ketje Jr. is the most energy-efficient of the unprotected cipher implementations, followed by

ACORN and JAMBU-SIMON. For protected ciphers, ACORN is the most efficient, followed by Ketje Jr.

and SILC-PRESENT.

The average number of LUTs increases by a factor of 3.1, and the throughput decreases by a factor

of 1.8, when comparing unprotected to protected implementations. The reduction in throughput results

from a 1.8 factor decrease in average maximum frequency, which is due to increase in critical path and

routing congestion in the protected versions. The average TP/A ratio of the protected implementations

decreases by a factor of 5.6 compared to the unprotected versions. The average power and E/bit

of protected implementations increase by a factor of 3.4 compared to unprotected implementations.

However, the growth factor for area, and reduction factors for TP and TP/A ratios (respectively)

for individual protected cipher versions vary widely. In terms of area (LUTs), protected versions of

SILC-PRESENT, CLOC-AES, and SILC-LED have the lowest growth factors over unprotected versions,

while ACORN, CLOC-TWINE, and Ketje Jr. have the highest growth factors. The reason for high area

growth factors is a combination of architecture required for protection against DPA, and additional

required randomness. For example, the high growth factor in ACORN is due to the addition of a
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PRNG capable of sourcing 120 random bits per clock cycle, the size of which is comparable to the area

of the protected ACORN not including the PRNG.

In terms of throughput, the lowest reduction ratios for protected cipher implementations are for

JAMBU-AES, CLOC-AES, and AES-GCM, while the highest reduction ratios are for CLOC-TWINE,

JAMBU-SIMON, and SILC-LED. Since architectures for protected and unprotected versions are

analogous, this means that DPA protection most negatively affects the combination of critical path and

routing congestion for CLOC-TWINE, JAMBU-SIMON and SILC-LED, and least affects JAMBU-AES,

CLOC-AES, and AES-GCM. If we expand lowest reduction cost to fourth place, we note that SILC-AES

and ACORN have nearly equivalent costs. This shows that the 8-bit pipelined AES core itself has a

relatively low cost of protection against DPA.

In terms of throughput-to-area (TP/A) ratio, the lowest reduction ratios for protected cipher

implementations are CLOC-AES, JAMBU-AES and AES-GCM, and the highest reduction ratios are

CLOC-TWINE, ACORN, and JAMBU-SIMON. If we expand highest reduction ratios to four places,

Ketje. Jr. has the next highest reduction cost. This shows that the best three overall performing

protected ciphers (Ketje Jr.; ACORN, and JAMBU-SIMON) also have the highest relative protection

costs. CLOC-TWINE has the highest ratio, indicating that either our protection of the TWINE primitive,

or implementation of the protected 3-share CLOC-TWINE, is sub-optimal and could be improved.

JAMBU-AES, ACORN, and SILC-AES have the lowest growth ratios in power and

energy consumption comparing protected to unprotected implementations, while CLOC-TWINE,

JAMBU-SIMON, and Ketje Jr. have the highest growth ratios. This is a positive result for ACORN,

since the highest performing protected cipher implementation (in terms of TP/A ratio) also has

a very low growth in power consumption, at least at 10 MHz. While we have already noted the

possibly sub-optimal DPA protection used in CLOC-TWINE, the high power and energy growths

of JAMBU-SIMON and Ketje Jr. are explained by the use of architectures optimized for TP/A

ratio (i.e., full-width datapath with basic iterative architectures), since the additional overhead of

TI-protected modules results in the use of more than five times the additional computations in the

same clock cycle compared to unprotected versions.

Table 5 ranks all authenticated ciphers in this study, in terms of absolute and relative costs of

protections, as described above.

Table 5. Rankings of ciphers in terms of absolute and relative costs of protection.

Cipher LUT
Area
Fctr.

TP
TP

Fctr.
TP/A

TP/A
Fctr.

Pwr
Pwr
Fctr.

E/bit
E/bit
Fctr.

Unprotected

AES-GCM 6 - 8 - 8 - 4 - 9 -
ACORN 1 - 2 - 1 - 1 - 2 -
Ascon 9 - 4 - 4 - 6 - 4 -

CLOC-AES 11 - 10 - 11 - 9 - 10 -
CLOC-TWINE 5 - 6 - 6 - 5 - 6 -

SILC-AES 7 - 9 - 9 - 7 - 8 -
SILC-PRESENT 10 - 5 - 5 - 3 - 5 -

SILC-LED 8 - 7 - 7 - 8 - 7 -
JAMBU-AES 2 - 11 - 10 - 2 - 11 -

JAMBU-SIMON 3 - 3 - 3 - 10 - 3 -
Ketje Jr. 4 - 1 - 2 - 11 - 1 -
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Table 5. Cont.

Cipher LUT
Area
Fctr.

TP
TP

Fctr.
TP/A

TP/A
Fctr.

Pwr
Pwr
Fctr.

E/bit
E/bit
Fctr.

Protected

AES-GCM 7 5 6 3 6 3 4 4 7 4
ACORN 1 11 2 4 1 10 1 2 1 2
Ascon 10 8 4 7 5 7 7 7 5 7

CLOC-AES 9 2 7 2 10 1 6 6 8 6
CLOC-TWINE 11 10 8 11 11 11 9 11 11 11

SILC-AES 8 4 9 5 8 4 3 3 6 3
SILC-PRESENT 4 1 5 8 4 5 5 5 3 5

SILC-LED 5 3 10 9 9 6 8 8 10 8
JAMBU-AES 2 6 11 1 7 2 2 1 9 1

JAMBU-SIMON 3 7 3 10 3 9 10 10 4 10
Ketje Jr. 6 9 1 6 2 8 11 9 2 9

Fctr is Factor; TP is Throughput; TP/A is Throughput-to-area ratio; Pwr is Power consumption; E/bit is
energy per bit.

In general, comparison with results from previous research is difficult because there are very few

reports on comparative costs of DPA protection of authenticated ciphers. An exception is [43], where the

authors construct several unprotected and DPA-protected versions of the Ascon authenticated cipher,

and synthesize results in ASIC technologies. Although implementation areas (i.e., gate equivalents)

are not directly comparable to FPGA results, we can examine the relative increases in area for the

protected implementations. Additionally, the authors of [43] use the same protection methodologies

used in our research—a 3-share threshold implementation, which facilitates fair comparison.

In [43], the authors produce one version of Ascon called Ascon-fast. This version has a 64-bit

datapath, and computes one round in 59 clock cycles. As such, it is similar to our protected version

which has a 64-bit datapath, and computes one round in 49 clock cycles. The authors observe a

3.83 factor increase in area in the protected implementation, which compares to our observation of a

3.11 factor growth in the protected implementation. One notable observation is that the authors of

two different Ascon implementations (i.e., [43] and this work) have both observed a relatively high

cost of protection for analogous Ascon architectures. In contrast, the authors of [43] observe only a

2.45 factor cost of protection in the serialized version Ascon-x-low-area, which completes one round in

512 clock cycles.

Although not directly comparable, one can examine costs of our 3-share TI-protected authenticated

cipher implementations versus costs for 3-share TI-protected block cipher implementations. Studies

of the protection costs of several block ciphers are published in [29,30], in which results for the AES,

SIMON, and PRESENT block ciphers can be loosely compared to authenticated ciphers in our research

using the same primitives, such as the CLOC-SILC and JAMBU families, as well as AES-GCM.

The resulting matrix of comparisons of area growth factors for protected implementations is

shown in Table 6. Of note, the average area growth factor of all protected AES implementations,

including block ciphers and authenticated ciphers, is 2.53, which is less than the average observed cost

of 3.1 for all authenticated ciphers in this research. Since protected AES implementations in [29,30],

and all of this research, use a similar TI-protection strategy leveraging 8-bit datapaths and field

inversions in Tower Fields, one can infer that this TI-protection technique is relatively efficient.



Cryptography 2018, 2, 26 24 of 32

Table 6. Comparison of area growth factors of protected implementations with previous work.

Block Cipher Authenticated Cipher [30] [29] [43] This Work

Ascon-fast - - 3.83 3.11
Ascon-x-low-area - - 2.45 -

AES 2.57 2.62 - -
AES-GCM - - - 2.48
CLOC-AES - - - 2.36
SILC-AES - - - 2.46
JAMBU-AES - - - 2.67

SIMON 3.49 4.61 - -
JAMBU-SIMON - - - 2.84

PRESENT 3.46 3.23 - -
SILC-PRESENT - - - 2.25

In this research, we examine implementations of CAESAR Round 3 candidate authenticated

ciphers which are fully (or nearly-fully) compliant with the CAESAR HW API for Authenticated

Ciphers [9,10]. The version of ACORN at [19] enables a close-to-optimal protection against DPA using

threshold implementations, since it uses a small datapath width (i.e., 8 bits), and has a maximum

of two cascaded and gates in its nonlinear state update computation path. In general, however,

the implementations available at [18,20–22] are not optimized for TI protection. Specifically, they have

either large datapath widths (e.g., 128 bits for AES-based ciphers, 64 bits for Ascon, SILC-PRESENT,

SILC-LED, CLOC-TWINE, etc.), basic iterative architectures with multiple nonlinear operations

performed in parallel (e.g., Ascon, CLOC-SILC cipher variants, Ketje Jr.), or even unrolled architectures

with multiple rounds completed in a single cycle (e.g., JAMBU-SIMON).

While the above choices of architecture provide optimal throughput-to-area (TP/A) ratios, they are

suboptimal when attempting TI-protection. Some reasons include:

1. Wide datapaths with multiple TI-protected gates in the same clock cycle lead to a large growth of

resources (which increase quadratically in order of protection), and large power consumption,

which is not optimal for IoT devices.

2. Multiple cascaded nonlinear computations, occurring in the same clock cycle, increase the

probability of enabling power correlations based on glitch transitions in CMOS logic, which have

the potential to leak sensitive information [26].

3. The amount of randomness (measured in random bits per clock cycle) required for resharing

from two to three TI shares, or required to meet the TI uniformity property, increases with wide

datapaths and with basic iterative or unrolled architectures. This increases the required output

of either an internal randomness source (such as a PRNG), or external randomness provided

through an interface.

Therefore, authenticated ciphers, optimized for TI protection, should be constructed with

small internal datapaths (e.g., 8 or 16 bits), and with a maximum of one logic level of nonlinear

functions (e.g., and) conducted in a single clock cycle, which could result in pipelined or folded

(e.g., multi-cycle) architectures. This approach has been fully adopted for modification of AES-based

ciphers (i.e., reduced datapath and pipelined architecture), and partially adopted for ACORN and

Ascon (e.g., multi-cycle architectures). However, these techniques should be investigated for all

authenticated cipher candidates, and is left to future research.

Future research could include investigation of additional pairs of authenticated ciphers,

investigation of cipher versions which are optimized for protection against DPA, and measurement of

power and energy at higher frequencies, i.e., closer to actual maximum operating frequencies. The use

of attack-based testing methods (such as Correlation Power Analysis) to quantify improved resistance

of protected versions to DPA (including higher orders of DPA) could provide additional insight into
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the relative costs of protection of the subject ciphers. Additionally, the techniques in this research

could be adapted to investigate costs of protection for future cryptographic competitions, such as for

post-quantum resistant public key cryptography.

4. Materials and Methods

Our research leverages methods and methodologies applied for comparing costs of DPA resistance

for block ciphers, described in [30], but expanded to apply to authenticated ciphers.

Differential Power Analysis (DPA) is used to analyze differences between observed power

measurements, and power based on hypothetical contents of a sensitive intermediate variable,

according to a power model. However, determining the correct power model is time consuming,

can require extensive trial and error, and can be completely invalidated by changes in the associated

architecture [30,44,45].

One method of analyzing cryptographic implementations for information leakage is introduced

in [6,7] and further described in [46], and is called the Test Vector Leakage Assessment (TVLA).

This methodology uses common statistical methods such as the Welch’s t-test to determine whether

two distributions are different from one another. Advantages of this leakage assessment methodology

are that it locates information leakage without having to conduct a more time-consuming DPA attack,

is a “black-box” testing approach, in that it does not require extensive internal knowledge of the

implementation, and can quickly assess the effectiveness of countermeasures. However, it cannot be

used to recover a secret key, or provide immediate information about the difficulty of a prospective

DPA attack.

In TVLA, a confidence factor t is calculated as

t =
µ0 − µ1

√

s0
2

n0
+ s1

2

n1

,

where µ0 and µ1 are means of distributions Q0 and Q1 (to be subsequently defined), s0 and s1 are

standard deviations, and n0 and n1 are the cardinality of the distributions, or the number of samples.

Assuming a normally distributed probability density function (pdf) f (t), a probability of accepting

a null hypothesis p is calculated as p = 2
∫

∞

|t| f (t)dt. We start with distributions Q0 and Q1, and assume

the null hypothesis, i.e., that we are unable to distinguish between Q0 and Q1. We designate a

“threshold”, e.g., |t| > 4.5, beyond which we reject the null hypothesis. If we exceed this threshold

during a t-test involving Q0 and Q1, we reject the null hypothesis, and conclude that the device is

leaking information.

In our research, we use the so-called “fixed versus random” t-test, where we preselect some

“fixed” input data D (which for authenticated ciphers consists of a test vector including Message, AD,

and Npub), and randomly interleave the feeding of D, or random data, to the algorithm [7,46].

In order to conduct a fixed versus random t-test, we instantiate the cipher on a physical device

(e.g., FPGA or microcontroller), isolate external noise sources, monitor changes in voltage or current

that occur in response to varying input, capture data from thousands of repetitive traces, and perform

offline statistical analysis to diagnose vulnerabilities.

In order to avoid noise and corrupted analysis, we wish to prevent external I/O during

trace collection. Additionally, we require test vectors, such as Message and Key, which reflect

a fixed-versus-random methodology, are suitable for thousands of repetitions, and are available

at the cipher module at the start of every trigger event. These conditions are easily met for the

typical block cipher, where there are only a few (e.g., 16) bytes each of Message and Key for every

trace event. These few bytes of data are stored in the cipher module itself prior to trigger, or in a

thin-veneer of buffers on the test board. Additionally, the cipher-test architecture interface is typically

trivial, consisting of (for example), m-bit Message, n-bit Key, p-bit Ciphertext ports, clock, and control

signals. Likewise, the only protocol events for block cipher operations are typically “start” and

“done”. As a result, it is usually easy for cipher developers to send their designs to a “power analysis
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in Figure 22. The baseline FOBOS software suite, including acquisition and offline side-channel

analysis packages, is coded in Python and is available for download at [8].

Figure 22. FOBOS architecture modified for t-test leakage detection on authenticated ciphers.

The procedure for performing t-tests on authenticated ciphers using FOBOS is summarized below:

1. The test vector dinFile.txt, created by aeadtvgen.py, is pre-formatted using a FOBOS

parsing utility. It contains thousands of consecutive vectors of randomly-interleaved fixed

or “random” data, where random data is substituted for all instances of Npub, AD, Message,

Ciphertext, and Tag. The test vectors are wrapped in a layer of FOBOS-specific protocol,

which determines their FIFO address on the victim board.

2. Two separate bitstreams, FOBOS Controller (control board), and FOBOS DUT (which contains

FOBOS DUT wrapper and victim cipher) are instantiated in hardware.

3. The acquisition process dataAcquisiton.py is run from the PC. Each vector is loaded by the

FOBOS Controller into FOBOS DUT. FOBOS Controller provides an oscilloscope trigger upon

completion of test vector loading. Power measurements, sensed by a current probe and measured

in the oscilloscope, are sent to the PC for offline analysis. Data output (e.g., Ciphertext) from each

trace is accumulated in doutFile.txt. Output data, although not used in the non-specific t-test,

is valuable for ensuring proper cipher operation.

4. At the completion of all traces, the tester performs offline analysis on traces, stored in .npy

format [47]. A utility routine “splits” the collected power traces into two distributions Q0 and Q1,

according to a “fixed-versus-random” metafile created during test vector generation. The tester

then runs the t-test utility on distributions Q0 and Q1, which generates a two-dimensional display

of samples (corresponding to the time domain on the x-axis), and t-values, where sustained and

repeatable results of |t| > 4.5 are considered a sign of vulnerability to DPA leakage.

We adapt the FOBOS architecture to measure power consumed by the Spartan-6 1.2V bus,

e.g., VCCINT , by measuring current through a 1 Ω shunt resistor. Measured current is amplified
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by a TI INA225 amplifier (Dallas, TX, USA), collected by the attached oscilloscope, and transferred to a

host computer for post-acquisition power computation.

Power measurements are recorded at discrete time intervals corresponding to sample rate.

Between 10 and 100 traces (using various test vectors of up to 2000 bytes each) are used to generate

power traces. The power measurements contain a combination of static and dynamic power at each

sample, where dynamic power sourced by VCCINT accounts for about 95% of total dynamic power,

according to Xilinx Power Analyzer (XPA) simulations. The victim board itself, including hardware

outside the DUT but instantiated in the DUT wrapper, accounts for some static and dynamic power

usage, which results in some error in power measurement. However, this error is expected to be nearly

constant across all evaluated authenticated cipher candidates, so that the relative difference between

observed power is accurate.

During post-analysis, mean power (Pmean) is computed by averaging instantaneous power

measurements over the entire time domain, while maximum power (Pmax) is estimated by sampling the

highest peaks during each trace. E/bit (nJ/bit) is then estimated as Pmean(mJ/s)/TP(Mbps), where TP

(throughput) is the throughput of an authenticated encryption of a long message.

5. Conclusions

In this research, we expanded the Test Vector Leakage Assessment (TVLA) methodology to enable

comprehensive large-scale analysis of authenticated ciphers, in order to determine resistance to DPA

side-channel attack, and to verify effectiveness of countermeasures against DPA. Our methodology,

which leverages the Flexible Open-source workBench fOr Side-channel analysis (FOBOS) test bench,

CAESAR Hardware API for Authenticated Ciphers, and related Development Package, confirms that

unprotected implementations of AES-GCM, ACORN, Ascon, CLOC (AES and TWINE), SILC (AES,

PRESENT, and LED), JAMBU (AES and SIMON), and Ketje Jr., in the Spartan-6 FPGA, have significant

information leakage and are likely vulnerable to DPA.

We then constructed protected implementations of all above ciphers, and verified their

improved resistance to 1st order DPA using TVLA as implemented on FOBOS. In the case of

the CLOC authenticated cipher (i.e., CLOC-AES and CLOC-TWINE), we demonstrated leakage

due to a data-dependent conditional decision in the CLOC specification. Although CLOC-AES

and CLOC-TWINE protected implementations did not pass a t-test with generic test vectors,

we use modified test vectors to demonstrate that conditionally-protected CLOC authenticated cipher

implementations achieved improved resistance to 1st order DPA.

Our results showed that ACORN had the lowest area of the protected cipher implementations,

followed by JAMBU-AES and JAMBU-SIMON. Likewise, ACORN had the highest throughput-to-area

(TP/A) ratio, followed by Ketje Jr. and JAMBU-SIMON. ACORN was also the most energy efficient

of the protected implementations (i.e., used the lowest energy per bit), followed by Ketje Jr. and

SILC-PRESENT, according to our evaluations on the Spartan-6 FPGA at a fixed frequency of 10 MHz.

Given our large-scale analysis of multiple protected implementations of authenticated ciphers,

we are able to generally characterize costs of protection against 1st order DPA. The area of protected

implementations increased by an average factor of 3.1, the throughput decreased by a factor

of 1.8, and the TP/A ratio decreased by a factor of 5.6, when comparing protected to unprotected

implementations. The energy per bit of protected implementations increased by an average factor of

3.4 compared to unprotected implementations.

SILC-PRESENT had the lowest relative growth in area, while JAMBU-AES had the lowest

reduction in throughput, and CLOC-AES had the lowest reduction in TP/A ratio, when comparing

protected to unprotected cipher versions. JAMBU-AES had the lowest growth in power and energy

per bit.

Our results and repeatable methodologies demonstrated in this research can be used to

experimentally develop improved algorithmic side-channel protection techniques for existing and

future cipher specifications.
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Abbreviations

The following abbreviations are used in this manuscript:

AD Associated Data

AEAD Authenticated Encryption with Associated Data

AES Advanced Encryption Standard

API Applications Programming Interface

AXI AMBA-Extensible Interface

BRAM Block Random Access Memory

CAESAR Competiton for Authenticated Encryption: Security, Applicability, and Robustness

CCRG Coding and Cryptography Research Group

CERG Cryptographic Engineering Research Group

CLOC Compact Low-overhead Counter Feedback Mode

CMOS Complementary Metal-Oxide Semiconductor

DPA Differential Power Analysis

DUT Device under test

E/bit Energy per bit

FIFO First-in First-out

FOBOS Flexible Open-source Workbench for Side-channel analysis

FPGA Field Programmable Gate Array

FSM Finite State Machine

GCM Galois Counter Mode

GF Galois Field

GMU George Mason University

HW Hamming Weight/Hardware

I/O Input/Output

IoT Internet of Things

KHz Kilohertz

LUT Look Up Table

LWC Lightweight Cryptography

Mbps Megabits per second

MHz Megahertz

msb most significant bit

mW milliwatt

NIST National Institute of Standards and Technology

nJ nanojoule

Npub Public Message Number

NTU National Technical University

pdi public data input

Pipl Pipelined

PRNG Pseudo Random Number Generator

RAM Random Access Memory

rdi random data input

RTL Register transfer level

SCA Side-channel attack/Side-channel analysis

sdi secret data input
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SHA Secure Hash Algorithm

SILC Simple lightweight Counter Feedback Mode

SPN Substitution Permutation Network

SWaP Size, Weight, and Power

TI Threshold Implementation

TP Throughput

TP/A Throughput-to-area

TVLA Test Vector Leakage Assessment

U.S. United States

VHDL Very High-Speed Hardware Design Language
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