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Abstract—A method to design and optimize a Medium Fre- 
quency Transformer (MFT) based on commercially available 
components and semiconductor and converter constraints is pre- 
sented. The optimization algorithm is used to redesign the trans- 
former for a scaled-down electric vehicle (EV) fast charger using 
a three-level resonant circuit topology. The main consideration  
of this paper is the uncertainty caused by modeling assumptions 
in optimization algorithms. To reduce this uncertainty, space 
mapping is used to create an optimized design point. Finally, a 
comparison of the designs found using the original optimization 
algorithm and the space mapping technique are compared and 
analyzed. For simplicity, only a single objective optimization 
routine is employed. 

Index Terms—medium frequency, transformer, optimization, 
space mapping, electric vehicle, fast charger 

 
I. INTRODUCTION 

Most grid-connected power electronic converters require a 
medium frequency transformer (MFT) for galvanic isolation. 
Some examples include Solid State Transformers (SSTs) [1]– 
[3], grid-tied inverters for photovoltaics [4], [5], auxiliary 
power supplies [6], and Electric Vehicle (EV) fast chargers 
[7]. However, the magnetics are often the bottleneck in de- 
signing highly efficient, power dense converters. In addition, 
the transformer parasitics are actively involved in resonant or 
dual-active bridge converter topologies to aid in zero voltage 
switching of the semiconductors [2], [3], [8]. 

Due to the limitations of the models used in the opti- 
mization algorithm, most optimization processes for MFTs 
ignore the realities of hardware design [9]–[12]. Ignoring 
these realities will only promote optimal designs that are not 
feasible in experimental setups. Therefore, it is imperative that 
power electronics design push toward optimization of realistic 
designs, including MFTs, that better correlate to the final 
hardware product. 

Every analytical model for MFTs has some limitation as 
compared to the physical system. Leakage inductance calcu- 
lations are based on a foil-type winding that fills the entire 
window height [13]. Core loss models assume that the flux 
density is uniform throughout the entire core [14]. Thermal 
models are currently designed in thermal isolation [15]; how- 
ever, MFTs are in close proximity to other heat generating 
sources in the final experimental setup. While improvements to 
each of these models have been made to reach higher accuracy, 
the same limiting baseline assumptions remain. 

 

 

Fig. 1. Three-level LLC resonant converter with MFT. 

TABLE I 
TRANSFORMER DESIGN SPECIFICATIONS 

 
Design Variable Rating 

Input Voltage 600 V 
Output Voltage 300 V 
Rated Power 6.2 kW 

Leakage Inductance (Lσ ) 30-40 µH 
Switching Frequency (fsw ) 25-150 kHz 

 
 

Research into modeling and parametric uncertainty for 
power electronic converters is limited. Reference [16] quan- 
tified these uncertainties but did not attempt to reduce them. 
This work aims to quantify and reduce modeling uncertainty 
in the design of an optimized MFT. The optimization routine 
is a single-objective Genetic Algorithm (GA), designed for 
maximum efficiency, to provide a simple discussion of the 
technique. 

To reduce modeling uncertainty, Aggressive Space Mapping 
(ASM) will be used to reduce the model error [17]. This 
technique and the overall optimization algorithm is discussed 
in detail in Section II. Simulated results are presented in 
Section III. Finally, conclusions are discussed in Section IV. 

II. OPTIMIZATION PROCEDURE 

The MFT is being designed for a small-scale Electric 
Vehicle (EV) fast charger. The converter topology is a single- 
phase 3-level LLC resonant converter, shown in Fig. 1, and 
the  design  specifications  for  the  MFT  are  given  in  Table 
I. The optimization algorithm, depicted in Fig. 2, incorpo- 
rates an exterior GA with fitness derived through transformer 
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Fig. 2. Optimization algorithm for MFT. 
 

 
characterization via analytical models. Finally, ASM is used 
to adjust the analytical models to higher fidelity models of 
Finite Element Analysis (FEA) to create a realistic final 
design for the hardware. The rest of this section is devoted    
to discussing the details of the transformer characterization 
and space mapping. 

The initial magnetics design is created using the con- 
ventional methods, as discussed in [18], before the other 
calculations can take place. In order to reduce computational effort,  any  unfeasible  designs  are  removed  after  each  step 

Fig. 3. Physical parameters for leakage inductance calculation. 
 
 

which creates the improved height, 

h =  
hw  . (6) 

R 
 

Therefore, the modified Dowell’s method to include these 
modifications is 

within the transformer characterization process. 
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A. Leakage Inductance 
σ 0 pri heq
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The leakage inductance, Lσ, is calculated using the methods 
described in [19]. The physical parameters required can be 

+ dd + dwi,pri 
(Nsh − 1)(2Nsh − 1) 

6Nsh 
found in Fig. 3. For Litz wire, the porosity factor can be 
calculated as + dwi,sec 

(Nsh − 1)(2Nsh − 1) 
6Nsh 

η = Nsv deq 
hcore 

(1) (7) 
 

 

where deq = π/4d r. Due to the nonuniform structure of Litz 
winding, the number of windings oriented horizontally, Nsh, 
or vertically, Nsv, can be calculated based on the proportional 
assumption that the total winding cross-sectional profile is 
followed by the individual strands as 

where 
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K   = 
hw . (2) 

w deq 
ϕ  =  sinh(2∆) − sin(2∆) , (9) 

cosh(2∆) − cos(2∆) 

Thereby the horizontal and vertical number of windings can be 
calculated in (3) and (4), respectively, where Ns is the number 
of strands in the Litz wire.          

ϕ   =  sinh(∆) − sin(∆) , (10) 
cosh(∆) − cos(∆) 
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(11) 
Nsv = KwN s  (4) 

The Rogowski factor adjusts the equivalent length of the 

πµ0ησfsw    

Npri  is the number of primary winding turns, ∆ = deq , l t is 
magnetic flux and can be calculated as the mean turn length, d 

δ 
d is the gap between the primary and 

1 − e−πhw /(dw,pri+dd+dw,sec) 
 

 

secondary windings, dw,y is the equivalent winding width, and 

KR = 1 − πhw /(d 
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Fig. 4. Two dimensional physical layout of thermal model. 
 
 

B. Winding Losses 
Dowell’s method is the most commonly used method for 

generically calculating winding losses in MFTs [13]. However, 
this optimization is based on a specific Litz wire, so the 
manufacturer’s method is used as described in [20]. The 
winding losses for Litz wire can be determined using 

Rs(1.015)NB (1.025)NC 

 
 

Fig. 5. Thermal resistive network for MFT design. 
 
 

iterative process between the core losses and thermal occurs 
until equilibrium is reached. For simplicity, the manufacturer’s 
core loss calculation is used in this optimization algorithm for 
the Ferroxcube 3C90 material. 

 
D. Thermal Modeling 

 
and 

RDC = 
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Σ
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. Σ 
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The core and winding losses lead to an increase in the 

operating temperature of the transformer which makes it 
imperative to calculate the hot-spot. A 2D analytical model    
is employed which is a simplified version found in [15]. It is 

where RDC is DC resistance [Ω/1000f t], RS is the maximum 
DC resistance, RAC  is  AC  resistance  [Ω/1000f t],  DI  is the 
individual strand diameter [in], and DO is entire cable 
diameter [in]. NB is the bunching operations number, NC is 
the cabling operations number,        is the number of individual 
strands, and tt = 

. 
D 

√
f ∗1000 

Σ4
. H and K are given by the 

 

then validated using 3D FEA analysis in order to confirm the 
hot-spot locations. 

The core is divided into four zones: Upper Yoke, Lower 
Yoke, Center Limb, and Outer Limb, as  shown  in  Fig.  4. 
The core losses from each of  the  zones  are  modeled  as  
heat sources which are directly proportional to the volume 

manufacturer. 

C. Core Losses 

10.44 of the corresponding zone. The heat is exchanged between  
the cores and windings by conduction and  radiation.  The  
heat is then lost to the surrounding atmosphere by natural 

The improved General Steinmetz Equation (iGSE) is most 
commonly used to calculated core losses for MFT optimization 
algorithms [14]. iGSE is defined as 

convection and radiation from the front, back, top, and sides 
of the transformer. It is assumed that the bottom surface of  
the transformer core is perfectly insulated. This most closely 
represents the MFT being directly mounted to a surface which 

 
 

where 

1 T 
P = ki 

T 
dB(t) α 

dt . (∆B)β−αdt (14) will be the case in the experimental setup. The primary and 
secondary windings are represented using two zones inside the 
core window. K 

k i  = 
α  1 α β α 

0 

, (15) The well-known electrical circuit analogy is used to couple 
these six zones where different heat transfer mechanisms are 

K, α, and β are given by the manufacturer. iGSE is the most 
widely used core loss empirical method for MFTs as it reduces 
to a simple equation for square wave excitation found in MF 
converters. As K is dependent on the core temperature, an 

characterized by thermal resistances. 
The conduction resistance is defined as 
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where k is the thermal conductivity, A is the cross-sectional As R (xmj +1) goes to R  (x  ), then xmj +1 = P(xmj +1) ap- 
f f c   c c f 

area, and L is the length of conduction path. 
The convection resistance can be calculated using 
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proaches x∗c  as the iteration number reaches a final converging 
iteration, M , 

||xmj +1 − x∗ || ≤ η   as j → M (25) 

 
where 

 
 
 

hconv 

hconv A 
 
= 

N u · k , (18) 
Lc 

where η is a small tolerance. The goal of ASM is to set η = 0 
in (25). This creates a set of n nonlinear equations to be set   to 
zero, 

f = f(xf  ) = P(xf  ) − x∗c  = 0. (26) 
N u is the Nusselt number, Lc is the characteristic length,  and 
k is the thermal conductivity of air at the mean film 
temperature. The Nusselt number was calculated under the 
assumption that the heat loss from the transformer is equivalent 
to convection over a hot-plate. 

The radiation resistance is given by 
1 

Let x(j) be the jth iteration to the solution of (26) and f(j) 

stand for f(x(j)). The next iteration can be found by a quasi- 
Newton method 

x(j+1) = x(j) + h(j) (27) 

where h is the solution to 
 

where 

Rrad = 
h  

rad 
(19) 

A B(j)h(j) = −f(j) (28) 
and B is an approximation to the Jacobian matrix. For the . 

T 4 − T 4 
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first iteration, B(1) is the identity matrix. For every iteration 
 

T1 − T2 

σ is the Stefan-Boltzmann constant, and s is the emissivity. 
A detailed resistance network is shown in Fig. 5. The 

admittance matrix, Y , was derived using the six nodal points 
which were selected to best reflect the temperature profile 

 
reduced to 

B(j+1) = B(j) + 

The algorithm is complete  when 
(j+1) 

 
f(j+1)h(j)T 

. (29) 
h(j)T h(j) 

across the transformer. The temperatures at the respective 
nodes can be obtained using 

Q = Y ∆T (21) 

where Q is the heat loss and ∆T is the temperature matrix. 
Nodes 4 and 6 are expected to be the hot-spots for the core 
and winding respectively due to the nature of their locations  
in the resistance network and the power loss generated by the 
individual components of the MFT. 

E. Aggressive Space Mapping for MFT Optimization 
The basic approach of ASM is to calibrate a coarse (an- 

alytical) model to a fine (FEA) model to accelerate design 
optimization. ASM starts with the optimization argument 

x∗ arg min U (R(x)), (22) 
x∗ 

||f || ≤ η. (30) 

ASM enables speed within the global design space optimiza- 
tion while improving the accuracy of the optimal design using 
the fine model. Discussion of the impacts of this technique are 
provided in Section III. 

 
TABLE II 

OPTIMIZED TRANSFORMER DESIGNS 

SOA Design ASM Design 
Primary Turns 12 10 

Core Sets 6 6 
fsw (kHz) 150 125 

Analytical Core Loss (W) 4.3 - 
FEA Core Loss (W) 3.5 4.4 

Total Losses (W) 15.1 13.3 

where R IRm×1 is a vector of m responses of the model, 
x is the vector of n  design parameters, and U is the objective 

 
III. SIMULATED RESULTS 

function. x∗ is the unique optimal solution to be determined. 
The fundamental component of SM is that the coarse model 
and  fine  model  xc  and  x f  IRn×1, respectively, can be 

mapped, P, as 
xc = P(x f  ) (23) 

such that 
Rc(P(x f )) ≈ Rf  (x f  ) (24) 

in a region of interest where Rc and R f IRm×1 are the 
corresponding response vectors. 

Using the optimization algorithm without and with ASM, 
the two resulting designs are described and compared. It is 
important to note that the only design objective is maximizing 
efficiency; however, multiobjective optimization would render 
a similar comparison with two differing designs. Both designs 
are given in Table II for this comparison. 

The State of the Art (SOA)  design  uses  only  the  first  
two stages of the optimization  algorithm  in  Fig.  2  while  
the ASM design extends the optimization until the modeled 
design is properly mapped to the fine model. This extension  
of the optimization process procures a design that is in better 

following, B is updated by the Broyden formula which can be 

Rconv = (17) 

hrad = σs , (20) 



agreement with the FEA output which, in turn, should make 
the experimental outputs more similar to the expected response 
of the optimal modeled design than in previous work. 

ASM occurs through the core loss calculations. The core 
losses are space mapped while the winding losses are calcu- 
lated using the analytical model discussed in Section II. ASM 
is considered complete when the difference between the core 
loss in the analytical model and FEA is less than 0.2 W. This 
process took two iterations of ASM. 

The losses, shown in Table II, are the core losses of each 
design via the coarse and fine models. It can be seen that the 
ASM technique puts the core loss of the ASM design within 
the accepted tolerance limit. While this particular optimization 
routine does not show a large difference in the core loss 
between the two designs, it can be assumed that this response 
difference may increase with more optimization objectives or 
a larger power rating of the system. This difference is vital to 
larger systems that require extremely high converter efficiency, 
such as SSTs or EV fast chargers. 

While the overall size of the MFT is relatively unchanged, 
there is a reduction in the number of turns and switching 
frequency which reduces the overall losses, shown in the last 
row of Table II. This also lowers the expected temperature of 
the MFT. A comparison of the expected temperatures is given 
in Table III. Therefore, the feasible region of MFT designs for 
power density using the ASM technique will also be affected 
by the design adjustment as the temperature of the transformer 
is dependent upon the losses. 

 
TABLE III 

TRANSFORMER ESTIMATED TEMPERATURES IN DEGREES CELSIUS 
 

Node SOA Design ASM Design 
1 76.4 70.5 
2 60.3 56.7 
3 55.7 52.7 
4 71.5 66.6 
5 80.1 73.1 
6 82.8 75.7 

 

The final design used in the FEA of the MFT is depicted   
in Fig. 6. Since the thermal model and the leakage inductance 
calculation assume a full layer, the secondary winding layer  
is assumed to be complete. This is  a  baseline  assumption 
that inhibits the modeling of the MFTs. This is a source of 
modeling error that cannot be removed. 

IV. CONCLUSIONS 

This work aims to discuss the limitations of analytical 
optimization algorithms and improve upon them using ASM. 
The simulated results of these two algorithms using a single 
objective example are given and compared. It is shown that 
two of the three design variables are updated through the ASM 
technique. Therefore, it can be concluded that using ASM, or 
a similar technique, is relevant and necessary for building the 
most optimal design possible. 

 

 
 

Fig. 6. FEA model of MFT. 
 
 

Future work entails building and comparing the two designs 
in the experimental setup of the small-scale EV fast charger 
converter for verification. To further the research into this 
updated optimization algorithm, a multiobjective optimization 
algorithm will be employed that will include leakage induc- 
tance and power density to see the effects of this method on a 
larger scale. This background is also enlightening for sensitiv- 
ity analysis of MFT designs for use in a robust optimization 
algorithm by incorporating manufacturing tolerances into the 
overall algorithm. 
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