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Abstract
One of the main shortcomings of most Virtual Reality display sys-

tems, be it head-mounted displays or projection based systems like

CAVEs, is that they can only provide the correct perspective to a

single user. This is a significant limitation that reduces the appli-

cability of Virtual Reality approaches for most kinds of group col-

laborative work, which is becoming more and more important in

many disciplines. Different approaches have been tried to present

multiple images to different users at the same time, like optical

barriers, optical filtering, optical routing, time multiplex, volu-

metric displays and lightfield displays among others. This paper

describes, discusses and compares different approaches that have

been developed and develop an evaluation approach to identify

the most promising one for different usage scenarios.

Introduction
In many applications a group of users needs to collaboratively un-

derstand a spatial arrangement or relationships, e.g. can we fit this

part into the machine, does this building fit into the planned plot,

does this part of the molecule fit into the protein that it needs to

control etc. Many of these problems require accurate spatial per-

ception for each user and also require accurate spatial interaction,

i.e.pointing at a specific element in the 3D world. In a normal

projected display like a CAVE users can see and collaborate with

each other, but only the tracked user gets the correct perspective

when interacting with the 3D world, everybody else in the CAVE

sees a distorted image. As long as they are looking in more or less

the same direction as the tracked user the distortion is not too bad,

but for example looking in the opposite direction (which happens

easily when looking at an object that is inside the CAVE), will

lead to inverted stereo and complete destruction of immersion.

Studies like the ones proposed by Pollock et al [1] back up

this idea by demonstrating that even when perspective correct 3D

is not needed for each user, collaboration times get significantly

longer when participants stay at different positions compared to

the same location relative to the center of perception (CoP).

The design challenge lays in creating a system that can dis-

play different images in a common area occluding all but the cor-

rect image for each user. This challenge is not something funda-

mentally new; different approaches have been attempted to mul-

tiplex images from a single display to different users providing

a correct perspective for each one; in this paper we are going

to describe and discuss different projects that have been devel-

oped multi user VR experiences and the different challenges each

project has faced.

In [2], Mark Bolas presents a promising classification on the

different approaches for doing multiuser immersive display sys-

tems. He proposes in his research that all these attempts convey

into a “Solution Framework” which is split into four general cat-

egories: Spatial Barriers, Optical Filtering, Optical Routing and

Time Multiplexing.

In addition to these categories it is worth mentioning volu-

metric displays and light field displays, which are relevant to the

multi user viewing topic even though they achieve multi user per-

spective through a totally different approach.

Spatial barriers
Spatial barriers take advantage of the display’s physical config-

uration and user placement to display users’ specific views. Es-

sentially they form a mechanical barrier that lets each user see a

subset of the underlying displays’ pixels.

The spatial barriers approach has been around for a while.

In the late 80’s Sandin e.a. [3] proposed a variety of methods

for producing ”Phscolograms”. Autostereograms that use barrier

strips to separate images from each eye giving the users a sense

of depth. These Phscolograms use static printed images that he

later used to introduce “The Varrier” system [4, 5, 6]. Here, their

system uses a tiled set of parallax barriers displays that provide

autostereoscopic virtual reality for a single user.

Schwerdtner on a similar way in 1998 comes up with the

Dresden display [7]. In this project, they propose a display that

consists of a flat panel display, a parallax barrier and a tracking

system; it works by moving a parallax barrier side to side and

slightly forward/backward in response to the observer’s position.

The main challenge for their approach is the latency due to the

mechanical nature of the adjustment. Their system also provided

a correct perspective views for only one user.

Later on, Perlin e.a. [8] presents a hybrid system that uses

both time multiplex and spatial barriers approach to produce

an autostereoscopic display. They generate a parallax barrier

that gets accommodated to the user’s position; the barriers ex-

pand/contract and move accordingly to the user movement. They

use a DLP micro-mirror projector and a Ferroelectric Liquid Crys-

tal (FLC) shutter to start/stop each temporal phase.

Along the same lines as Perlin’s work, Peterka e.a. propose

a dynamic parallax system called Dynallax [9, 10]. This system

varies the barrier period eliminating conflicts between users sup-

porting up to two players with autostereoscopic views. Dynallax

consists of a dual stacked LCD monitor where a dynamic barrier

gets rendered in the front display and a rear display produces the

imagery, a small cluster to control the displays and a head tracker

to accommodate views for each user’s position.

Mashitani proposes as an alternatve the “Step barrier” sys-

tem [11]. This technology overcomes the problem of conventional

parallax barriers of image degradation on the horizontal direction.

Here, they distribute the resolution on both horizontal and vertical

directions by creating a spatial barrier that contains tiny rectangles

arranged in the shape of stairs instead of vertical stripes.They also

















Conclusions
Hybrid approaches try to exploit the best from the different afore-

mentioned techniques and are commonly use to either generate

stereoscopy or increase the number of engaging users.

It is clear that parallax barrier methods generally face

challenges regarding brightness (with some exceptions) and the

projects exposed here cannot produce more than two views with

stereoscopy. Even though there can be room for improvement,

the method itself makes it hard to separate users due to physical

limitations.

Most of the work on Optical Routing presented here is rel-

atively old. Some of the challenges that the projects had can

proably be solved with current technology like increased resolu-

tion on displays among others. It is clear that there is still some

room for improvement on this area.

Optical filtering approaches are very limited by the nature

of their filters for separating users (when using polarizing tech-

niques) and also brightness is another factor that gets affected neg-

atively. There is room for improvement in this area and techniques

like the ones proposed by INFITEC back up this but designing an

optical filter that is robust and direction-independent to be usable

for glasses is not an easy task.

Time multiplexing is an interesting technique that with fast

enough refresh rates can increase the number of views. Still, the

added synchronization complexity, custom circuitry and shutter-

ing nature of the approach generates new challenges that need to

be solved like brightness and flickering among others

One of the biggest challenges volumetric displays face at

present is resolution and occlusion. Unfortunately, with the na-

ture of the approaches users cannot pinpoint certain parts directly

of the generated models, as it is potentially ery dangerous to put

their hands inside the display volume. This could be a problem on

scenarios that users need to interact without virtual wands with the

generated content

Light field displays is an active area of science with a lot of

research being carried out right now. One of the biggest chal-

lenges this approach faces is the fact that there are no out of the

box solutions and everything needs to be built from scratch, long

processing times for generating frames and reduced viewing an-

gles also offer a lot of room for research.

In conclusion it has to be said that there is no silver bullet, but

that the classical methods of optical routing and parallax barriers

still promise the best results with modern technologies.
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