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Abstract

One of the main shortcomings of most Virtual Reality display sys-
tems, be it head-mounted displays or projection based systems like
CAVEs, is that they can only provide the correct perspective to a
single user. This is a significant limitation that reduces the appli-
cability of Virtual Reality approaches for most kinds of group col-
laborative work, which is becoming more and more important in
many disciplines. Different approaches have been tried to present
multiple images to different users at the same time, like optical
barriers, optical filtering, optical routing, time multiplex, volu-
metric displays and lightfield displays among others. This paper
describes, discusses and compares different approaches that have
been developed and develop an evaluation approach to identify
the most promising one for different usage scenarios.

Introduction

In many applications a group of users needs to collaboratively un-
derstand a spatial arrangement or relationships, e.g. can we fit this
part into the machine, does this building fit into the planned plot,
does this part of the molecule fit into the protein that it needs to
control etc. Many of these problems require accurate spatial per-
ception for each user and also require accurate spatial interaction,
i.e.pointing at a specific element in the 3D world. In a normal
projected display like a CAVE users can see and collaborate with
each other, but only the tracked user gets the correct perspective
when interacting with the 3D world, everybody else in the CAVE
sees a distorted image. As long as they are looking in more or less
the same direction as the tracked user the distortion is not too bad,
but for example looking in the opposite direction (which happens
easily when looking at an object that is inside the CAVE), will
lead to inverted stereo and complete destruction of immersion.

Studies like the ones proposed by Pollock et al [1] back up
this idea by demonstrating that even when perspective correct 3D
is not needed for each user, collaboration times get significantly
longer when participants stay at different positions compared to
the same location relative to the center of perception (CoP).

The design challenge lays in creating a system that can dis-
play different images in a common area occluding all but the cor-
rect image for each user. This challenge is not something funda-
mentally new; different approaches have been attempted to mul-
tiplex images from a single display to different users providing
a correct perspective for each one; in this paper we are going
to describe and discuss different projects that have been devel-
oped multi user VR experiences and the different challenges each
project has faced.

In [2], Mark Bolas presents a promising classification on the
different approaches for doing multiuser immersive display sys-
tems. He proposes in his research that all these attempts convey
into a “Solution Framework™ which is split into four general cat-

egories: Spatial Barriers, Optical Filtering, Optical Routing and
Time Multiplexing.

In addition to these categories it is worth mentioning volu-
metric displays and light field displays, which are relevant to the
multi user viewing topic even though they achieve multi user per-
spective through a totally different approach.

Spatial barriers

Spatial barriers take advantage of the display’s physical config-
uration and user placement to display users’ specific views. Es-
sentially they form a mechanical barrier that lets each user see a
subset of the underlying displays’ pixels.

The spatial barriers approach has been around for a while.
In the late 80’s Sandin e.a. [3] proposed a variety of methods
for producing “Phscolograms”. Autostereograms that use barrier
strips to separate images from each eye giving the users a sense
of depth. These Phscolograms use static printed images that he
later used to introduce “The Varrier” system [4] 3} |6]]. Here, their
system uses a tiled set of parallax barriers displays that provide
autostereoscopic virtual reality for a single user.

Schwerdtner on a similar way in 1998 comes up with the
Dresden display [7]]. In this project, they propose a display that
consists of a flat panel display, a parallax barrier and a tracking
system; it works by moving a parallax barrier side to side and
slightly forward/backward in response to the observer’s position.
The main challenge for their approach is the latency due to the
mechanical nature of the adjustment. Their system also provided
a correct perspective views for only one user.

Later on, Perlin e.a. [8] presents a hybrid system that uses
both time multiplex and spatial barriers approach to produce
an autostereoscopic display. They generate a parallax barrier
that gets accommodated to the user’s position; the barriers ex-
pand/contract and move accordingly to the user movement. They
use a DLP micro-mirror projector and a Ferroelectric Liquid Crys-
tal (FLC) shutter to start/stop each temporal phase.

Along the same lines as Perlin’s work, Peterka e.a. propose
a dynamic parallax system called Dynallax [9, [10]. This system
varies the barrier period eliminating conflicts between users sup-
porting up to two players with autostereoscopic views. Dynallax
consists of a dual stacked LCD monitor where a dynamic barrier
gets rendered in the front display and a rear display produces the
imagery, a small cluster to control the displays and a head tracker
to accommodate views for each user’s position.

Mashitani proposes as an alternatve the “Step barrier” sys-
tem [[11]. This technology overcomes the problem of conventional
parallax barriers of image degradation on the horizontal direction.
Here, they distribute the resolution on both horizontal and vertical
directions by creating a spatial barrier that contains tiny rectangles
arranged in the shape of stairs instead of vertical stripes.They also



expose three methods for generating imagery for these systems: A
high quality slow process method called “thinning out”, a “waste
less” method which is less processor intensive and a hybrid ap-
proach which is a combination of both.

Zhang e.a. [13]] proposes an autostereoscopic system based
on time division quadplexing parallax barrier that can display full
image resolution per view and holds continuous viewing zones.
They do this by stacking two LCD panels; one screen for ren-
dering images and the other for generating barriers. With time
division quadplexing applied they achieve full resolution. They
display right-eye image of a stereo pair to the two viewpoints on
the right side and do the same to the left-eye images obtaining
four viewpoints.

Another interesting approach for working with spatial bar-
riers is the PIT (Protein Interactive Theater) project [15]. Here,
Arthur e.a. use a dual screen stereo display system placed orthog-
onally for two users. Each user is tracked and the virtual content
is augmented in real space. The two users interact and point at
positions of the model within the same real world as the projec-
tions match for each user.The system only works for two users
and there is always the possibility of one person to “peek” at the
other’s person view and perceive a distorted image (figure[T).

Figure 1. The PIT: Protein Interactive Theater [15].

Along the same lines, Schreer e.a. present a general
concept for a two local multi-user video conference system. They
describe the design and arrangement of the system and a general
multi-view video analysis. In their design they propose a multi-
view display with 2 “view cones” with significantly different per-
spectives for each participant. There is no head tracking and only
two users are able to use the system.

A larger-scale alternative is the AVIE project by McGinity
e.a. [17] They introduce a VR theatre that uses a 360 degree
screen with omnistereo projection, surround sound and marker
less tracking. They use 12 projectors in a cluster of 6 dual xenon
PCs.

Another approach other researchers follow is the assignment
of subsections of screens and personalize these sections for each
user; for example. In the Pen and Paper paradigm research [18].
Ehnes e.a. uses a virtual table in a workbench like setting and
presents a multi viewer system by tracking participants and pre-
senting unique perspective correct images on subsections of the

table for each user. Their project works both on 2D and 3D with
shutter glasses.

Marbach [22] presents the idea of rendering different users’
point of views in separate parts of the screen based on their po-
sition and head orientation; these views are blended together in
a blend area between them. When users look at nearby points,
their viewpoints are averaged and one image is rendered for those
users. Later [23]], he uses geometry shaders to improve the render-
ing rate and does an extensive user study comparing multi-viewer
approaches [24] (figure ).

Figure 2. Image blending and view clustering for multi-viewer immersive
projection environments [22].

Schulze presents a similar idea like Marbach’s, but their
approach aims at rendering the point on the screen a user looks
at from that user’s eye point whenever possible, while allowing
some distortion in a user’s peripheral view if other user’s renders
are nearby. They mention their approach works best on scenarios
with data sets but not in architectural models or similar environ-
ments.

Following the idea of using parts of the screen for multi-
plexing views, Kitamura e.a. proposes the Illusion hole [19]]. In
this research, their system allows 3 or more people to simulta-
neously observe individual stereoscopic images from their own
viewpoints by tracking each users’ heads. The system consists of
a normal display and a display mask that has a hole in its center;
the display mask is placed over the surface at a certain distance
and each user sees their area with shutter glasses. Later they
present a small-scale simplified IllusionHole prototype that uses 2
liquid crystal projectors and circular polarizing filters with passive
stereoscopy (figure ).

A related but very different approach is presented by Nashel
e.a.: the Random Hole Display [21]]. Their prototype consists of a
plastic barrier separated from a 20” display by a glass spacer. The
barrier pattern is cut with a Poisson disk distribution of holes, the
display has physically discrete subpixels and each color channel
is calibrated separately. By randomizing the barrier pattern, their
system eliminates the repeating zones found in regular barrier and
lenticular autostereoscopic displays. Their system supports up to
4 different views without stereoscopy or 2 with stereoscopy.

Finally, Lanman e.a. in introduce a technique that op-



Figure 3. The lllusion Hole [20].

timizes automultiscopic displays. Here, they propose content-
adaptative parallax barriers where the display elements are op-
timized for multi-view content. They create a prototype with a
dual-stacked 120hz LCDs separated by 1.5cm. The rear layer of
their prototype is unmodified while the front layer acts as a spa-
tial light modulator, they removed the front and rear polarizing
films and replaced the front polarizer diffusers with a transparent
polarizer.

Optical routing

Optical routing uses the angle-sensitive optical characteristics of
certain materials to direct or occlude images based on the user’s
position [2].

In 1994, Little e.a. presented a design for an autostereo-
scopic, multiperspective raster-filled display [27]. Here, they pro-
pose a hybrid time multiplex/optical routing approach. They use
an array of video cameras to capture multiple perspective views
of the scene and feed these to an array of LCTVs. The view-
ing screen is formed by either a holographic optical element or a
Fresnel lens and a pair of crossed lenticular arrays. Resolution is
limited by the LCTV projectors and they use a lot of projectors /
cameras to provide multiple views.

Van Berkel e.a. in [28] presented a prototype display
using a LCD and a lenticular lens from Philips Optics to display
3D images; they slanted the lenticular lens with respect to the
LCD panel in order to reduce the “picket fence” effect.

Later in the same year, Matsumoto e.a. propose a sys-
tem that consists of a combination of cylindrical lenses with dif-
ferent focal lengths, a diffuser screen and several projectors to
create a 3D image.

Omura presents a system that uses double lenticular lenses
with moving projectors that move according to the tracked user’s
position to extend the viewable area [31]]. Their system needs a
pair of projectors per person and their projectors move to adjust
each user’s position. Their system suffers from latency due to the
mechanical movement.

Eichenlaub instead proposes a hybrid time multiplex/optical
routing 217 autostereoscopic display [32]]. Their display produces
eight views at 60hz.The authors report loss of brightness and con-
trast caused by the beam splitter along with a washed out blue
color produced (figure ).

In 2001 Son e.a. proposed a hybrid optical routing/spatial
barriers approach with an autostereoscopic display with 16 views
[33]]. Here, they use two 6.5inch LCD projection panels for stereo
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Figure 4. Eichenlaub - Multiperspective look-around autostereoscopic pro-
jection display using an ICFLCD [32].

image display, two lamp modules for backlighting, a screen pro-
jection for magnifying the stereo image and a liquid crystal di-
aphragm for viewing zone forming with a head tracking system
to track users.

Alternatively Jeon e.a. propose a design for a multi-view
3D display system based on focused light arrays (FLA) using a
reflective vibrating scanner array (ViSA) 34}, [35]]. They present
two possible implementations that use a parallel laser beam. The
first one uses a vibrating curvature-compensated mirror scanner
array while the second uses a vibrating diamond ruled reflective
grating scanner array.

Later in 2002, Lipton proposes the Synthagram [36]], a sys-
tem that consists of an LCD Screen with a lenticular screen that
overlays the LCD display. They angle a lenticular screen in order
to reduce moire patterns and their system uses nine progressive
perspective views from a single image.

Matusik proposes a system that consists of an array of cam-
eras, a cluster of networked PCs and a multi-projector 3D display
with the purpose of transmitting autostereoscopic realistic 3D TV
[37]. They record imagery with a small cluster of cameras con-
nected to PCs that broadcast the recorded video which is later de-
coded by another cluster of consumer PCs and projectors. Their
3D Display consists of 16 NEC LT-170 projectors that are used
for front or rear projection. The rear projection approach consists
of two lenticular sheets mounted back to back with an optical dif-
fuser material in the center and the front projection system uses
one lenticular sheet with a retro reflective screen material.

Another optical routing approach use is the display proposed
by Nguyen e.a. [38, [39]. Here, they present a special display
that consists of a screen with three layers that have directional re-
flections for projectors so that each participant sees a customized
image from their perspective. Their system supports up to five
viewing zones and requires a projector per participant(figure3).

Takaki e.a. proposes a system that can produce 72 views
[40]. Their project consists of a light source array, a micro lens
and a vertical diffuser (a lenticular sheet). They mention that as
the horizontal positions of all light sources are different, rays from
different light sources proceed to different horizontal directions
after passing through the micro lenses thus generating different
views. Finally they conclude that it’s difficult to fabricate a large
micro lens array and that unused pixels remain at the corners of
the LCD panel.



Figure 5. Nguyen - Multiview: improving trust in group video conferencing
through spatial faithfulness [39].

Takaki also discusses a multiple projection system that is
modified to work as a super multiview display [41] 42} [43]]. Here,
they attach a lens to the display screen of a HDD projector and
by combining the screen lens and the common lens, they project
through an aperture array. This aperture array is placed on the
focal plane of the common lens, and the display screen (a vertical
diffuser) is placed on the other focal plane. Hence, the image of
the aperture array is produced on the focal plane of the screen lens.
With this, the image of the aperture array gets enlarged generating
enlarged images that become viewpoints. The authors comment
that there is some discontinuity between the different generated
views when the observation distance is different from the distance
to the viewpoints.

In 2009 Takaki and his team introduced a prototype panel
that can produce 16 views [44]. They built a LCD with slanted
subpixels and a lenticular screen. They placed a diffusion mate-
rial between the lenticular sheet and the LCD screen in order to
defocus the moire pattern but increased the crosstalk among view-
points. They mention that by slanting the subpixel arrangement
instead of the lenticular sheet, they can increase the number of
views and reduce the crosstalk significantly but the optical trans-
mittance of the display decreases.

Finally, in 2010 Takaki e.a. combine several 16-view flat-
panels with slanted subpixels [44] and create a system with 256
views [43]. They superimpose different projected outputs of the
panels on a single vertical diffuser; then, the multiple viewing
zones for each panel are generated on an incident pupil plane of
its corresponding projection lens. Each projection lens projects to
the display surface of its corresponding flat panel system on the
common screen and finally a screen lens is located on the common
screen so the lens generates viewing zones for observers.

Another system that takes advantage of the optical routing
approach is the Free2C display, a project proposed by Surman
[46]. Here, they created a single viewer autostereoscopic dis-
play using a head tracker. The display accommodates the head
movement of the viewer by continually re-adjusting the position
of the lenticular lens in relation to the LCD to steer the stereo-
scopic views onto the eyes of the viewer.

Similarly, Brar e.a. use image recognition to track users’
heads to produce multiple steerable exit pupils for left and right
eyes [47] [48]]. Here, they describe the design and construction of
an autostereoscopic display that produces a stereo pair on a sin-
gle LCD by simultaneously displaying left and right images on
alternate rows of pixels. They propose steering optics controlled
by the output the aforementioned head tracker to direct regions,
referred as exit pupils to the appropriate viewers’ eyes. Their pro-

totype is not optimal due to insufficient brightness and instability
in the holographic projector and mention doesn’t support multiple
views besides the produced for each eye.

Kooima e.a. uses 24” and 42” 3DHD Alioscopy dis-
plays. They propose a system that consists of scalable tiled dis-
plays for large field of views and use a generalization of a GPU
based autostereoscopic algorithm for rendering for lenticular bar-
riers. They tried different methods for rendering different views
but had issues where they perceived repeated discontinuities, ex-
aggerated perspectives and as the displays pixels cannot be moved
smoothly but in discrete steps; when the tracked viewer moved
into transition between channels, the user began to see the adja-
cent view before the channel perspective was updated to follow
the user’s head. They mention that depth and orthostereo remain
the most significant lacking issues of their system.

Later on, Sonoda e.a. propose a display that uses multi-
varifocal lenses aligned with a high-speed display [50]. They
layer many 2D images by changing their depth position using a
multi-varifocal lens. They have a projector array that uses LED
sources where images are projected to the same position of a
screen and by time multiplexing these projectors quickly, depth-
sampled 2D images on the screen are displayed at high speed.

Later in 2012, Kim e.a. came up with an interesting way of
using optical routing by exploiting a physical property of Twisted
Nematic LCDs [51]]. Here, they present a pure software solution
that benefits from Twisted Nematic LCD screen attributes in or-
der to provide different views depending on the view angles on
these types of screens. They created an algorithm that analyzes
the color curves for each color and depending on the viewing an-
gle they modify pixel colors to match the contrast from said angle.
They provide images for different users by doing either spatial
multiplexing by interlacing images in the spatial domain with al-
ternating pixels or time multiplexing by alternating said images,
and with visual persistence they create the perception of a single
continuous image. They comment that loss of saturation, bright-
ness and contrast is perceived.

In a more traditional way using newly available hardware,
Surman [52]] describes a head tracker displays that provides au-
tostereoscopic imagery. The system uses pico projectors that
project left and right images to a retro reflecting screen and moves
projectors to compensate for the user’s position. They mention
they get specular reflections from the screen producing vertical
bright lines.

In 2014 Zang e.a. propose a frontal multi-projection au-
tostereoscopic display [33]. Their approach consists of an 8 stag-
gered projectors and a 3D image guided screen. The 3D image
screen is mainly composed of a single lenticular sheet, a retro-
reflective diffusion screen and a transparent layer that is filled
between them to control the pitch of the rearranged pixel stripe
in interlaced images. Their system is space efficient compared
to previous approaches that produce light from the back of the
screen. They mention that they perceive loss of intensity and in-
creased crosstalk outside of the system boundaries

Hirabashi e.a. propose a system composed of frameless
multi-view displays in [34]. Each module consists of a multi-view
flat-panel display, an aperture, an imaging lens, a screen lens and
a vertical diffuser.

Jones proposes a system that contains 216 closely
spaced video projectors projecting to a screen material. This ma-



terial consists of an anisotropic light shaping diffuser and gener-
ates autostereoscopic images for a large number of viewers (figure

6).

Figure 6. Jones - An automultiscopic projector array for interactive digital
humans [55].

Finally, a commercially available display one can get hands
on is the Looking Glass [56]]. This display uses lenticular lenses
for generating 45 unique viewpoints to the viewer, a high refrac-
tive index material for shifting the focal plane and an optical film
for further sharpening the generated images.

Optical filtering

This technique involves systems that filter viewpoints using light’s
electromagnetic properties, such as polarization and wavelength
21.

De laRe e.a. propose an approach based on Agrawala’s work
but with a fraction of the cost [37]. Here, they combine ac-
tive shutter glasses, use anaglyphic filters and produce two mono
channels from the stereo channel to provide audio to each user

(figure[7]

Figure 7. Inexpensive 3D Stereo for Two Users Using a Single Display [57.

In 1999, Benton e.a. propose a system that lets multiple
viewers (3) visualize different images at the same time [38]]. Here,
they use interdigitated strips of polarized sheets (of orthogonal po-
larization selection) located on Twisted-Nematic LCD panels, a
large lens and a video processing software for recognizing faces.
The system becomes noticeably slower when three persons are
using it.

Schmidt e.a. introduces Wavelength-selective filter arrays
[39]. These filter arrays are mounted in front of a flat panel
(TFT/Plasma) and produce eight perspective views so multiple
observers can get images at the same time. Wavelength selective

filter arrays consist of many small wavelength filters which are
combined in a regular pattern. This pattern matches the subpixel
structure of the panel they get attached to and because of the dif-
ferent wavelength filters the light from the subpixels is directed
into different directions. These filters suffer from brightness re-
duction and transitional areas that are perceived in the projected
image.

Another interesting approach to optical filtering multiplexing
is Kakehi e.a.s work [62]. They introduce the Lumisight
table which is a horizontal tabletop display that uses a special
screen called lumisty and a fresnel lens. Their system combines
the lumisty films (which become opaque depending on the view
direction) and use a lens with four projectors to display different
images, one for each user’s view.

Jorke and Simon propose a wavelength multiplex approach
that takes into account the nature of the human eye [66]]. This
approach is using interference filters and is thus called INFITEC
(figure[B). Visualization by wavelength multiplexing encodes im-
age information in different spectral ranges by using a narrower
wavelength band in order to increase the number of images that
can be shown in parallel. In their research, they code the image
information of one image into three narrow bands in parallel (red,
green, blue). Each eye uses a narrow bandwidth filter that has a
triple band characteristic to transmit selectively the narrow bands
associated with the image content encoded [64] [63]].
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Figure 8. Stereo projection using interference filters [63].

Another approach that uses optical filtering is Scritter [67].
Here, Hamada e.a. proposed a system that enables the superim-
position of invisible messages on a large screen while sharing a
movie. They achieve this by using 2 projectors attached to differ-
ent circularly polarization plates, a silver screen and glasses that
have the same polarizing lenses. Their system doesn’t scale up
more than for two different images.

Along the same lines, Nagano e.a. enables superimposition
of multiplexed images using special configured polarized glasses
[68]. Here, they use a hybrid time multiplex and optical filter-
ing approach based on [90]. They use two DMD projectors to
project different images and employ the same type of filters in the
shuttered glasses being able to display different content with the
filters. Their system only supports two users.

Subsequently, Nagano e.a. present ScritterHDR [69]]. Here,
they introduce a system based on Scritter that enables the dis-
play of multiplexed hidden images using a hybrid approach that
relies on time multiplex and optical filtering. They hide images
based on the project proposed in [68].

Kim on the other hand, proposed a system capable of dis-
playing full colored stereoscopic imagery with anaglyph filters in
[70]. Here, they follow a hybrid approach of time multiplexing



and optical filtering; their system allows full-color 3D imagery by
switching the color property on the user glasses.

In 2011, Simon e.a. enhanced their research done in and
demonstrate an improvement in color transmission performance
for Ultra High Performance (UHP) projectors by minimizing the
difference between color and luminance between left and right
eyes’ filters [71]].

Another use of optical filtering can be found in Kakeya
e.a’s work [[72]l. Here, they propose a time-division multiplex-
ing anaglyph method that reduces flickering at lower refresh rates
(60hz). They do this by separating the color components of the
image in Green and Magenta (red and blue) and showing these
components alternatively.

Later on, Zhang e.a. proposes which is based on
Kakeya’s e.a. work [72]. They propose an autostereoscopic dis-
play that uses an active anaglyph parallax barrier system that uses
time multiplexing for supporting different views. They created a
prototype that consists of two screens; one screen for the paral-
lax barrier and the other screen for displaying the imagery. Their
system supports up to four users.

Gaudreau e.a. describes a concept for an autostereoscopic
system that combines regular 3D LCD at 120Hz with a vertical
patterned active shutter panel and a head tracking system [[74].
Here, they mention that the parallel barrier can be made of pat-
terned QW retarder film and a circular polarizer.

Littfass e.a propose a multiplex hiding imaging technology
which works with polarization filters enabling multiple users to
watch different contents on the same display [73].

In the ExPixel project [[76], Suzuki e.a. use a 3D flat panel
based on a line-by-line polarized device to multiplex-image hid-
ing with passive polarized glasses, their work is based on Scritter-
HDR and 2x3D and their technology is similar to SONY’s Simul-
View technique [[77].

Finally, Suzuki e.a. introduces the FamiLinkTV system [[78].
Here, they demonstrate the 4th iteration of the Scritter Sys-
tem developed for usage in the family room; it works the same as
Scritter and is able to display content on the naked eye or hidden /
extra content using polarized glasses. The system only works for
two users.

Time multiplex

Time multiplexing encompasses the solutions that use time-
sequenced light and shutters to determine which user sees an im-
age at a given point in time [2]].

The majority of the citations that use this technique relate
mostly to Agrawala’s work with the two user responsive work-
bench [79]. In his research, Agrawala e.a. presents a virtual
reality system that allows two users at the same time to view
individual stereoscopic image pairs from their own viewpoints.
The system tracks head positions of both users and computes im-
ages for each eye. They compute 4 images, one for each eye.
These images are presented in sequence and they separate users
by modifying a single user shutter glasses and adding a third state
where both eyes are closed so they can display the other user’s
images (figure [0).They report that image flicker and crosstalk is
perceived.

Dodgson e.a. [81] describe the Cambridge display. It
consists of a high speed LCD, a fresnel lens and a series of abut-
ting bar shaped light sources that with time multiplexing can show
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different images for each eye giving a sense of depth. Later on
in [82]), the team proposes a 28 view, 25" display that combines
time sequential and multiprojector technology. Following their
research, the team presents a follow up on the work done in
proposing a 50” Time-multiplexed autostereoscopic display [83]].
Here, they design a time multiplexed-display for two users; the
system contains two subsystems each with 3 CRTs, one for each
color (red, green, blue), for each person and runs at 30Hz. They
produce 15 views at 640x480.

Similarly, Shoemaker e.a. propose a system that
works with a modified version of a Stereographics system
that uses time multiplex approach and hides private information
from the other users. The system supports two users.

In 2002, Blom e.a. present a general idea of a multi-user
projection-based system that works with two users with stere-
oscopy and four users on monoscopic views [87]. They use shut-
ter glasses to separate views and enable four buffers for video
multiplexing by combining two stereoscopic streams.

Later on, in [88]], Froehlich presents a system that shutters
four projectors to support two users with correct perspective views
using time multiplexing with a micro controller. They scaled their
system up to four users at 320Hz, two projectors per user with
highly customized shutter synchronization and high refresh rates
for enabling time multiplexing (figure[T0).
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Figure 10. Froehlich - Implementing multi-viewer stereo displays [92].

Cossairt e.a. talk about a collaboration between Cambridge
and MIT for a view sequential display based on DMD technol-
ogy in [89]]. They use ferroelectric LCD shutter glasses for stere-
oscopy and interleave frames on a time multiplexing basis.

McDowall e.a. use a time multiplex approach to hide images
with a shutter [90]. Here, they display imagery at 1.8khz using
DMD devices, in a 60th of a second they display the image every-
one can see 20 times and the hidden image gets displayed twice
along with a negative of the same image again twice. They are
able to see the images through a shutter.

In 2005, Blach e.a. presents a design of a multi-view stereo
system based on shuttered LCD-projectors and polarization [91]],



where polarization is used to separate eyes and shutters to separate
users. They built a custom micro-controller for controlling the
shutters and each user uses one projector pair.

In the same year, Froehlich proposes a hybrid multi-user
stereo system based on shuttered LCD projectors and polarization
[92]]. The combination of these techniques allow them to present
images for more than one stereoscopic view on a single projec-
tion screen. Their system uses two projectors per person and eye
separation is done through polarization while shutters are used for
separating users. They mention that the polarization and shutter-
ing provides twice the brightness versus a shutter only approach.

Later on, Kupiec e.a. [93]], propose a time multiplexed dis-
play that can produce eight views jitter and flicker free. They
achieve this by using a high speed mirror device (DMD) that is
driven by a custom FPGA driver and a custom GPU program.

Pranav in the ThirdEye system modified LCD Shutter
glasses and synced them with a screen doing frame interleaving
for displaying unique images for each user.

Similarly the HELIUM3D project (2008-2011)
is an autostereoscopic display system that provides time multi-
plexed views by forming regions referred to as exit pupils where
a particular image can be seen over the complete area of the screen
S0 a stereo image pair can be directed to each viewer.

Later, in 2011, Kulik introduces C1x6. A projection-
based stereoscopic hybrid display system for six users. They use
six customized DLP projectors and each one projects a time se-
quential image in one of the primary colors and by differently
polarizing the light output from the first set of three single color
projectors (RGB) than the second set, they are able to project 12
separable full-color images onto a projection screen.

Another approach proposed by Beck e.a. that uses time mul-
tiplexing is an immersive telepresence system that allows distant
groups of users to collaborate in a shared task space [99]. Here,
they use two projection-based multi-user 3D displays and Kinects
to do reconstruction of the other users in the virtual world. If a
remote user is touching the same point on a virtual model, their
fingers meet in the space. Their system can accommodate up to
six users respectively.Their approach relies on virtual users to be
able to increase the number of users in the system.

Lissermann proposes a set of interaction and visualization
techniques for multi-view table tops [I00]. Here, they use a 527
Philips 3D display at 120Hz along with active shutter glasses
tracked with two Kinect cameras for user tracking and hand recog-
nition. The shutter glasses switch between transparency levels at
high frequency and they map each shutter glass to a unique indi-
vidual output letting users have a personalized view; their chal-
lenge is that the refresh rate defines how many separate views can
be offered.

Another non-conventional hybrid time-multiplex Optical
Routing approach is the use of directional backlighting for selec-
tively light certain portions of the screen and displaying different
images through time multiplexing. Hayashi e.a. [101] use direc-
tional backlighting for producing a 23” full resolution autostereo-
scopic panel while Liou e.a. use the same principle with
a 240Hz display and a custom FPGA to show content for four
different views.

Geng, on the other hand, describes an optical design tech-
nique for a multiview 3D display that uses only one projector
[T03]. They generate multiple views with a hybrid approach of

time-multiplex and optical routing techniques. Their prototype
consists of a single high-speed projector with specialized opti-
cal components, a scanning mirror and a reflective mirror array.
Images are generated sequentially and projected via the specially
designed optical system from different viewing directions towards
the screen.

In 2016 Koutaki e.a. present a research on how to do a multi-
view display using a DLP projector and modified active shutter
glasses that display grayscale images for shuttering instead on -
off states [104]. They use a time division method like Froelich
[88] and Agrawala and use image decomposition for dis-
playing the images. Their proposed model prevents projection
of extreme black patterns reducing flickering of the display.

Finally a peculiar approach on the time multiplex approxi-
mation can be found in Barnum’s e.a. work in [103]. Here, they
present a system with a single projector and layered displays us-
ing lines of water drops and illuminating each row of lines sepa-
rately while they fall, creating a sense of multiple displays. Their
biggest challenge lays in its resolution, complexity of the system
and refresh rate.

Volumetric displays

In volumetric displays, the image is produced within a volume of
space where this volume can be either virtual or real [47] and the
content is always confined within the physical device enclosure
(106).

In 2001. Favalora e.a. [107] talk about an 8 color multi-
planar volumetric display, they describe the architecture both in
hardware and software and talk about the different components.
Their system provides volume-filling imagery of 90 million vox-
els by using a XGA-resolution projector that illuminates a rotating
screen with rapid sequence of 2D “image slices” (figure [TT).

Figure 11.
rasterization hardware [107].

Favalora - Volumetric three-dimensional display system with

Sullivan proposes the DepthCube [106]. Here, he exposes
a solid-state multi-planar volumetric display where a DLP pro-
jector projects slices of a 3D scene into a stack of liquid crystal
scattering shutters.

Otsuka e.a. on the other hand, propose the Transpost sys-
tem [I08]]. They describe a system that works with a directional-
reflection screen, mirrors and a standard projector. Their system
works by projecting content into a spinning directional-reflection
screen with a limited viewing angle.

As a similar approach, Jones e.a. propose a set of rendering
techniques and a system that consists of a high speed video pro-
jector, a spinning mirror covered by a holographic diffuser and a
FPGA custom circuitry to decode specially crafted DVI signals
(1091

Another unconventional volumetric display comes out of



Eitoku e.a.’s work [I10]. Here, they propose a “controllable par-
ticle display”. This system displays 3D objects by filling space
with water drops falling from a tank; the objects then can be ob-
served by projecting a set of tomographic images synchronized
with the position of the water drops.

In 2006, Bimber e.a. describe a volumetric system [T11]).
This system consists of two main parts, a convex assembly of half
silvered mirrors and a graphics display. They created 2 proto-
types; the first one consisting of 4 half silvered mirrors assembled
as a truncated pyramid providing views for up to 4 users (one on
each side). The 2nd prototype consists of a truncated cone and
they placed the mirror assemblies on top of a projection screen.
The cone provides a seamless surround view onto the displayed
artifact. To achieve stereoscopy they use active shutter glasses
and head tracking is done with an electromagnetic tracker.

Nayar e.a. proposes an inexpensive low resolution volumet-
ric display in [112]. Here, they precisely illuminate randomly
lasered induced cracks on a material and render a volume.

In a more peculiar way, Kimura e.a. use laser plasma
technology to make flashpoints in the air. Their device uses a
plasma emission phenomenon near the focal point of focused laser
light to produce plasma bursts in the air (fi gure@).

Figure 12. Kimura - Laser produced 3D display in the air [113].

Cossairt proposes an occlusion capable volumetric display
[114]. Here, he describes and demonstrates a hybrid volumetric
display that has 128 views. Their device is capable of reproduc-
ing viewer perspective effects such as occlusion; they achieve this
with an horizontal projector that illuminates a rotating vertical dif-
fuser with a series of multi-perspective renderings of a 3D scene.

Finally, Gocho e.a. propose an extension of the depth
fused 3d system proposed by Suyama in [116]. Here they use four
images from a screen to fuse imagery in order to give a sense of
depth, these four images are synthetized and located in a screen
that gets redirected with mirrors and half mirrors. This helps them
out getting rid of the bulkiness that a DFD display carries as they
use several screens.

Lightfield displays
In light field displays, the light emitted from a point on screen
varies with the direction. These displays are subdivided in two
categories: 1. Light emitted from a point on the screen changes
with angle so real "voxels’ are produced in front of screen and 2.
Multi-beam displays that use a laterally moving aperture formed
on a ferroelectric screen that controls light output from a fast pro-
jected image on a screen located behind it [93]].

In 2011, Wetzstein e.a. describe a technique to do image syn-
thesis on layered displays with light-attenuating materials [117].
Their prototype uses static images and tomographic techniques

for rendering high resolution volumetric frames (figure[T3). Their
technique only works on static images due to the length it takes
the solver to calculate optimized values ( 12min on average).

Figure 13. Wetzstein - Layered 3D tomographic image synthesis [117].

Lanman e.a. introduce polarization field displays [118].
Here, they stack a set of LCD panels with a single pair of crossed
linear polarizers. They model each layer as a spatially control-
lable polarization rotator (opposed to conventional spatial light
modulators) and produce color by using field sequential color il-
lumination with monochromatic LCDs; with this approach their
prototype produces increased brightness, higher resolution and
extended depth of field (figure[T4).

Figure 14. Lanman - Polarization fields: dynamic light field display using
multi-layer LCDs [118].

Later on, in 2012. Wetzstein et al. take advantage of the prin-
ciple of multilayer displays, high-speed displays and directional
backlighting and introduces tensor displays [119]. These displays
consist of a single backlight with layered displays with lenses in
between. By intersecting each light ray between the layers they
get a representation of a tensor and the points of intersection de-
fine the location in the tensor corresponding to each ray. They
use nonnegative tensor factorization to get an average perceptual
image that assembles the scene. An issue they face is that it only
works for static images as it takes time to calculate the optimal
pixel representations.

Finally, Chen uses a Kinect and vision based tracking system
in combination with light field displays to significantly increase
the depth of field and field of view of the displays from 10x10
to 100x40deg [120]. They mention that they achieve good image
quality for only 2 views.



Conclusions

Hybrid approaches try to exploit the best from the different afore-
mentioned techniques and are commonly use to either generate
stereoscopy or increase the number of engaging users.

It is clear that parallax barrier methods generally face
challenges regarding brightness (with some exceptions) and the
projects exposed here cannot produce more than two views with
stereoscopy. Even though there can be room for improvement,
the method itself makes it hard to separate users due to physical
limitations.

Most of the work on Optical Routing presented here is rel-
atively old. Some of the challenges that the projects had can
proably be solved with current technology like increased resolu-
tion on displays among others. It is clear that there is still some
room for improvement on this area.

Optical filtering approaches are very limited by the nature
of their filters for separating users (when using polarizing tech-
niques) and also brightness is another factor that gets affected neg-
atively. There is room for improvement in this area and techniques
like the ones proposed by INFITEC back up this but designing an
optical filter that is robust and direction-independent to be usable
for glasses is not an easy task.

Time multiplexing is an interesting technique that with fast
enough refresh rates can increase the number of views. Still, the
added synchronization complexity, custom circuitry and shutter-
ing nature of the approach generates new challenges that need to
be solved like brightness and flickering among others

One of the biggest challenges volumetric displays face at
present is resolution and occlusion. Unfortunately, with the na-
ture of the approaches users cannot pinpoint certain parts directly
of the generated models, as it is potentially ery dangerous to put
their hands inside the display volume. This could be a problem on
scenarios that users need to interact without virtual wands with the
generated content

Light field displays is an active area of science with a lot of
research being carried out right now. One of the biggest chal-
lenges this approach faces is the fact that there are no out of the
box solutions and everything needs to be built from scratch, long
processing times for generating frames and reduced viewing an-
gles also offer a lot of room for research.

In conclusion it has to be said that there is no silver bullet, but
that the classical methods of optical routing and parallax barriers
still promise the best results with modern technologies.
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