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ABSTRACT

Molecular dynamics (MD) models require comprehensive computational power to simulate nanoscale 
phenomena. Traditionally, central processing unit (CPU) clusters have been the standard method of 
performing these numerically intensive computations. This article investigates the use of graphical 
processing units (GPUs) to implement large-scale MD models for exploring nanofluidic-substrate 
interactions. MD models of water nanodroplets over flat silicon substrate are tracked wherein the 
simulation attains a steady state computational performance. Different classes of GPU units from 
NVIDIA (C2050, K20, and K40) are evaluated for energy efficiency performance with respect to three 
green computing measures: simulation completion time, power consumption, and CO2 emissions. 
The CPU+K40 configuration displayed the lowest energy consumption profile for all the measures. 
This research demonstrates the use of energy efficient graphical computing versus traditional CPU 
computing for high-performance molecular dynamics simulations.
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INTRODUCTION

Green Computing
Computing technologies are usually associated with high energy consumption. Thus, the energy 
efficiency of hardware and operating systems has become a financial and environmental concern 
(Zhu, Sun, & Hu, 2012). In the United States, desktop computers can represent around 10% of the 
consumption of the commercial electricity. Also, high-performance computers require a powerful 
cooling system for heat dissipation, thereby exacerbating the energy consumption. Consequently, 
computers can produce carbon dioxide equivalent to millions of cars (Li, 2012). The choice of software 
also influences the energy consumption profile and needs to be evaluated for power optimization 
purposes. Therefore, green practices are necessary to be incorporated into the design and operation 
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of systems. Green computing is a recent approach which allows computer systems to be energy 
efficient by implementing newer technologies to reduce power consumption without compromising 
their performance (Binder & Suri, 2009; Singh, 2015; Zhou, Xiao, Yang, & Gong, 2016; Zhu et al., 
2012). In addition, to improve the efficiency and economy of computer systems, green computing also 
considers the reduction of computer systems impact on the environment and people. These include 
the achievement of energy savings and environmental protection, which can impact the life cycle of 
computer systems (Zhang, Gong, & Li, 2011). Harmon and Auseklis (2009) define green computing 
as improving the efficiency of computing resources while minimizing the environmental impact, 
considering the entire life cycle of a product. This can be achieved by reducing the consumption of 
water, energy, limited resources and avoiding the use of hazardous materials, thereby minimizing all 
waste in the entire supply chain.

The practice of green computing involves the design, manufacture, use and proper disposal of 
computers and all subsystems, such as printers, monitors, and storage devices, in an efficient and 
effective way that causes minimal impact to the environment (Velte, Velte, & Elsenpeter, 2008). 
These can be achieved in our daily routine with simple actions, such as switching off the computer 
when not being used, choosing computer monitors that are more energy efficient (LED backlighting), 
keeping the computer well-maintained and optimized, disabling unnecessary programs that start 
automatically, recycling computer parts, batteries and printer cartridge (Appasami & Suresh Joseph, 
2011; Chakraborty, Bhattacharyya, Nargiza, & Bedajna, 2009).

Green computing can be considered in terms of both software and hardware. In software, its 
objective is to obtain methods that increase the efficiency of programs, decreasing storage space 
and saving energy. Some examples include Cloud Computing, Distributed Computing, and High-
Performance Computing. For hardware, green computing includes certain technologies that enable 
a significant reduction in the energy consumption and the emissions footprint, while increasing 
economic efficiency and facilitating recycling (Zhang et al., 2011).

Graphical Processing Units
Graphics processing units (GPUs) have emerged in the past few years as an alternative to Central 
Processor Units (CPUs) due to their powerful capacity for applications that demand high computational 
resources. GPUs have advanced from a fixed-function processor with great three-dimensional (3D) 
graphics to a powerful programmable processor with application programming interface (API), 
resulting in processors with high arithmetic capacity. These processor units are now designed for 
large and parallel computation requirements with a focus on throughput instead of latency, having 
different applications than a CPU architecture (Owens et al., 2008). Owens et al. (2008) emphasize the 
importance of GPUs for scientific computing applications to solve large and complex computational 
problems, including protein simulations, scalable molecular dynamics simulations, and calculations 
of electrostatic potential maps.

In high-performance computing, energy consumption (Jan et al., 2012) is an important factor 
because significant computing power is required to solve intensive calculations and execute simulations. 
In addition to that, it is possible to reduce the amount of time to perform an operation and increase the 
productivity (Vijayaraghavan, Garg, Vijayaraghavan, & Gao, 2015). Studies in the green computing 
field show that a large amount of energy can be saved by focusing on environmental protection and 
conservation of energy (NRC, 2010). Zhang et al. (2011) used three computing systems to evaluate 
parameters such as green-related indexes to improve the green computing systems. Singh, Naik, and 
Mahinthan (2015) demonstrated that the choice of energy-efficient API with optimal parameters have 
a significant impact on energy savings for different servers. As an example, it was possible to save up 
to 76% energy during a file reading routine. Cecilia (2013) presented GPU implementations of two 
different nature-inspired optimization methods to validate hardware enhancements using Nvidia’s 
Fermi architecture. Picariello, Rapuano, and Villano (2013) have developed a measurement system 
and test-bench architecture to measure the instantaneous power consumption from the power line of 
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a workstation motherboard. Marquetti and Desai (2016) investigated the influence of GPU units on 
the performance of different biomolecular molecular dynamics (MD) models benchmarking different 
GPUs with CPU configurations.

Investigating Nanoscale Processes Through Molecular Simulations
Several direct-write processes such as electrospraying and inkjet methods utilize droplets ranging from 
nano to microscale dimensions (Jaworek, 2007; Jaworek & Sobczyk, 2008; Kullmann et al., 2012). 
Atomized droplets of liquids at the nanoscale are deposited on different substrate materials to directly 
write three-dimensional features (Hon, Li, & Hutchings, 2008). In recent years, nanoscale droplets are 
being employed to build complex geometries of molecules for both biomedical, sensor and electronic 
applications (Buck, Xu, Brasuel, Philbert, & Kopelman, 2004; Della Rocca, Liu, & Lin, 2011; Ko 
et al., 2007, Marquetti & Desai, 2018a, 2018b). An important aspect of this deposition process is 
studying the interfacial properties between nanoscale liquids with a variety of substrate materials 
(Desai & Kaware, 2012; Yang, 2006). Continuum models such as computational fluid dynamics have 
yielded good results for microscale droplets. However, they fail to give a detailed understanding of 
the complex fluid-structure phenomenon at nanoscale regimes (Curtin & Miller, 2003; Schatz, 2007). 
Molecular dynamics modeling is a potent strategy to explore atomic-level behavior of liquids under 
different ambient conditions (Ritos, Dongari, Borg, Zhang, & Reese, 2013).

Computational Complexity of Molecular Models
Molecular dynamics models require enormous computational power to simulate thousands of atoms 
to mimic realistic phenomenon. In addition, the time steps needed for these simulations are extremely 
small ranging up to 1 fs (10e-15 s) which result in longer run times. These large-scale computations 
demand parallel computing architectures where each time step can be completed in few milliseconds. 
Molecular dynamic simulations involve computing both non-bonded and bonded potential functions 
for pairwise interactions among atoms. The non-bonded interactions consume the higher fraction 
of computation power over the bonded energy calculations. Non-bonded interactions are geometry 
dependent which complicates the parallelization approaches for molecular dynamics. Cut-off 
distances are established to alleviate this problem wherein, atoms interacting within a certain cut-off 
distance are only considered for calculations. However, specialized MD codes such as NAMD have 
employed a hybrid spatial and force decomposition strategy (Nelson et al., 1996). This permits it 
scalability on multiple CPUs on a computing cluster (Kalé et al., 1999). In recent years, GPUs have 
been implemented to execute parallel architecture code including NAMD. GPUs consist of a large 
number of cores which are capable of parallel processing with minimal communication overhead. 
Thus, non-bonded computations are executed on GPUs while the CPU handles the bonded interactions. 
Accelerated run times as high as 12 times have been observed by running the NAMD source code 
on GPUs over conventional CPU systems (Phillips, Stone, & Schulten, 2008). Despite their superior 
computational performance, GPUs need to be evaluated for their power usage metrics over CPUs to 
justify their widespread implementation.

In this paper, our research focuses on investigating the green computing measures while 
conducting large-scale molecular dynamics models on GPUs. Our team is interested in studying the 
infiltration of nanodroplets within substrate matrices towards developing novel additive manufacturing 
(3D Printing) processes (Adarkwa & Desai, 2016; Parupelli & Desai, 2017). In this context, we 
explore molecular dynamics simulations as a vital tool to predict the wetting properties of different 
substrate materials (Cordeiro & Desai, 2016; Desai, Kaware, & Rodrigues, 2014). Large-scale 
molecular dynamics (MD) models are notorious for consuming substantial computing resources. 
High-performance parallel computing using GPUs has emerged as an alternative to traditional CPU 
based cluster computing (Garland, 2008). Our team investigates the energy consumption and carbon 
emission footprint for different computational devices which include CPU and a variety of GPUs 
towards green computing.



International Journal of Green Computing
Volume 9 • Issue 1 • January-June 2018

38

METHODOLOGY

The nanodroplet and substrate interaction was simulated using molecular dynamics modeling. 
Nanoscale Molecular Dynamics (NAMD) open source code was used to simulate the molecular models 
(Phillips et al., 2005). Virtual Molecular Dynamics (VMD) platform was used as a pre-processor for 
model building and visualizing the results. Both systems were chosen due to their robust performance 
for parallel computing using GPUs (Stone et al., 2010) and their compatibility with different force 
fields for the frequently used CHARMM (Brooks et al., 1983) and AMBER (Pearlman et al., 1995) 
packages. In this work, water nanodroplets with diameters of 4 and 10 nm were modeled with the 
TIP3P structure using CHARMM force field system, with 3,384 and 17,267 molecules, respectively. 
Figure 1 illustrates the MD model of a 10 nm water droplet placed on top of a flat silicon substrate.

MD simulations consider that each atom in the system experiences a force described by a force 
field model which includes all interactions of an atom with the system (Phillips et al., 2005). The 
atomic interactions follow the potential energy function presented in Equation 1 (Andrew, 1996). The 
force fields used in the simulation are compatible with the CHARMM standard:

U U U U U
total bond angle dihedral nonbond
= + + + 	 (1)

where, U
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Van der Waals forces, expressed by a Lennard-Jones 6-12 potentials, and the electrostatic interactions 
between charged particles (Phillips et al., 2005).
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Figure 1. MD model configuration of 10 nm water droplet on a flat silicon substrate
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where r represents bonds stretching, θ , bond angle, and ∅ , dihedral angle.
Table 1 presents the bonded force field parameters for the silicon substrate used in the simulations 

obtained from (Lippert, 1960).
The electrostatic interaction occurs due to the different distribution of charge in a molecule, and it 

is described by a Coulomb potential (Equation 5). Van der Waals interactions are intermolecular, where 
there is a weak attractive or repulsive force between molecules caused by non-covalent interactions 
(Equation 6) (Phillips et al., 2005):
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where, ε
ij

 is a measurement of attraction between atoms/molecules i and j, and σ
ij

 is the distance 
in which the intermolecular potential between i and j is zero.

The nonbonded force field parameters for the silicon substrate used in the simulations are presented 
in Table 2. The parameters for water molecules were obtained from the CHARMM force field, while 
the ones for silicon atoms were obtained from (Mayo, Olafson, & Goddard, 1990).

The nanodroplets were placed on silicon substrates with dimensions of 243 × 243 × 42 Å and 
were composed of 129,600 atoms of silicon. During the simulation, all the substrate atoms had their 
atomic coordinates fixed to their initial positions, while water molecules were set to move freely. 

Table 1. Bonded interaction parameters

Atom Type ki (kcal/mol) r (Å)

Si Si 53.06 2.33

Table 2. Nonbonded interaction parameters

Atom Type εij (kcal/mol) σij (Å)

Si Si -0.31 4.27
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Appropriate force fields, geometry configuration, and simulation parameters were specified to initiate 
the MD models. Key parameters include replication cell configurations, temperature and pressure 
controls (Andrew, 1996).

The MD simulations were run on a 64-bit Linux platform (Fedora 21) with GPU computing units 
as stated in Table 3. In this research, we used graphical processing units from NVIDIA Corporation. 
The computing devices were housed in a workstation architecture with active cooling. A power meter 
(Watts up - Pro ES) was used to measure the power consumption when each simulation was run using 
a combination of different devices. The power meter was placed in between the wall power outlet and 
workstation to record different power entities such as instantaneous power and energy consumption 
concerning time. Data was recorded for every 10 second time interval for all the simulation runs. 
The performance of the CPU and each CPU+GPU configuration was evaluated according to three 
green computing measures: (a) simulation completion time (h), (b) power consumption (Watts), and 
(c) CO2 emissions (kg). These measurements were selected to quantify the actual reduction in both 
power consumption of a system and impact on the environment that different GPU devices can achieve 
without compromising the performance of high demand computational problems.

It is important to note that in a CPU+GPU configuration, the GPUs compute the non-bonded 
force evaluation while the CPUs compute the energy evaluations for molecular dynamics simulations. 
Thus, a CPU device is mandatory to be used along with the GPU. The comparative analysis of different 
device configurations was conducted in two steps. In the first step, the CPU only configuration was 
compared to the CPU+K40-GPU configuration. The K40-GPU is the most advanced GPU among 
the ones being tested. Thus, we benchmarked the CPU against the K40-GPU to evaluate the largest 
differences among these device configurations. In the second step, the three GPUs (C2050, K20, and 
K40) were compared to evaluate differences among their green computing performance. One of the 
prerequisites for implementing this methodology is the availability of appropriate GPUs hardware 
for a particular molecular dynamics source code. In addition, the chosen MD source code should be 
configured for parallel computing architecture. This includes installation of Compute Unified Device 
Architecture (CUDA) libraries that are compatible with both hardware (GPUs) and software (MD 
source code) configurations.

For the first part of this research, models were subjected to 1,000 minimization steps, and the 
simulations were performed for 0.4 ns, resulting in a total of 200,000 equilibration steps. The second 
part of this research consisted of 0.2 ns simulations, with 1,000 minimization steps and 100,000 
equilibration steps. Data was recorded every 20,000 time steps for all simulations. The simulations 
were executed through equilibration. MATLAB was used to code an image processing algorithm to 
measure the dynamic contact angles during the spread of the droplets.

RESULTS AND DISCUSSION

Figure 2 presents the simulations progressing over time for droplets spreading on the silicon substrate 
for 4 and 10 nm. Figure 3 shows the variation in dynamic contact angle for 4 and 10 nm droplets, 
respectively. As can be seen in Figure 3, the 4 nm droplet shows wide fluctuations in contact angle 

Table 3. CPU and GPU details used to run molecular dynamics models

Device Cores Memory Clock

K40-GPU 2880 12 GB 475 MHz

K20-GPU 2496 5 GB 706 MHz

C2050-GPU 448 3 GB 1150 MHz

CPU 16 15.6 GB 3500 MHz
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measurements as compared to the 10 nm droplet. This can be attributed to the presence of higher 
number of surface atoms for 4 nm droplet which result in rapid evaporation of the water molecules. 
Thus, the 4 nm droplet is continuously adapting to a change in shape which results in this type of a 
profile. In addition, the 4 nm droplet has a lower number of total molecules as compared to the 10 nm 
droplet resulting in lower contact angle during the initial stages of the simulation. The 10 nm droplet 
shows a consistent reduction in contact angle from the initial droplet configuration (180°) to the 
final contact angle position (95°) concerning time. Both the droplets reach a contact angle of around 
95° during equilibration. Since the simulations for 10 nm droplets require substantial computational 
resources, the measurements of GPU performance were done exclusively for this larger system.

Figure 2. Droplet spreading progression for 4 and 10 nm droplets on a flat silicon substrate over time

Figure 3. Dynamic contact angle for 4 and 10 nm droplets
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The nanodroplet-substrate interaction molecular model was simulated through equilibration. 
For the first phase of the research, the CPU only configuration was compared with the CPU+K40-
GPU for T = 0.4 ns of simulation period. The atomic interactions are evaluated for time steps of Δt 
= 2 fs, resulting in a total of 200,000 time steps for the simulation to be completed. Figure 4 shows 
the instantaneous power usage and time to completion of simulation with the CPU+K40-GPU and 
CPU only configuration. As can be seen from the figure, the CPU+K40-GPU consumes higher 
instantaneous power (208 W) as compared to the CPU only (109 W) configuration. However, the 
CPU+K40-GPU setup has a substantial lower time to completion (3.65 h) as compared to the CPU 
only (21.6 h). The CPU+K40-GPU configuration shows a spiked power consumption profile. This 
is because, at the end of every non-bonded energy calculation with the GPU, the CPU computes the 
energy parameters for the next time stepping cycle.

The total energy consumption for the CPU+K40-GPU (574 Wh) was approximately 4 times lower 
as compared to the CPU only (2311 Wh) configuration, as illustrated in Figure 5. We further calculated 
the CO2 emissions based on the United States Environmental Protection Agency (US EPA) standards. 
As per the US EPA, every 1000 kWh of energy consumption generates 347 kilograms of CO2 (EPA). 
Typically, high-performance computation servers and workstations operate 24/7 for 365 days a year. 
We considered a maintenance downtime of 15 days which, results in 350 server/workstation operation 
days. Thus, a carbon footprint that each simulation would produce if run daily was calculated for both 
the CPU+K40-GPU and CPU only configurations using the above described information. Figure 6 
shows that CPU only configuration (280.7 kg) produces substantial CO2 emissions as compared to 
the CPU+K40-GPU (69.7 kg) setup. Thus, though the CPU only setup had a lower instantaneous 
power consumption, it took at least 6 times longer to perform the same computation as compared to 

Figure 4. Instantaneous power usage and time to completion of simulation for K40-GPU and CPU

Figure 5. Total energy consumption for K40-GPU and CPU
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the CPU+K40-GPU. Moreover, it has far higher total energy consumption and carbon footprint. These 
facts indicate that CPU+K40-GPU configuration is both time and energy efficient for simulating 
large-scale molecular dynamics models.

In the second phase of the research, three GPU configurations were compared for their green 
computing performance. As stated earlier, GPUs must be used in combination with a CPU for 
performing molecular dynamics simulations based on non-bonded force and bonded energy 
calculations. Each of the three GPUs (C2050, K20, and K40) from NVIDIA ® Corporation have 
unique parallel computing architectures (Table 1). Thus, they had to be simulated at their peak 
operating levels to evaluate their parallel computing performance. To attain this requirement, we 
simultaneously simulated five identical molecular dynamic models presented in the methodology 
section. This procedure ensured that the K40 (highest performing GPU) was loaded to its 100% 
computational capacity. Thereby, the K20 and C2050 GPUs with lower performance ratings would 
be subsequently loaded to their 100% computational capacity. All the GPUs were evaluated for T 
= 0.2 ns of the simulation period. Each time step was Δt =2 fs, resulting in a total of 100,000 time 
steps for the simulation to be completed. Figure 7 shows the instantaneous power usage and time to 
completion of simulation for the three GPUs. The C2050 consumes the highest instantaneous power 
(358 W) followed by the K40 (280 W) and K20 (258 W). However, the K40 has the lowest time 
to completion (3.55 h) followed by C2050 (4.36 h) and K20 (4.45 h), respectively. Also, the graph 
shows that K40 and K20 GPUs have a relatively steep powering down profile as compared to C2050. 
This is indicative of the fact that all 5 simulations are completed simultaneously for the K40 and K20 
GPUs, while in the case of the C2050 GPU the simulations are completed in a staggered fashion.

Figure 8 shows the total power consumption for the GPUs. The K40 GPU has the lowest total 
energy consumption (993 Wh) followed by followed by K20 (1153.7 Wh) and C2050 (1543 Wh), 

Figure 6. CO2 emissions for K40-GPU and CPU

Figure 7. Instantaneous power usage and time to completion of simulation for GPUs
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respectively. Thus, the C2050 consumes 1.55 times more energy as compared to the K40 and 1.33 
times of the K20, respectively. Figure 9 shows that C2050 produces higher CO2 emissions (187.3 kg) 
as compared to the K20 (140.1 kg) and K40 (120.6 kg) GPUs. Thus, though the C2050 completes 
the MD simulations faster than the K20, its instantaneous power consumption is much higher. The 
comparative analysis of GPUs based on green computing measures indicates the preference order 
of K40 over K20 over C2050 for simulating large-scale molecular dynamics models. It is important 
to note that the GPU units were executed using single threads and multithreading of the molecular 
dynamics code on multiple GPUs can increase the computational performance even further.

CONCLUSION

This paper benchmarks the use of graphical processing units (GPUs) over traditional central processing 
units (CPU) for high-performance computing applications. Four and 10 nm water nanodroplets were 
simulated on a flat silicon substrate using molecular dynamics (MD) modeling. Three GPUs from 
NVIDIA ® Corporation, C2050, K20, and K40, were implemented in combination with an Intel 
CPU (Intel Xeon E5-2637 v3). The performance of the CPU only configuration and each CPU+GPU 
configuration was evaluated concerning three green computing measures: (1) simulation completion 
time, (2) power consumption, and (3) CO2 emissions. Results of this research revealed that the 
CPU+K40-GPU configuration had the fastest time to completion, lowest total power consumption 
and CO2 emissions as compared to the CPU only setup. Moreover, the CPU only setup took 6 times 
longer to complete the simulation and generated 4 times the carbon footprint. A comparative analysis 
between the three GPUs indicated that the K40 outperformed both the K20 and C2050 concerning all 
the green computing measures. This research lays the foundation for the implementation of graphical 

Figure 8. Total energy consumption for GPUs

Figure 9. CO2 emissions for GPUs
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processing units (GPUs) as energy efficient alternatives to traditional CPU based cluster computing. 
Also, GPUs are well-suited to solve large-scale high-performance computing applications that can 
assist in the development of novel additive (3D Printing) nano/micro manufacturing processes.
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