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ABSTRACT 

Research has shown that virtual agents can be effective tools for 
teaching negotiation. Virtual agents provide an opportunity for 
students to practice their negotiation skills which leads to better 
outcomes. However, these negotiation training agents often lack 
the ability to understand the errors students make when negotiat-
ing, thus limiting their effectiveness as training tools. In this arti-
cle, we argue that automated opponent-modeling techniques serve 
as effective methods for diagnosing important negotiation mis-
takes. To demonstrate this, we analyze a large number of partici-
pant traces generated while negotiating with a set of automated 
opponents. We show that negotiators’ performance is closely tied 
to their understanding of an opponent’s preferences. We further 
show that opponent modeling techniques can diagnose specific 
errors including:  failure to elicit diagnostic information from an 
opponent, failure to utilize the information that was elicited, and 
failure to understand the transparency of an opponent. These re-
sults show that opponent modeling techniques can be effective 
methods for diagnosing and potentially correcting crucial negotia-
tion errors. 

CCS CONCEPTS 
• Computing methodologies~Intelligent agents, Reasoning about 
belief and knowledge  
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1 Introduction  

Similar to financial literacy, negotiation is an integral skill rarely 
taught in schools. The US Academy of Sciences and the World 
Economic Forum identify negotiation as a foundational social skill 
needed for the future of work through its impact on an organiza-
tion’s creativity and productivity [1] [2]. Deficits in negotiation 
skills also contribute to the underrepresentation and lack of ad-
vancement of women and minorities in STEM fields [3] [4]. Unfor-
tunately, negotiation training is inaccessible to most workers (e.g., 
even a short 5-day seminar can cost more than $10,000 per stu-
dent).  

Previous research shows that individuals can improve their ne-
gotiation skills by practicing with virtual negotiation opponents 
[5] [6] [7] [8], arguably without eluding the realism that a human 
negotiator provides. Negotiation requires many skills to reach a 
favorable outcome. Of particular importance, understanding an 
opponent’s preferences is key to finding hidden agreements, 
thereby allowing negotiators to create and claim more value [9].  

For negotiation training systems to be effective at improving 
student’s negotiation ability, these systems must assess and help 
students improve their understanding and exploitation of an op-
ponent’s wants.  In this work, we show how opponent modeling 
techniques can address this limitation. We also show that these 
methods are effective regardless of the specific negotiation tactics 
employed by the automated opponent. We allow participants to 
practice negotiating with one of a variety of intelligent negotiation 
agents (each agent implementing a distinct combination of negoti-
ation tactics). We show, in general, participants are bad at under-
standing their opponent’s preferences and this translates into a 
poor ability to create and claim value. We then show, by analyzing 
the traces of these negotiations, that opponent modeling tech-
niques can automatically (1) assess the extent to which a negotia-
tor elicited information about their opponent’s preferences, (2) 
quantify how well they utilized the information elicited, and (3) 
characterize the transparency of their opponent. Such assessments 
can be used to provide feedback to humans during a negotiation 
(as in a decision support system), or as part of a personalized feed-
back system for an intelligent negotiation tutoring system.  

The paper is structured as follows. Section 2 introduces the 
idea of opponent modeling and the benefits of understanding the 
opponent’s perspective. Section 3 highlights our approach in using 
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opponent modeling to assess common errors negotiators make 
when trying to understand their opponent. In Section 4, we de-
scribe our study design and results. Lastly, Section 5 provides a 
discussion of our results.  

2 Opponent Modeling  

Generally, opponent modeling can be viewed as the process of try-
ing to understand an opponent’s traits and goals from the infor-
mation gathered through an interaction. Opponent modeling has 
been applied in a number of adversarial domains from poker play-
ing agent, to agent-agent automated negotiation systems [10] [11] 
[12] [13]. In this article, we focus on learning the opponent’s goals 
(i.e., the importance they assign to different issues).  

2.1 Importance of Opponent Modeling 

Opponent modeling is crucial for effective negotiations. It allows 
negotiators to maximize joint value from a better understanding of 
their opponent. The more a negotiator knows about an opponent, 
the better they are at finding win-win solutions. Let us imagine a 
negotiator is to split a pizza with an opponent. Additionally, let’s 
assume this negotiator only wants the filling and their opponent 
only wants the crust. A good opponent model would allow a nego-
tiator to integrate an opponent’s preferences with their own to 
propose a win-win deal: i.e., giving their opponent the crust and 
keeping the rest of the pizza instead of splitting the pizza in half.  

 
Figure 1: Pareto Frontier 

 
Good opponent modeling ultimately leads negotiators to gain 
more value for themselves. Integrative deals, such as the one de-
scribed above, are said to be efficient, as they take advantage of 
tradeoffs across each user’s interests. Ideally, negotiators should 
focus on the Pareto efficient frontier. These are deals in which no 
party can reallocate resources to gain more value without losing 
value for themselves or their opponent. The pizza deal would be 
on the Pareto efficient frontier because there is no other way to 
split the pizza where one person gets more without someone los-
ing a little bit of the items they value. An example of such a fron-
tier is graphically depicted in Figure 1. Deals below this frontier 
can be improved for one or both negotiators. The problem is, to 
find the Pareto efficient deals, a negotiator needs to learn their op-
ponent’s interest.  

 

2.2 Common Tactic and Errors in Understanding Op-
ponent’s Preference 

Common tactics for improving one’s opponent model involves 
explicitly asking an opponent about their interest, attending to an 
opponent’s pattern of offers, effectively integrating information 
shared by an opponent with one’s own preferences, and proposing 
efficient tradeoffs across issues.  

Several factors prevent novice negotiators from effectively uti-
lizing these tactics. Negotiators often suffer from a fixed-pie bias 
[14] meaning they assume their opponent has the same prefer-
ences as themselves (and therefore, no opportunity for win-win 
solutions). This bias reduces motivation to learn about the oppo-
nent. Research also shows that novices are reluctant to reveal their 
own information due to fear of exploitation [15].  

In contrast, experienced negotiators more freely exchange in-
formation. For example, a negotiator may ask explicit questions 
about their opponent’s preference (e.g. “what do you want the 
most” or “do you like A more than B”). Experienced negotiators 
also learn about their opponents through their pattern of offers. 
For example, negotiators tend to claim more of what they want 
most in a negotiation and concede on less important issues (a pro-
cess commonly known as logrolling). In doing so, they indirectly 
communicate their preferences. For instance, in the pizza example 
from earlier, if the opponent makes an offer to take the crust and 
leave the filling, this indirectly communicates that they find the 
crust more important.  

Although opponents reveal their preferences through explicit 
statements or through their pattern of offers, this, by itself, does 
not allow one to find integrative deals. Novice negotiators often 
fail to appreciate or utilize the full range of information their op-
ponent provides. To highlight this distinction, we use the term 
transparency to refer to how well an opponent’s preferences could 
be inferred, in theory, from the statements and offers they make 
during a negotiation. Transparency serves as a theoretically upper 
bound on the accuracy a human negotiator could have achieved, 
given the information available to them, although novice negotia-
tors would likely fail to reach this upper bound. 

Several factors shape the transparency of an opponent. Some 
opponent will be more forthcoming about their interests, and thus 
inherently more transparent. But negotiators can also shape the 
transparency of their opponent. Experts can enhance transparency 
by asking the right questions and otherwise drawing out their op-
ponent. In contrast, novices may reduce their opponent’s trans-
parency by failing to be transparent themselves (e.g., by withhold-
ing information or revealing misleading information).   

To summarize, novices tend to make four classes of errors: 
First, they fail to effectively communicate what they want to their 
opponent (preventing their opponent from discovering efficient 
solutions). Second, they fail to elicit information about what their 
opponent wants. Third, they fail to understand or utilize whatever 
information their opponent does reveal (preventing themselves 
from discovering efficient solutions). Lastly, they fail to under-
stand the type of opponent they are negotiating against and their 
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level of transparency. We claim that opponent modeling can help 
diagnose these four errors. 

2.3 Automated Opponent Modeling 

Research into automated negotiation agents has yielded effec-
tive opponent modeling methods for inferring the preferences of an 
opponent. Later, we will show how to use these techniques to lend 
insight into the above-mentioned errors. Several techniques have 
been proposed in the AI literature. These methods differ depend-
ing on whether the model generation involves a collection of ei-
ther offers, preference statement or both.  

2.3.1 Modeling From Progression of Offers. Most automated 
techniques were developed for agent-agent negotiation and at-
tempt to learn from only the pattern of an opponent’s offers ( [11] 
provides a good overview of the current state-of-the art). Bayesian 
and frequency models tend to be the most successful and widely 
used. Bayesian models try to understand an opponent’s prefer-
ences by finding the most likely candidate given a set of possible 
preferences over all issues. They assuming some prior distribution 
over a set of preference profiles and uses Bayes rule to update 
their belief given a sequence of observations. Frequency models 
try to learn weights that represents the relative value of each issue. 
These models estimate issue weight by noting the frequency with 
which the value of an issue is offered, as in the N.A.S.H. frequency 
models [11], or at how often the amount of an issue claimed is 
changed, as seen in the hardheaded model [16].  

2.3.2 Modeling From Offers and Preference Statements. Un-
like agent-agent negotiations, human negotiators rely heavily on 
explicit preference statements [9]. Thus, research on human-
human negotiation has extended opponent modeling techniques to 
integrate this additional channel of evidence. For example, Nazari 
and colleagues extended the Hardheaded Frequency model to 
combine information from both explicit preference statements and 
pattern of offers [17]. (The Hardheaded model was selected be-
cause it proved to be the most accurate model in the 2011 Auton-
omous Negotiating Agent Competition). To contrast the value of 
these different information channels, Nazari proposed three mod-
els: a model based solely on the pattern of offers, a model based 
solely on explicit preference statements, and a model that utilized 
both channels: 

Offer-Only Model: Following the Hardhead Frequency model, 
this model makes two assumptions. First, if an item is valuable to a 
negotiator, they will claim more of it for themselves. Second, if an 
item is valuable to a negotiator, they will claim that item more fre-
quently. Thus, if an issue (i) is discussed in an offer (k), it tells you 
how much of that issue was claimed for self (𝑙𝑘 ) and how much 
level was assigned to the opponent (𝑙′𝑘 ). Thus, to calculate the 
weight for each item we compute a ratio of the items claimed for 
self over items given to opponent 

 

𝑤𝑖 =  
𝑙𝑘

𝑙′𝑘
 

 
Statement-Only Model: This model estimates weights from the 

explicit preference statements by counting how often a positive or 

negative statement is made about an item. For example, “I like gold 
more than spices” is a positive statement about gold whereas “I 
like gold less than bananas” is a negative statement towards gold. 
The weight for each item i is computed as follows:  

 
𝑤𝑖  =  |𝑃𝑖  |  −  |𝑁𝑖  |  

 
where Pi is a count of all positive statements made about an 

item and 𝑁𝑖 is a set of all negative statements made about an item.  
   Offer-Statement Model: This model integrates the two infor-

mation channels by averaging the weights of the Offer-Only and 
Offer-Statement models for each item.  

3 Using Opponent Modeling for Assessment  

The goal of our work is to demonstrate well-established human 
automated modeling techniques provide novel insight into com-
mon errors individuals make when negotiating with a pedagogical 
agent. As discussed in Section 2.2, novices make several errors: 
they fail to communicate their preferences to their opponent, they 
fail to elicit their opponent’s preferences, and they fail to utilize 
the information available to them.  

In contrast to human negotiators, automated methods seem 
quite accurate at inferring the opponent’s model. Nazari [18] 
showed that the Offer-Statement model was highly accurate and 
outperformed models that focused solely on offers or preference 
statements. This suggests that, for a given negotiation, the Offer-
Statement model could serve as an approximate measure of the 
transparency of the opponent (recall, as discussed in Section 2.2, 
transparency is how well an opponent’s preferences are inferable. 
It serves as a theoretically upper bound on the modeling-accuracy 
a human negotiator could have achieved, given the information 
available to them). 

If we assume the Offer-Statement model is a good approxima-
tion of the transparency of a negotiator, several conclusions natu-
rally follow (which we empirically test in Section 4). First, if the 
Offer-Statement model fails to learn an accurate model of a player, 
this implies errors in information exchange: If humans show low 
transparency, this suggests they erred in providing useful infor-
mation to their agent opponent; If the agent is opaque, this implies 
the human negotiator erred by failing to elicit useful information 
from the agent (though different types of opponents may also dif-
fer in their propensity to share). Second, if the Offer-Statement 
model is more accurate than the human at predicting the agent’s 
preference, we can infer that the human erred in utilizing the in-
formation available to them. For example, they may have failed to 
attend to one of the channels of information that the Offer-
Statement model uses. Third, by analyzing differences in the three 
opponent models (Offer-Only, Statement-Only, and Offer-
Statement), we can further diagnose which channel the human 
negotiator likely ignored. For example, if an opponent’s Offer-
Only model is more accurate than the Statement-Only, this implies 
that the information was mainly present in the pattern of offers. 
Thus, if the human’s accuracy was low, they likely failed to under-
stand the information contained within these offers.  
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3.1. Classifying Novice Negotiators by Error 

Opponent models provide a continuous measure of transparency, 
but in assessment it is often useful to discretely classify students 
into separate categories such as “doing well” versus “needs work” 
for the purposes of feedback. In the remainder of the paper we di-
vide participants into tertiles (three equal-sized groups) based on 
how well they understood their opponent’s preferences: A-
students, B-students, or C-students. A-students can essentially be 
seen as experts whereas the other groups should be targeted for 
feedback. In the experiments that follow, although we correlate 
continuous modeling-accuracy with outcomes, we focus our anal-
ysis on these discrete grouping as they help to better visualize the 
consequences of failing to model one’s opponent. 

4. Assessing Student’s Modeling Abilities 

To validate our approach, we recruited a panel of participants to 
practice negotiating against one of several possible automated op-
ponents. We assessed how well students understood their oppo-
nents and how this impacted their ability to create and claim val-
ue. We then tested if our proposed method yields the predicted 
insights into student errors. All participants negotiated with the 
IAGO platform (see figure 2) [19]. IAGO is an online human-agent 
negotiation platform that allows developers to build virtual hu-
man agents that negotiate with a human user. Within IAGO, ne-
gotiators can exchange offers and exchange explicit preference 
information (do you like A more than B?) with the agent. It has 
been used by a number of researchers to build human-like negoti-
ation agents that employ a variety of common negotiation tactics 
[20]. 

In piloting our models on human-agent data we discovered one 
difference: people tend to exchange fewer offers and information 
with IAGO agents than what Nazari found in her human-human 
corpus. With IAGO, negotiators exchanged on average 3.7 offers 
and 2.08 preference statements and the agent exchanged 3.11 of-
fers and 3.43 preference statements. In [18] corpus, humans ex-
changed on average 5.8 offers and 9.9 preference statements. The 
consequence is that the model often fails to recommend a differ-

ence between issues. This led us to make some small adjustments 
to Nazari’s method (described below) 

In order to evaluate a negotiator’s ability to understand an op-
ponent’s wants, models must assess their errors in following ex-
pert negotiation principles. In this section we focus on diagnosing 
errors. We describe our opponent models’ ability to understand 
the transparency of a human user, their ability to shape the trans-
parency of their opponent (e.g., by eliciting information), as well 
as their ability to utilize the information provided by an opponent.  

4.1 Study Design  

Opponent: Participants engaged in a single multi-issue negotia-
tion task with an IAGO agent. To ensure that the results were not 
specific to the behavior of the automated opponent, participants 
negotiated against one of four possible agents. Agents varied in 
terms of two common differences found amongst human negotia-
tors. First, agents varied as to whether or not they used anchoring 
[21]. Anchoring is a negotiation tactic that involves making a very 
strong initial offer and has been found to help negotiators claim 
more value. Second, agents varied as to whether they adopted a 
“fixed-pie bias” [17]. When negotiators exhibit a fixed-pie bias, 
they approach a negotiation with the assumption that their oppo-
nent wants the same things as they do unless the opponent reveals 
information that contradicts this assumption. Non-fixed-pie agents 
assume the negotiation is maximally integrative unless the oppo-
nent revealed otherwise. Other than these two factors, the agents 
followed the default “Pinocchio” agent behavior provided by the 
IAGO agent platform [22]. Anchoring and bias were manipulated 
independently to yield four agent types. 

Participants: A total of 609 participants who were English 
speakers from America were recruited via Prolific, an online plat-
form similar to Amazon Mechanical Turk which is often used for 
recruiting research participant. Of the 609, 132 were removed for 
failing to pass the attention check questions and other require-
ments, leaving 477 negotiations in the corpus. To motivate their 
performance, participants were paid for their participation in the 
study and provided tickets into a $100 lottery proportional to their 
outcome in points. This study required participants to be native 
English speakers from America because of the language used so as 
to ensure participants understood the instructions and agent pref-
erence information. 

Negotiation Task: Participants engaged in a multi-issue bargain-
ing task in which they and the agent had to divide a number of 
items amongst each other. The negotiation took a total of 10 
minutes. The items to be divided are as follows; 7 bars of gold, 5 
bars of iron, 5 shipments of spices, and 5 shipments of bananas. 
 

Table 1: Agent and Human Payoff Matrix 
 Gold Iron Spices  Bananas 

Agent 4 1 2 3 

Human 4 3 2 1 

 
Both the agent and participant had unique preferences across 

the items, and neither the agent or the participant knew the oth-

 
Figure 2: IAGO Agent 
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er’s preference. The payoff metric for each negotiator is shown in 
Table 1. Prior to the negotiation participants were told how much 
each item was worth to them. In addition to the worth of items, 
participants were also told they would receive only four points if 
they failed to reach an agreement. The task allows the opportunity 
to create value. Agreements can be made more efficient by trading 
off value between iron and bananas. The joint value of the final 
deal is maximized if the participant claims all the iron and the 
agent claims all the bananas. Gold and spices are fixed-pie issues. 
Participants can create more efficient solutions if they correctly 
model their opponent’s preferences.  

Measures: We extract several measures of negotiation perfor-
mance from the IAGO negotiation logs: 

Outcome measures: To assess the quality of the outcome, we 
measure the individual points obtained by the participant and the 
joint points (i.e., the sum of individual points obtained by the par-
ticipant and the agent).  Participant points is a measure of value 
claiming. Joint points is a measure of value creation. 

Opponent modeling measures: To assess opponent models, we 
collect four measures. Following the negotiation, we ask partici-
pants to rank the priorities of their opponent to give insight into 
how well they understood their opponent’s preferences. We then 
ran the three automatic models (statement model, offer model, and 
dual model) over the IAGO logs to give an “expert” opinion on 
how well the opponent could have been modeled, in principle, 
from the various information channels.  Each of these approaches 
yields a ranking over the opponent’s priorities. We then adopt a 
standard approach to quantify the accuracy of these four models. 

A number of approaches have been proposed for assessing the 
accuracy of an opponent model. Baarslag and colleagues [11] pro-
vides an overview of the state-of-the-art in evaluating opponent 
modeling technique. One common measure used is assessing the 
accuracy of an opponent model is the rank distance. Given that it’s 
a common practice to represent agent’s preference as a rank order-
ing over a set of issues, we felt that it would be the best metric for 
measuring differences between ranking. This is done by compar-
ing the utility of all possible deals (Ω) in the outcome given a rank 
𝑟𝑎 and rank 𝑟𝑏, and computing the average number of conflicts: 

𝑑𝑟(
 𝑟𝑎, 𝑟𝑏) =  

1

|Ω|2
∑ 𝑐 < 𝑟, < 𝑟′(𝜔, 𝜔′)

𝜔∈Ω,𝜔′∈Ω
 

As mentioned above, we made minor changes to adapt Nazari’s 
Offer-Only models due to the low level of offer exchange found 
with IAGO agents (the statement model and Offer-Statement 
models remained unchanged). In the Offer-Only model, Nazari 
computes a ratio of items a negotiator claims over the items that 
are allocated to an opponent. One source of information which is 
ignored is the items left on the table (items not claimed by either 
party). In our model, we treat items left on the table as items the 
negotiator does not want. So instead of computing the weight per 
issue as a ratio of items claimed over items given to opponent, we 
incorporate the information about items left on the table. The 
weight for each item is updated as follows, where 𝑙𝑘 is the items 
claimed by a negotiator, 𝑙′𝑘 is the items given to an opponent and 
𝑙𝑢 is the items left unclaimed. 

 

𝑤𝑖  =  𝑙𝑘  (𝑙′𝑘  +  𝑙𝑢 ) 
 
As prior research indicates that people tend to assume their 

opponent wants the same things as them in the absence of infor-
mation (the fixed-pie bias), to help resolve ambiguity in the model 
and incorporate more human-like bias, we break ties in issue 
weights by generating a set of all possible ranking given current 
knowledge. We then compute the rank distance between all possi-
ble rankings and the fixed-pie bias (negotiator’s preferences). The 
closest preference rankings to the fixed-pie bias is the rank which 
is selected. These changes yielded higher accuracy on our pilot 
data. 
 

4.2 Results 
4.2.1 Quality of Negotiated Agreements. We have claimed that 

novice negotiators have difficulty creating and claiming value be-
cause they fail to understand their opponent’s preferences.  To 
verify this hypothesis, we examined the correlation between the 
participant’s accuracy in modeling their opponent and their indi-
vidual and joint points. We confirm that participant accuracy is 
highly correlated with both joint (r = .445, n = 479, p <.001) and 
individual points (r = .295, n = 479, p <.001). In other words, if par-
ticipants failed to understand their opponent, their deals were inef-
ficient, and they claimed less points for themselves. 

We performed a mediation analysis to understand if partici-
pants’ inability to claim value was solely due to their failure to 
create value or if poor opponent modeling has wider negative con-
sequences. We find that joint points partially mediate the impact 
of modeling accuracy on individual points. We see a highly signif-
icant direct relationship of model accuracy to user points 
(β = .295, t(1,477) = 6.743, p < .001). There is also a highly 
significant relationship between model accuracy and joint points 
( 𝛽 =  .366, 𝑡(1,477) = 8.598, 𝑝 < .001).  However, when both 

independent variables and mediator are examined, the significance 
of the model accuracy to user points decreases from p < .001 to 

 

 
Figure 3: Value Claimed and Created by Group 
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p=.002. The Sobel test statistic = 5.579, p < .001. In other words, 
participants claim less value, in part because they fail to grow the 
pie, but also because of their inability to understand an opponent 
generally undermines their earnings. 

To test the benefit of groups participants into A-, B-, and C-
Students (as discussed in Section 3.1), we perform a one-way 
ANOVA to analyze individual and joint points across groups to 
see if they show qualitative differences in negotiated outcomes. As 
expected from the above mentioned correlations, individual points 
differed significantly across groups (F(2,474) = 19.709, p < .001). In 
pair-wise comparisons, A-students (i.e., those that most accurately 
inferred their opponents preferences) earned significant more in-
dividual points than B-students (t(2,474) = -4.618, p < .001) and C-
students (F(2,474) = -5.993, p < .001). There was not a significant 
difference between the B and C students (F(2,474) = -1.375, p < 
.170). See Figure 3.  

Similarly, we see a difference across groups in terms of joint 
value (F (2,474) = 44.918, p < .001). As with individual points, par-
ticipants in the A group, generated significantly more joint points 
than those in the B group (t(2,474) = -6.895, p < .001) and  C group 
(t (2,474) = -9.092, p < .001). We also see a significant difference in 
individual points between the B and C student groups (t (2,474) = -
2.227, p < .026). See Figure 3.  Together, this shows that grouping 
students in terms of their opponent modeling accuracy yields con-
siderable differences in individual and joint value. This provides 
empirical support for the utility of our A/B/C-student classifica-
tion. 

4.2.2 Understanding of Negotiator’s transparency. We 
claimed that opponent models could serve as an objective way to 
characterize how transparently a negotiator communicates their 
preferences and which channel (statement vs. offers) is most diag-
nostic. Here we examine if this notion of transparency gives in-
sight into the behavior of the agent and student negotiators.  

Agent Transparency: The different agents adopt quite different 
tactics and we expect this should impact their transparency. To 
test, this, we examined the transparency of the different automat-
ed agents based on their type (anchoring and fixed-pie bias). Fig-
ure 4 shows the accuracy of the three automated models and the 
users’ estimate broken out by the four agent types: optimistic (i.e., 
no fixed-pie) anchoring, optimistic no-anchoring, fixed-pie an-
choring, and fixed-pie no-anchoring. This Figure also shows the 
result of collapsing across agent type (average agent). 

Overall, as expected, the most accurate inferences come from 
combining both information channels (i.e., the Offer-Statement 
model), though the statement model also yields reasonable accura-
cy. The offer only model performed worse across most agents. Us-
ers performed uniformly poorly in their estimates. 

The results also show differences in which channel was most 
diagnostic depending on the agent type. There were significant, 
sizable differences between the different models (F(3,1425) = 
169.66, p < .001; see average agent in Figure 4), and the models also 
varied in their differences by agent type (F(3,1425) = 28.43, p < 

.001; see remainder of Figure 4).1 The differences are driven by the 
optimistic-anchoring agent. This can be explained by the fact that, 
as this agent assumes there is a win-win solution, it leads with a 
strong initial offer that incorporates tradeoffs (it claims all of what 
it wants most while offering the participant all of what it wants 
least). Note also that the fixed-pie agents are the least transparent 
when it comes to their offers. Again, this can be explained by the 
fact that, in contrast to optimistic agents, fixed-pie agents split is-
sues evenly unless the participant reveals their own asymmetric 
preferences. Thus, the offers of fixed-pie agents provide little in-
formation about their true preferences (just as tends to occur in 
human negotiators that hold this bias) 

Participant Transparency: Opponent models should be able to 
provide insight into how well they are communicating their own 
preference information. To test this, we examined the transparen-
cy of the human participants by group (see Figure 5). We see clear 
differences in transparency by group, with A-students the most 
transparent (F(2,474) =11.762, p < .001) . We also see that the Offer-
Statement model is better at predicting the preferences of A-
students, though these are less transparent than the automated 
agents (F(2, 474)=156.860, p < .001). Unlike the automated agents, 
participants communicate more information through their pattern 
of offers. This suggests that even A-students fail to communicate 
their preferences to their automated opponent. This means their 
opponent will have difficulty helping them to create value. 

 

                                                                 
1 Because the agents differed from each other on two dimensions – belief (optimis-
tic vs. fixed pie belief) and anchoring (anchoring vs. no anchoring), we conducted a 
2 (belief) X 2 (anchoring) X 4 (model) mixed ANOVA, where the first two factors 
are between-subjects and the latter is within-subjects. All other effects were signifi-
cant at p > .001, but they are not reported here because they are all qualified by the 
3-way interaction, which we reported (and depicted in Figure 4). 

 
Figure 4: Accuracy of Model by Agent Type 
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Figure 5: Models’ Insight into Student's Preference 

 4.2.3 Investigative skills of a Negotiator. The above analysis 
shows that some negotiators are easier “to read” than others. 
While this is partially due to the characteristics of the negotiator, it 
also reflects their opponent’s skill in drawing out diagnostic in-
formation through asking good preference questions and through 
exploring tradeoffs in their pattern of offers.  We next examined 
how well students could draw out diagnostic information from 
their automated opponent.  To do this, we examined how accu-
rately we could infer the automated agent’s preferences based on 
the skill of the human participant (i.e., A-students vs. B-students 
vs. C-students).  If one group is better at interrogating their oppo-
nents, this should allow the automated techniques to more accu-
rately predict these opponent’s preferences. Figure 6 shows how 
accurate different opponent models were at predicting the agent’s 
preference compare to the user broken out by groups. A students 
are as good as the Offer-Statement model at estimating their op-
ponent’s preferences (F(1,316) = 1.747, p < .5). This suggests that A 
students are effective at integrating both offer and preference in-
formation into their estimates. The B and C students performed 
much worse than the agent-based models. 

 

  
Figure 6: Accuracy of Agent's preference across Groups 

 
4.2.4 Information Utilization. Finally, just because a student 

can draw out diagnostic information from their opponent, this 
doesn’t mean they are effective at combining this information into 
an accurate model of their opponent. We examined if the agent-
based models can give insight into the type of errors that partici-
pants are making when given the appropriate information. We ran 
the agent-based models on each group separately and compare 
these results with the participants’ estimates. 

These results in Figure 6 illustrate several points. First, when 
comparing the automated opponent model (Offer-Statement) to 
the user’s estimated model, we see a significant drop in accuracy 
for the B-students (F(1,316) = 39.032, p < .001) and C-students 
(F(1,316) = 161.342, p < .001). This illustrates that the information 
was available to novice negotiators, but they failed to properly at-
tend to this information. Figure 6 also illustrates another im-
portant difference between users. Note that, although the B- and 
C-students failed to exploit the information available to them, the 
A-students performed just as accurately as the Offer-Statement 
model. This indicates that expert negotiators are not simply better 
at using the preference information available to them, but they are 
better at eliciting diagnostic information from their opponent. 

5 Discussion and Conclusion  
Opponent models are a useful tool for assessing common errors 
that negotiator’s make in creating value. They provide a diagnostic 
tool for understanding how well one understands their opponent’s 
preference, as well as their ability to use that information to find a 
win-win solution. In this work we showed that although the hu-
man-agent negotiation is different from human-human and agent-
agent negotiations, opponent modeling techniques from both do-
mains can be used in human-agent negotiation to asses negotia-
tor’s value creation ability. To evaluate the success of our models, 
we examined their performance in relations to the negotiator’s 
ability to infer the agent’s preferences across various agent types. 
We showed that our models were good at diagnosing both the 
agent and human preference modeling ability. Using our models, 
we can also determine how much information the agents and par-
ticipant are revealing about themselves vs how much they are 
gaining from their opponent. This information can be used to de-
termine if the participant is providing too much information about 
themselves which could lead to exploitation from their opponent, 
or if the participant is making effective use of the information the 
agent shared. Here our focus is on interactions with a virtual ped-
agogical agent, although our proposal should equally provide in-
sight into human-human negotiations (assuming the appropriate 
annotations are available).In the future we will extend this work 
by incorporating our opponent models into a negotiation training 
agent’s feedback system. We also plan to examine other types of 
models for understanding what an opponent wants. In this work 
we use very simple frequency models. However, there are other 
more complex models such as the Bayesian models mention earlier 
and neural network approaches that may become even more fruit-
ful for negotiation training.  
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