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Recursive Carrier Interferometry Aided High Data
Rate OFDM Systems With PAPR Suppression,

Phase Noise Rejection,

and Carrier Frequency

Offsets Compensation

Huaiyin Lu"”, Lin Zhang

Abstract—In this paper, we propose two groups of recur-
sive codes, namely the Hadamard recursive carrier interferom-
etry (HRCI) codes and diagonal recursive carrier interferometry
(DRCI) codes, to simultaneously reduce the peak-to-average power
ratio (PAPR) and suppress the phase noises and residual carrier
frequency offset (RCFO) for high-speed orthogonal frequency di-
vision multiplexing (OFDM) systems. We exploit the recursion
property of the Hadamard and diagonal matrices to constitute
the proposed HRCI code and DRCI code using the carrier inter-
ferometry (CI) code, and present the system model in details to
spread OFDM symbols in the frequency domain. Then, we prove
that both HRCI and DRCI generation matrices keep their invert-
ibility during the recursions. As a direct result of the new code
design, the phase intervals are enlarged and the signals are shifted
in the time domain, thus both the PAPR and the phase noises are
reduced, and the RCFO can be mitigated. Moreover, the enlarged
phase intervals enable the transceiver blocks including the chan-
nel estimator, which estimate the phase noise based on the received
signals, to improve the performance. Furthermore, we present the
expressions for the HRCI and DRCI embedded transmitted and
received signals, and derive the analytical signal-to-interference-
plus-noise ratio (SINR) expressions for bit error rate (BER) per-
formance analysis. Then, we analyze the effects of presented codes
on the phase differences and provide the computational complexity
analysis. Numerical simulations verify the effectiveness of our the-
oretical analysis of SINR. Additionally, under different parameter
settings, which consider the working conditions of practical sys-
tems, we demonstrate that the presented robust HRCI and DRCI
coded OFDM systems can suppress the PAPR satisfactorily and
better BER performances can be achieved by the recursive CI-
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aided spread OFDM systems with phase noise rejection and RCFO
compensation when compared with counterpart systems.

Index Terms—Recursive carrier interferometry spreading code,
hadamard recursion and diagonal recursion, peak to average
power ratio, phase noise rejection, residual carrier frequency offset
compensation.

1. INTRODUCTION

N RECENT years, orthogonal frequency division multiplex-
I ing (OFDM) transmission technique has been widely used
to meet the increasing demands for high data rate access to mul-
timedia services. However, high speed OFDM transmissions
will lead to higher peak to average power ratio (PAPR) of the
transmitted OFDM signals and narrower sub-carrier phase in-
tervals in a specified band. Additionally, OFDM systems will
be more sensitive to carrier frequency drifting, thus degrading
the performance of the wireless system.

A. Literature Review and Motivation

The spread orthogonal frequency division multiplexing
(SOFDM) scheme has been proposed to enhance the perfor-
mances of OFDM system over multipath fading channels by
exploiting the diversity gain [1], with additional benefit of sup-
pressing PAPR of the OFDM signals. In [2], a discrete fourier
transform (DFT) scheme is presented for SOFDM systems, and
the PAPR in DFT-SOFDM system can be suppressed for single
carrier frequency division multiplexing access (SC-FDMA) sys-
tems. Then, the PAPR is further lowered by [3] and [4], which
respectively propose to apply zero-tail DFT-SOFDM and unique
word DFT-SOFDM to replace cyclic prefix for better tail char-
acteristics to achieve better bit error rate (BER) performances in
rich scattering environment. However, in DFT-SOFDM systems,
some bands are used for transmitting the specified sequences to
attain low PAPR [5], which results in bandwidth wastage and
leads to a lower spectral efficiency. The carrier interferometry
(CI) codes can be used as spreading codes in SOFDM sys-
tems to suppress PAPR with high spectral efficiency [6]-[8].
On one hand, the CI codes would not require to use additional
sub-bands to transmit the specified sequences, and could spread
OFDM symbols over all N sub-carriers to suppress PAPR, thus
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the spectral efficiency is attained without performance losses.
On the other hand, compared with other spreading codes such
as Hadamard-Walsh code [6], the CI spreading code can be
designed in a more flexible way according to the number of
sub-carriers of any integer value. Moreover, non-contiguous CI
codes can be applied in dynamic spectrum access cognitive ra-
dio network [6] to eliminate the loss of orthogonality among
spreading codes caused by deactivating sub-carriers. Thus with
higher spectral utilization and spectral efficiency, the CI coded
systems can achieve lower PAPR and better BER performances
over frequency-selective fading channel [7] by suppressing the
narrowband interferences [8].

However, high speed spread OFDM systems may suffer from
smaller phase intervals between signals over different sub-
carriers in the specified band and become more sensitive to
carrier frequency drifting. In other words, when the sub-carrier
number increases, the phase intervals would become smaller,
which leads to the performance degradation in the presence of
phase noise and residual carrier frequency offset (RCFO). Be-
sides, as indicated by [15], since the impact of the phase noise
can become even more profound when the systems operate at
higher carrier frequencies, such as £ — band/70 — 80 GHz, itis
increasingly important to develop efficient detection algorithms
for compensating the effect of the carrier frequency offset (CFO)
and the phase noise in high data rate OFDM systems with the
large bandwidth and densely spaced sub-carriers.

The phase noise is a random process caused by the fluctuation
of the receiver and transmitter oscillators. In OFDM systems,
phase noises will induce the loss of orthogonality between sub-
carriers [9]. Pollet et al. analytically evaluated the influence of
CFO and the phase noise on the BER performance degrada-
tion for OFDM systems [9]. Then, Wu et al. presented a gen-
eral phase noise suppression scheme [10] and derived a closed-
form expression for the signal-to-noise-plus-interference ratio
(SINR) for exact performance analysis. Furthermore, in order
to compensate the phase noises at OFDM receivers, Mathecken
et al. proposed phase noise estimation schemes that utilize the
geometry associated with the spectral components of the com-
plex exponential of phase noise [11], and [11] presented a new
phase noise spectral model to evaluate the phase noise more ex-
actly. Joint estimations of the channel response, the frequency
offset, and the phase noise are also proposed for better estima-
tions in realistic OFDM systems [12]-[15].

In addition, RCFO, which is caused by estimation errors
of existing frequency offset recovery methods, will generate
the phase drift over each sub-carrier and destroy the sub-
carrier orthogonality [16]. [17] analyzed the effect of RCFO
on performance degradations. Then, Sliskovic proposed a
pilot-aided sampling and the carrier frequency offset estima-
tor which derives the frequency estimates by comparing the
phases of the pilots at the receiver side [18]. In addition,
tracking possible RCFO variation during the data section of
the frame is also helpful to improve the system performance
and [19] proposed a new decision-directed synchronization
scheme for carrier frequency offset estimations for OFDM
systems.
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B. Contributions

Different from existing phase noise rejection schemes[11]—
[15] and RCFO compensation schemes [18], [19] for radio fre-
quency (RF) systems, in this paper, we present recursive spread-
ing CI code to simultaneously suppress PAPR and combat the
phase noise as well as the RCFO for high speed OFDM systems
over RF channels, thus both the reliability and the robustness
of the system can be improved. In our previous work [20], we
investigated the phase noise issue for optical OFDM systems.
In this paper, we propose a generalized algorithm to construct
the recursive CI codes to simultaneously suppress PAPR, reject
the phase noises and compensate the carrier frequency offset for
high speed RF OFDM systems.

The main contributions of this paper include:

1) Based on the recursion principle, we present Hadamard
recursive CI (HRCI) codes and Diagonal recursive CI
(DRCI) spreading codes in complex domain to enlarge
the phase intervals between transmitted signals. With the
enlarged phase intervals, the information transmission
with densely spaced sub-carriers can accommodate phase
noises and frequency offset variations to improve the re-
liability performances;

2) We prove that the invertibility properties of generation
matrices constructed with Hadamard recursion and diag-
onal recursion are held during recursions. Accordingly,
the inverse matrices of the presented HRCI and DRCI
coding matrices are existent and can be used for informa-
tion retrieval at the receiver;

3) Theoretical performance analysis is provided. We derive
SINR expressions, then we compare the theoretical SINR
of HRCI and DRCI aided systems with different param-
eter settings with the counterpart systems. Thanks to the
enlarge phase intervals, the presented systems achieve bet-
ter SINR performances, which can thereby improve the
reliability performances.

Specifically, we propose a recursive spread code generation
algorithm and two new recursive CI codes, which are called long
HRCI and DRCI codes. Hadamard recursion is a general matrix
extension process which realizes the extension of Hadamard
matrices [21], and the resultant HRCI codes have multiple el-
ements and their phases are different, which are different from
conventional Hadamard matrices whose elements are 1 or —1.
In addition, we apply diagonal recursion, which is a matrix ex-
tension process of calculating the Kronecker product of 2 order
identity matrix and CI code matrix, and present DRCI codes.
Then, we prove that both HRCI codes and DRCI codes inherit
the benefits of conventional CI code, including the invertibility
and orthogonality properties of the generation matrices during
the recursion process.

Furthermore, we analytically derive the SINR expressions
based on the phase noise model in [10] and the RCFO model
in [16] to evaluate the performances of systems using our pre-
sented HRCI codes and DRCI codes. More specifically, we
firstly derive the expression of demodulated signal based on
these models. By separating the information-bearing signal
and the interferences from the received data, we conduct an
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Fig. 1. SOFDM system.(S/P: serial to parallel; IFFT: inverse fast Fourier
transform; P/S: parallel to serial; RF: radio frequency; ECM: expectation con-
ditional maximization; FFT: discrete Fourier transform.)

analytical analysis on the formulations of received signal. Then,
the SINR expression can be obtained by calculating the aver-
age power of information-bearing signals and the interferences
induced to the received data.

C. Paper Organization

The rest of the paper is organized as follows. We first intro-
duce the SOFDM system model and the issues of phase noise
and RCFO. Subsequently, in Section III we present the recur-
sive spreading code design, and propose two novel types of
Hadamard recursion and diagonal recursion based spreading
CI codes. Besides, we provide the theoretical analysis of the
characteristic of Hadamard recursion and diagonal recursion. In
Section IV, we apply the proposed HRCI and DRCI codes to
SOFDM systems and decompose the demodulated signal into
the information-bearing signals and interferences. Then, we de-
rive the corresponding SINR for the received data. Section V
provides simulation results to verify the effectiveness of the-
oretical analysis, and to analyze the reliability, PAPR and the
robustness performances for the presented HRCI and DRCI
coded SOFDM systems. Finally we conclude our findings in
Section VI.

II. SPREADING OFDM SYSTEM MODEL

In this section, we firstly describe the spreading OFDM sys-
tem and present the issues of phase noise and CFO in detail. Sub-
sequently, we provide the phase noise model, the CFO model,
ECM estimator and the RCFO model as below. Then, the base-
band signal model is derived.

A. System Model

Fig. 1 illustrates the block diagram of SOFDM system [6],
[22]. At the transmitter side, after a serial-to-parallel (S/P) con-
version, the data stream is mapped to data symbols. After spread
by the codes expressed in terms of a N x N matrix G, the
data symbols are modulated by the N-point inverse fast Fourier
transform (IFFT) module, wherein N denotes the sub-carrier
number. After performing cyclic prefix extensions and parallel-
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(b) De-spreading process

Fig.2. Spreading process and de-spreading process of presented recursive CI
codes aided SOFDM systems.

to-serial (P/S) conversions, the SOFDM transmitters output the
information-bearing signals z(t) for transmission over RF chan-
nels.

At the receiver side, after removing the cyclic prefix in the
received signal r, we apply the expectation conditional maxi-
mization (ECM) estimator proposed in [15] to jointly estimate
the channel state information, phase noise, and CFO in SOFDM
systems. Thanks to the estimation of signal parameters, the
equalizer is not required to be employed to mitigate the inter-
symbol-interferences (ISI) as in [23]. Next, N -point fast Fourier
transform (FFT) and the de-spreading code N x N matrix K
are applied to the received signal to realize the de-spreading pro-
cess. After de-mapping and the P/S conversion, the transmitted
data can be recovered.

As illustrated in Fig. 1, at the transmitter, the spreading code
matrix G is applied to data a and the details of the spreading
process are given in Fig. 2(a). More specifically, we calculate
the inner product of input data a = [ag, ay, . .., ax_] and each
column of matrix G which is expressed as X = aG,

N-—1
X(k) = aiGix. o))
i=0

Similarly, at the receiver, the de-spreading code matrix K is
applied to the received signal to obtain the demodulated signal
b and details of the de-spreading process b = RK are provided
in Fig. 2(b). The de-spreading process is expressed as

b(Q) = R(k)Kkt,q- )
k=0
Subsequently, according to the definition of CI code given by
(8]

{6 ¢

k P02k P e (M —1
LN Y = IR0 e ... el ik )}7

3
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Fig. 3. Phase interval of CI codes for different M .

where k indicates the k*" symbol’s spreading sequence charac-
terized by {¢},¢F, ..., 5, }. We rewrite CI code in a matrix
form and the M x M conventional spreading CI code matrix
G is defined as

2
GCIi,l:exp<_jM7ri*l)7O<iul<M_1a (4)
where j = /=1, G¢r; is the the element in i*" row and ['"

column of matrix G¢1 and conventional de-spreading CI code
matrix K¢y is

2
Kcr,, = exp (jM”¢*1> L0<ii<M—1. (5

The relation between the sub-carrier number N and the di-
mension of Gy and K¢y will be discussed in III-A. Besides,
the details of the proposed recursive CI codes G and K, which
are respectively constituted by the CI spreading matrix Gy and
the CI de-spreading matrix K¢y, will also be provided.

B. Phase Noise and CFO Issues for SOFDM Systems

In high speed SOFDM systems, in order to support high
data rate transmissions, the sub-carrier number is required to be
large, thus the length of the spreading code becomes longer and
the phase intervals of signals over different sub-carriers become
smaller. Thereby the SOFDM systems become more sensitive
to phase noises and carrier frequency drifting.

To be more specific, the phase intervals between the elements
of a M x M matrix A can be calculated by

(p = min ( arctan (%(A”)> — arctan <%(AH1’Z)) D
(A1) R(Air1)

0<i<M-2,0<1<M-—1. (©)

Take the code length of M = 8 and M = 32 as an example.
As shown in Fig. 3, phase intervals are respectively 7/4 and
/16 for the CI codes with length of M =8 and M = 32,
which proves that phase intervals among CI codes increase as
the length of CI code decreases.

Due to the smaller phase interval among CI codes, large scale
CI code based SOFDM systems are more sensitive to phase
noise than those without CI code. In addition, the CFO generates
the phase drift in each sub-carrier and destroys the sub-carrier
orthogonality, which causes a even worse situation when the
phase intervals become smaller.
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Next, we provide the phase noise model, the CFO model and
the baseband signal model.

C. Phase Noise and CFO Model

Phase noise 6, which occurs at both transmitter and receiver
oscillators, can be presented as a finite-power Wiener pro-
cess which has independent Gaussian increments [24]-[27]. In
this paper, the phase noise model developed by Demir [28],
which provides more accurate descriptions by using a nonlinear
method, is used to characterize the phase noise as

Hn:9n71+Cn7n:17"'Na (7)

where 6,, denotes the phase noise at the n" instant, ¢, ~

N(0, a?) is the phase noise innovation, Ug =273T/N is the
variance of the innovation process, 3 denotes the phase noise
linewidth, 7" is the symbol period in OFDM system, N is the
sub-carrier number, and R = N/T denotes the transmission
data rate.

On the other hand, the normalized CFO € = A fT is modeled
as a uniformly distributed random variable over the range € €
(—0.5,0.5) [12], [29]. The CFO vector E is defined as

E(n) = eU¥me/N) \p—0,1,... N —1, (8)

where E(n) is the n'" element of E and represents the frequency
offset of the n'" sub-carrier.

D. ECM Estimator and RCFO Model

In this paper, the ECM estimator proposed in [15] is applied
on the received signals, which realizes the joint estimation of
the channel state, the phase noise, and CFO in SOFDM sys-
tems. The ECM based estimation is carried out in two steps. In
the expectation step (E-step), an extended Kalman filter (EKF)
based estimator is utilized to accurately track the phase noise
in the training OFDM symbol. During the maximization step
(M-step), the channel state and CFO parameters are estimated
by minimizing the derived negative log likelihood function.

More specifically, as shown in Fig. 4, the ECM algorithm
iterates between the E-step and the M-step [15]. In the E-step,
an EKF is used to update the phase noise vector at the (i + 1)
iteration with the aid of the estimated channel state and CFO at
the 4! iteration shown by the dotted arrow in Fig. 4. Next, in
the M-step, the estimates of the channel state and CFO at the
(i + 1) iteration are obtained. The ECM algorithm iteratively
updates the phase noise, CFO, and channel state estimates, re-
spectively. Subsequently, the algorithm is terminated when the
difference between the likelihood functions of two iterations is
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smaller than a threshold 7 given by

N -1

D

n=0

r(n) — 55 O i |

>

n—=

jornelil 2
N

r(n) —e <, 9

o301 (n) li] (")H

where éli+
at the (i +

1 and A+ are the estimates of CFO and phase noise

+ 1)t iteration respectively. More specifically, the
sll(n) is the n'" symbol of the vector s’} £ FIXVﬁM where
Fpisthe N x N inverse discrete fourier transform (IDFT) ma-
trix, V is the N x L discrete fourier transform (DFT) matrix,
L indicates the number of channel taps and hll is the estimate
of channel state at the i'" iteration. Finally, after algorithm is
terminated, the estimates of channel state fl, CFO ¢ and phase
noise 6 are used for data recovery.

As illustrated in [15], with the aid of the ECM estimator,
more reliable communication can be achieved with a low com-
putation complexity. However, the impact of the channel state,
the phase noise and CFO cannot be completely eliminated. In
the following descriptions, we use the channel spectral response
H’, the new phase noise ¢ and RCFO to represent the residue
values of the channel state, the phase noise and CFO after ECM
estimations.

More explicitly, the residue phase noise ¢ is characterize as

¢n:¢n71+5n’n=1,~--N, (10)

where ¢, denotes the phase noise at the nt" instant, §, ~
N(0,0%) is the phase noise innovation, and we have o} < 0’?
with the aid of the ECM estimator.

Subsequently, as to the RCFO, considering that the uniform
random CFO estimation and the compensation are applied at
receiver [15], [29], [30], we here regard the RCFO as a Gaussian
random variable [30]

v~ N(0,62),

) v

(1)

where v is the Gaussian random variable that describes RCFO
and o is the variance of v.

E. Baseband Signal Model

As illustrated in Fig. 1, IFFT operations are performed on sig-
nals {X (k)}2-} over N sub-carriers in the frequency domain
to produce the corresponding N modulated signals in the time
domain. The baseband signal can be expressed as

2~r n k
\ﬁ Z X (k)e "5 (12)
At receiver, after the cyclic prefix removal, the received signal
ris

r(n) =’ la(n) « F(H(K))] + 2(n),

where * and F~!(.) represent the circular convolution and IFFT
operations, respectively, while z(n) indicates the additive white
Gaussian noise (AWGN) with zero mean and variance o%. H (k)

13)
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is the frequency domain channel response which is determined
by a specific channel. After ECM estimation process and N-
point FFT, with the aid of received signal expression in [10],
take the RCFO signal model of [16], [17] into consideration, we
have the expression of R as

R(k) = X(R)H'(K)Y1(k) + Ta(k) + Z(k),  (14)

where Y (k) denotes fading and phase shift of the transmitted
signal caused by the phase noise and RCFO, T, (k) is the in-
terference caused by phase noise and RCFO, Z(k) is AWGN
in the frequency domain after FFT process. Since FFT does not
change the noise energy, Z(k) is still a Gaussian random vari-
able with zero mean and variance 2. The expression of T (k)
is

Y1 (k) = I1(0)e? Mo ke /N gy (1), (15)
and Y, (k) is expressed as
To(k) = ICI(k)e?>™Nekvi/N gy (). (16)

In equations (15) and (16), e/27 N5 ki /N £ (1) denotes fading
and phase shift cause by RCFO. More explicitly, let v, denote
the RCFO of the k'" sub-carrier and Ny = N + N, denote the
length of the time domain transmitted signals, thus we have

() = eime(v—nyN __Sin(mz) 17
fn(z)=e Nsin(rz/N) (17)
In addition, the items e/ 2Npk+(N=1)]/N anq __sin(rve)

N sin(wvg /N
in (15) and (17) represent the phase rotations and an(lplft{ldza
variations brought by the RCFO respectively. In equations (15),
I(0) represents the effects of common phase error (CPE) caused
by phase noise. Moreover, I(p) is defined as [10]

132
_ LR o)
N 2 |

n=0

(18)

In equations (16), ICI(k) =¥ o X(DH'(DI(I - k) is
inter-carrier-interference (ICI) cause by phase noise.

At last, the expression of Y(k) and Y,(k) can be further
derived as

N-1
Ty (k) = £ 5 SO s ke (VD))
N ~ N sin(mvy /N)
19)
— = sin(mvy,)
T H——r
2(k) Z Z st'n(ﬂ'uk./N)
n=01=0,]
TRk 42N kv (N =) ) /N +6(n)} 20)

III. RECURSIVE HRCI CODE AND DRCI CODE DESIGN

In order to combat the phase noises and the RCFO presented
above, in this section, we firstly present the recursive spreading
CI code design, then, we give the construction details of HRCI
codes and DRCI codes. Moreover, we analyze the properties of
the recursive code generation matrices to investigate whether the
presented spreading codes can be applied in SOFDM systems.
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Algorithm 1: Recursive Spread Code Generation.

1: Initialisation: Obtain k in (21), CI code matrices G¢y,
K1 and recursion type TYPE ='Hadamard'
or'diagonal’. Seti = 1 for TYPE ='Hadamard',

i =0 for TYPE = 'diagonal’, spreading matrix
G = Gy, de-spreading matrix K = K¢p, n = 0.
2: repeat
3:  Kronecker product extension matrix

vl )

4:  Recursion for spreading matrix G = W ® G.

5:  Recursion for de-spreading matrix K = W @ K.

6: n=n+1

7: untiln = k.

8: return G for spreading matrix and K for de-spreading
matrix

A. Recursive Spreading CI Code Design

We here propose to construct long spreading code with short
codes via recursions. Let M denote the dimension of spreading
code matrix, which is determined according to the number of
sub-carriers denoted by N, namely we have

N =2FM, 0<k, (1)

where k is selected to satisfy that N can be divided by 2*.

Algorithm 1 describes the procedure of generating recursion-
based spreading codes, and the Kronecker product [31] exten-
sion matrix for extending the code matrices is determined by
the recursion type.

More explicitly, in Hadamard recursion process, ¢ = 1 and
Kronecker product extension matrix is W = %[i Jl] which
can realize Hadamard recursion for generating HRCI code.
When another type of the diagonal recursion is applied, : = 0
and Kronecker product extension matrix is denoted by W =
[(1) (1)] which is the same as Eq. (28) and utilizes the diagonal
recursion to generate the DRCI codes.

It is worth pointing out that the presented DRCI code and
HRCI code inherit the PAPR suppression capabilities from tra-
ditional CI codes [6] which utilizes the complex exponential
elements of CI codes to address the PAPR issue caused by
IFFT. Note that the CI code matrix is essentially a FFT matrix,
employing a full rank CI code to cancel the IFFT and therefore
provides a signal with the same PAPR as a single carrier trans-
mission. Similar technologies such as the single carrier FDMA
(SC-FDMA) and the single carrier transmission with the fre-
quency domain equalization have been proposed and developed
to reduce the PAPR of multi-carrier transmissions. In the pro-
posed schemes in this manuscript, the DRCI code and HRCI
code do not eliminate the PAPR entirely like a full rank CI
code, but it does reduce the PAPR significantly through inher-
itance of the PAPR suppression characteristic of traditional CI
code.

Moreover, the presented DRCI code and HRCI code main-
tain the relatively larger phase intervals of short CI codes. To
be more explicit, in Algorithm 1, after carrying out the logical
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OR operation of the normalized matrix W = % [: _11] and the

identity matrix, i.e., W = %[} A \/[(1) ?] where \/ represents
the logical OR operation, the value of the elements in the resul-
tant matrix are typically {—1,0, 1}. That is to say, Algorithm
1 recursively generates HRCI codes and DRCI codes using the
elements in the matrices G and K, thus the phase intervals
of resultant DRCI codes and HRCI codes are the same as those
of short CI code matrices Gy and Kcg.

Thus, thanks to enlarged phase intervals, the presented DRCI
code and HRCI code can combat the phase noises and the CFO,
thus they have the capability of the phase noise rejection and
the RCFO mitigation while effectively suppressing the PAPR.

Take kK =2 and N = 4M as an example. The details of the
corresponding spreading and de-spreading code design based
on Algorithm 1 is given as below.

B. Hadamard Recursion and HRCI Code Design

It is well known that high order Hadamard matrix can be
generated from a low order one by Hadamard recursion [21].
Assuming H is a Hadamard matrix of order n, Hadamard re-

cursion is defined as
H H
H -H|

where Hs,, is a Hadamard matrix of order 2n.
Using the CI code given by (4), we propose to generate the
HRCI codes according to Algorithm 1 in the following way

H;, = (22)

Gcr  Ger
GomH = ;
Gcer _GCI]
G G
Gantzt = 2M H v | 23
Gomua —Gomu

After the normalization, the HRCI spreading code matrix Gy
is expressed as

1

Gy = ﬁGz;M,H- (24)
Similarly, the de-spreading code matrix can be generated
through
Kc1  Kcer Komvu Koemnu
Komu= JKymu= ,
Kcr —Kcr Koma —-Komnu
(25)
and the HRCI de-spreading code matrix Kyy is
1
Ku = (26)

ﬁKzzM,H-

C. Diagonal Recursion and DRCI Code Design

Similar to the Hadamard recursion, the diagonal recursion
can also be applied to generate high order matrix from a low
order one and hold the matrix invertibility property.
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Assuming D is a square matrix of order n, the definition of

diagonal recursion is

D,, = 27)

D o0,
0, D
where Ds,, is a high order matrix of order 2n. More explicitly,

the diagonal recursion process can be realized by calculating
the Kronecker product [31] of a 2-order identity matrix and a

low order matrix as
D 0,
0, DI’

1 0
Dy, = @D =
0 1
where ® indicates Kronecker product.
Utilizing diagonal recursion in (27) and CI code in (4), the
spreading code matrix can be generated through
O2m
Gamp |

OMm Gam,p
]7G4MAD = [ ?
(29)

(28)

Ger

Gomp =
O Ger O2nm

After the normalization, the DRCI spreading code matrix Gp
is expressed as

1

Gp = WG4M,D~ (30)
Similarly, the de-spreading code matrix can be generated
through
KCI OM K2M,D 02M
Komp = JKimp = )
O Kcr 0o Komp
(€29)
and the DRCI de-spreading code matrix Kp is
Kp = LK (32)
D ST 4M,D-

D. Invertibility Property Analysis for Recursive Spreading
Carrier Interferometry Codes

Considering that the invertibility of the spreading code matrix
is required in SOFDM system for de-spreading when recovering
the received data, we will prove that the invertibility property
is held during both Hadamard recursion and Diagonal recursion
as follows.

Theorem 1: Matrix invertibility property is held during the
Hadamard recursion.

Proof: Assuming Z is an n order nonsingular matrix, we
have Z~'Z = I,, where Z~! is the inverse matrix of Z and I,
is an n order identity matrix. The zero elements in I,, can be
calculated by

(z- 1ZLJL7$J: Z szZM—O (33)

k=1,i#j
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Utilizing (23), a high order matrix of 2n generated by
Hadamard recursion from Z can be expressed as

(7 Z
Y= (34)
7 -Z
Z;, 1<i<n1<j<n
Y Z;jn, I1<i<nn+1<35<2n
Y Zieay, ntl1<i<m,1<j<n
_Zi,—n,j—n7 n+1<i<2n,n+1 <;< 2n

(35)

Similarly, applying Hadamard recursion, Z~! can be extended

as
Z71
_7z-1 ] ’
Asfor1 <i<n,1 < j < n,utlizing (33) and (35), the result
of PY is

Zfl

P=|

(36)

2n 2n
i= ZPi,kYk,j ZPZ Ykt Z P; .Yy
k=1 k=n+1

=D ZijZij+ Y LT
k=1 k=1
=PY =21, 1 <i<nl<j<n (37)

Similarly, we have

Oy, I<i<nn+1<7<2n
(PY)L]’: On7 n+1§z§2n,1§j§n s
2I,, n+1<i:<2n,n+1<j5<2n
(38)
where 0, is an order n zero matrix. Thus, we have
PY =2I,,, (39

where I, is a 2n order identity matrix.

Taking the normalization factor 1/ v/2 in Algorithm 1 into
consideration, we can come to a conclusion from (39) that P
is the inverse matrix of Y and matrix inverse property is held
during Hadamard recursion. The proof is completed. ]

Theorem 2: Matrix inverse property is held during diagonal
recursion.

Proof: Assuming D is a n order nonsingular matrix, we
have DD = I,, where D! is the inverse matrix of D and
I,, is an order n identity matrix. The zero elements in I,, can be
calculated by

(DT 2]27&]: Z Dksz]—O
k=1,i#j

(40)
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According to (27), the element of D2, can be expressed as

Di7j7 ISZS’I’L,ISJSH
0, 1<i<nn+1<757<2n
(D2n)i,; = . .
0, n+1<i1<2n,1 <5< n
Difn,jfvu n+1§l§2n7n+1§]§2n

(41)

Applying the diagonal recursion, a high order matrix generated
from D! can be extended as

e “2)
|0, D1
Similar to (37) and (38), we have
I, I<i<nn+1<j<2n
0y, 1<i<nn+1<35<2n
(QD24)i,; = . ,
0y, n+1<i<2n,1<753<n
L, n+1<i<2n,n+1<7<2n
(43)
Thus, we have the similar result as (39)
QD2n = I2n7 (44)

which indicates Q is the inverse matrix of D2, and the matrix
invertibility property is held during diagonal recursions. The
proof is completed. |

E. The Effects of Recursive Spreading CI Codes on
Phase Differences

The analysis of the effects of recursive spreading CI codes on
phase differences is presented in this subsection. As illustrated
in Fig. 1 and Fig. 2, the spreading code matrix G is applied to
input data, then we investigate the effects of the joint spreading
process and IFFT on the phase difference, which are expressed
as the multiplication of the spreading code matrix G and the
N x N IDFT matrix Fy.

1) DRCI Code: Utilizing equation (21) and Algorithm 1, we
getan N x N DRCI code matrix Gp constituted from multiple
short CI coding matrices Gy which have a number of 2k and
are sequentially generated at the main diagonal line as

Ger
1

= ﬁ t. )
Ger

Gp (45)

2k

where Gcg is the short CI code matrix of the dimension M
defined in (4).

Subsequently, the effects of the joint spreading process and
IFFT are expressed as the multiplication of the DRCI coding
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matrix Gp and the N x N IDFT matrix Fy

Gcer
S— GpFy = ——
DII \/M
Gcer
So
Fi = (46)
Szk71

To be more explicit, the expression of the tth submatrix S;,0 <
t < 2% — 1 of the matrix S is

1 M—1
Z efj%aiejf\f?(iﬂzw)(bﬂnf)
i=0

St(ap) = NaTi

. b+t M
_ I
I 1-e™ ol FotM+12M?

- VM — e.i%[%*“] ’
0<a,b<M-—1,

(47)

where S, ;) represents the element in the a'" row and the b*"
column of the matrix S;.

Accordingly, the phase difference between the elements of
matrix S; is obtained as

)

O, = ’angle(st(a+l,b)) - angle(st(a,b))

0<a<M-2,0<b<M—1. (48)

2) HRCI Code: Utilizing equation (21) and Algorithm 1, we
canobtainan N x N HRCI coding matrix Gy generated by the
Hadamard recursion as given by equation (22). Since there are
more nonzero elements in the matrix, the analysis of the effects
of HRCI codes is more complicated. Here we take £ = 1 and N
= 2M as an example. The expression of Gy is

G — I[GCI

Ger
49
VN | Ger ] @)

—Gc1

Then the effect of joint spreading process and IFFT on the phase
difference is given by

Ger L Q

U=GuF; = Fi =
Gcer GCI] lQH T

1 | Gar
VN

(50)

Since G and Fj are unitary matrices, the matrix U is also a
unitary matrix.
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To be more explicit, the expression of the submatrices of the
matrix U is given by

L= M-1
Som o im TS PRy
L(a,b)zi [Z e*jvazejyzb + Z efjvazejy(z+l\1)b
\/N i=0 =0
11— o
=— 14+ 0<a,b<M—-1,
\/Nl—ej%[zT a]( +e 2) a,
61V
M—1
Q (@) Z eI z aig i(b+M)
\/7
M1
+ Z oI 3 ai g F (i M) (b+M)
i=0
b+\1
1 1— g2~r i b M
(T,
\/7 N1-— J e b:%_a] ( )
0<a,b< M—1, (52)
M—1
T Z 87] = (17 i(b+MM)
M—1
_ Z 67] 2 az F(i+M)(b+M)
1 1— eJIZWb;Tj‘[ (1 oi2m h+\f )
\/*1 iz b+u —a )
0<a,b<M-—1. (53)

Accordingly, the phase difference between the elements of ma-
trix U is obtained as

d = |angle(U(a,+],b)) - angle(U(a,b))| )

0<a<M-20<b<M-—1. (54)

With the aid of the expressions presented above, we can fur-
ther investigate and compare the PAPR and the phase interval
performances between the preposed system and the counterpart
system via simulations in Section. V.

F. Computational Complexity Analysis for Recursive
Spreading CI Codes

In this subsection, the computational complexity of recursive
spreading CI codes is compared with that of conventional CI
code and reference [12], [15]. Moreover, the comparison of the
computational complexity of SOFDM and OFDM is provided.

1) Code Generation: Firstly, as illustrated in Section II-B
conventional CI codes of length IV are generated through equa-
tion (4) and (5) whose computational complexity are O(N?).

Secondly, short CI codes Ge1 of the length M are gen-
erated through equation (4) and equation (5) whose com-
putational complexity is O(M?). Subsequently, the recursive
spreading code generation process illustrated in Algorithm 1 is
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expressed as
G=WaeaWg.. WaGcr. (55)
k ¢

More explicitly, the computational complexity of calculating
Kronecker product is determined by the size of the product
matrix which can be expressed as

C=A®B,Size(C) = (N,M) = Com = MN. (56)

Therefore, computational complexity of recursive spreading CI
codes generation is

N’ N\’
_ 2 2
C’omRCI—N +(2> ++(2kl> +M
N—— GCI
&

_ N2(4;41—k) _ o),

which is in the same order as conventional long CI codes.

2) SOFDM Spreading Process: The computational com-
plexities induced by the spreading and the de-spreading op-
erations in SOFDM systems in Fig. 1 are naturally determined
by the complexity of the matrix multiplication of the N x N
matrix and the N x 1 vector which is Comgsorpy = O(N?).

3) Comparison: The computational complexity of the esti-
mation and data detection algorithms in reference [12], [15] are
given by

Com“z]ﬁE = [22N3 + 5N2 —3N — l]t[IZ]

(57)

+18N? + (8L —5)N? — (2L + 1)N — L,
(58)
Comyis,p = 2N? + (12L + 2)N? + (2L + 25)N
+1—2LJt}s. 5 +2N° + (2L —2)N* — LN,
(59)
Comys) p =[AN*+4N? + (2L + 1)N? + (L + 13)N]ts.p

+4N*+3N% + (2L — 1)N, (60)

where L indicates the number of channel taps, ¢(;, is the number
of iterations required for estimating the CFO via an exhaustive
search in [12], ¢}, is the number of iterations in the ECM
estimator and ¢[;5] p is the number of iterations required by the
detector in [15].

Since the number of iterations is much smaller than /V in both
simulations and practical systems, the complexities of equations
(58)—(60) can be expressed as O(N?), O(N?), O(N*) respec-
tively. The complexities of proposed HRCI and DRCI codes
in the SOFDM scheme and algorithms given by the reference
[12] and [15] are summarized in Table I. More specifically,
utilizing equation (57), the complexity of proposed HRCI and
DRCI code in SOFDM scheme is O(N 2), which is much lower
than the ECM estimator (59) as well as the estimation and data
detection algorithms presented in reference [12] and [15].

Additionally, we provide the complexity comparison between
proposed recursive CI codes and the algorithm in [15] at differ-
ent SNRs in Fig. 5. It can be seen from Fig. 5 that the proposed
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TABLE I
COMPLEXITY COMPARISON

Algorithm | Code | Estimation | Detection | Total
[12] — O(N?) — O(N?)
[15] — O(N®) | O(N*) | O(N?)
HRCI | O(N?%) | O(N?) — O(N?)
DRCI | O(N?) | O(N?) — O(N?)
5K 10° T T T T
e [15] 022107
h e [15] a§=1o“‘
——tf— Proposed (7 =10
2 3 ——f&— Proposed (7 =10 |{
Eé_ N T S ' — »
£
S
1k
0 1 1 1 1 1 1 1
0 5 10 15 20 25 30 35 4
E,/N, (dB)
Fig.5. Comparison of the computational complexity of the DRCI code, HRCI

code and the algorithms in [15], N = 64, L = 4.

recursive CI codes are computationally more efficient compared
to the algorithms in [15] at all SNRs.

IV. THEORETICAL PERFORMANCE ANALYSIS

In this section, we firstly describe the spread and de-spread
signal based on the system model given in Section II-A and the
recursive spreading code design presented in Section III, then,
we analyze the SINR of SOFDM systems.

A. Spread and De-Spread Signal

As illustrated in Fig. 1 and Fig. 2, at the transmitter, the
spreading code matrix G is applied to data a, while at the re-
ceiver, the de-spreading code matrix K is applied to the received
signal to obtain demodulated signal b.

Substituting (14) into (1) and (2), the demodulated signal is
obtained as

~ I(l _ k)ejZﬂ'N}} kuk/NfN (Vk)- (61)

B. SINR Analysis

It can be seen from (61) that the demodulated signal b(q) is
constituted by the information-bearing signal, which contains
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a4, and the interferences. Thus the first term of (61) becomes

| NNl
N ale kKk_’qu(k‘)Tl(k‘)
k=0 i=0
| NoroNe
=N a; G; kKk,qH'(k)Tl(k)
k=0 i=0,i%q
N-1
+ Z g Gq. K g H' () Y1 (k) (62)
k=0
and the third term is
| NN N
NZZ > aiGiKy H (DI - k)
k=0 i=0 1=0,I£k
% €J27TNB kl/;.-/NfN (Vk)
T L
=¥ S G H (VI - k)
k=0 i=0,i%q =0,l#k
% ejZWNBkyk./NfN(]/k)
| Ner N
N aqu,lK;c,qH'(l)I(l — k‘)
k=0 1=0,l#k
x e/ 2TNB RN f (1) (63)

Therefore, b can be expressed as

N -1

b(q) = “Nq 3 Gy K H' (K)I(0)
k=0

N -1
+ > Gy H'()I(1— k)] NN fy ()
1=0,l#£k
[a;G; 1 Ky o H'(k)I(0)

+ ;G Ky o H' (1) I(1—F))e>™NeF N fy (1)

= ba(q)+bi(q)+Z, (),

where the information-bearing signal are the terms that contain
a
q

(64)

N-
_le Gy Ko H k)l<0)
k=0

N-—1
+ > GuKy H (DI(1—k))e> N2k /N fy (1)
1=0,l#k
(65)
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The second term of (65) can be derived as

a N—-1 N-1 )
Nq G, Ky JH ()I(1— k) No kv /N g (1)
k=01=0,l#k
a N—-1 [N-1
:Nq > GKy  H' (DI - k)
k=0 =0

— Gy K H'(K)1(0) | 2N N fy (i),

=k

(66)

Obviously, the second term in (66) is the same as the first term of
(65) and therefore the expression of information-bearing signal
is simplified as

N-—1

2

~1
G K H (DIl —k)

:3\é°

k=0 1

X ejzﬂNB k‘l/k/foN (Vk)-

I
=}

(67)

Similarly, the interference in (64) is represented as

| Ner v
bi(q) = N a;G; 1K H'(k)I(0)
k=0 1i=0,i#q
N1 _
+ > wGuKy H (DI — k) | 2N E N fy (1),
1=0,1#Fk
(68)
and the corresponding simplified form is expressed as
| Nl Nen N
Y Y Y aGum,H)
k=0i=0,i#q 1=0
TI(1— k)T NE RN £ (1), (69)

Since the de-spreading matrices are normalized as illustrated
in (26) and (32), the de-spreading process does not change signal
energy and Z, (¢) has the same properties as Z (k).

Therefore, the SINR expression of SOFDM system is ob-
tained as

Elba(q)]’]
E[|bi(q)P] + 0>

where E[|b;(q)|*] and E[|bs(q)|?] respectively represent the
signal and interference energy, which are derived in detail in
Appendix. From the energy evaluation expressions given by
Eq.(A6) and Eq.(A7), we can see that the system performances
are dependent on the spreading codes employed, the phase noise
variances and the statistic of RCFO.

r= (70)

V. PERFORMANCE ANALYSIS AND SIMULATIONS

In this section, the performances of the proposed HRCI codes
and DRCI codes aided SOFDM systems in the presence of phase
noise and CFO are evaluated, and the performances of conven-
tional CI code aided SOFDM systems are also provided as a
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TABLE II
SIMULATION PARAMETERS
Parameters Value
Modulation order 64QAM
Channel fading Rayleigh
Channel taps L=4

Channel taps power
Phase noise variance
CFO

Sampling rate

[-1.52,-6.75,-11.91,-17.08]dB
o = [107%,10"*)rad?
U(-0.5.0.5)

20MHz

reference. For performance comparison, we set the same param-
eters as in reference [15]. The main simulation parameters are
summarized in Table II. More explicitly, the unknown normal-
ized CFO is assumed to be uniformly distributed over range € €
(—0.5,0.5) for each simulation and the data symbols are drawn
from normalized 64 quadrature amplitude modulation (QAM).

We firstly simulate the BER performances of SOFDM sys-
tems using different spreading codes over frequency selective
Rayleigh fading channel under different phase noise variance
and compare them with existing algorithms in the references
[12], [15], [32], [33]. Then, we analyze the corresponding
SINR performance. Subsequently, BER performance of dif-
ferent spreading codes aided SOFDM systems with different
lengths of short CI codes are provided. Next, the comparisons
of the phase interval for CI code, HRCI and DRCI codes with
different code length is provided. Subsequently, the phase dif-
ferences between the adjacent elements of the DRCI coding
matrix, the HRCI coding matrix and IFFT transformation ma-
trix are simulated. Finally, we analyze the PAPR performances
of the SOFDM systems using the presented recursion based
spreading codes and compare them with the counterpart system
given in [34].

In the simulations, as mentioned above, the phase noise, CFO
model and ECM estimator are employed. Besides, we here as-
sume RCFO is a Gaussian random process as given in (11).

A. Performances of SOFDM Systems at Different Phase
Noise Variance

1) BER Comparison With Existing Work at Different Phase
Noise: Firstly, we simulate the BER performances of SOFDM
systems using different spreading codes over Rayleigh channel
under different phase noise variance and compare them with
existing algorithms. The following system setups are considered
for comparison:

1) The proposed HRCI code and DRCI code with ECM
estimator in [15] (labelled as “HRCI” and “DRCI”).

ii) The estimation and data detection algorithm in [15] (la-

belled as “[15]).
iii) The estimation and data detection algorithm in [12] and
[32], respectively (labelled as “[12] & [32]”).

iv) The differential chaotic shift keying (DCSK) design with
CI code [33] (labelled as “[33]7).

v) The conventional CI code(labelled as “CI”).
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Fig. 6. Simulated BER performances of existing algorithm and SOFDM sys-
tems using CI, HRCI and DRCI codes over frequency selective Rayleigh fading
channels with phase noises of different variances. The length of low order CI
codes is M = 16.

vi) As alower-bound on the BER performance, a system as-
suming perfect channel, phase noise, and CFO estimation
(labelled as‘“Perfect”).

Fig. 6 depicts the BER performance listed above. The follow-

ing observations can be made from Fig. 6:

1) Compared to existing algorithms in [15], in the presence of
the strong phase noise (07 = 1073, R = 10%, 3 = 1.59 *
10%), which is more representative of reality, the BER
performances of the proposed HRCI and DRCI codes are
closer to the ideal case of perfect channel estimation, phase
noise, and CFO estimation (a performance gap of 6 dB at
SN R = 40 dB), which indicates that the proposed HRCI
and DRCI codes perform better than the data detection
algorithm in [15]. On the other hand, the proposed HRCI
and DRCI codes provide similar performances to the data
detection algorithm in [15] in the presence of weak phase
noise (U? = 10"*rad?*, R = 103, 3 = 1.59 = 10%).

2) It can be clearly observed that the proposed HRCI and
DRCI codes outperform the algorithms in [12] and [32].
This performance improvement can be attributed to the
fact that Algorithm 1 maintains the phase interval of the
short CI code matrix and provide same phase noise ro-
bustness as short CI code. Moreover, the ECM estimator
proposed in [15] also provides better estimation with the
aid of EKF.

3) The existing algorithms in [33], which proposed DCSK
design with CI code, provides similar BER performance
to conventional CI code. It is clear that the performance
of the proposed HRCI and DRCI codes outperform the
algorithm in [33] and conventional CI code. This result is
anticipated since Algorithm 1 maintains the phase interval
of the short CI code matrix and provide the same phase
noise robustness as short CI code. More explicitly, as
illustrated in Fig. 3, the phase interval of the short CI code
is larger than long CI code.
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Fig. 7. BER performances of SOFDM systems using HRCI and DRCI

codes under different parameter settings with perfect estimates. M = 16
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Fig. 8. SINR performances of SOFDM systems using CI, HRCI and DRCI
codes over frequency selective Rayleigh fading channels with phase noises of
different variances. The length of low order CI codes is M = 16.

2) Comparison of Effects of the Channel Conditions, Phase
Noise, and Frequency Offset Estimations: Next, we investigate
the effects of the channel, phase noise and frequency offset
estimations on the BER performances. Specifically, under the
assumptions of perfect channel estimation, perfect CFO estima-
tion and perfect phase noise estimation, Fig. 7 compares the BER
performances of SOFDM systems using HRCI and DRCI codes
with different parameter settings. It can be observed that when
the phase noise estimation is perfect, the BER performances are
better than those obtained with perfect channel estimation and
perfect CFO estimation.

3) SINR Performances: Subsequently, the SINR perfor-
mances of SOFDM system with different spreading codes are
calculated by equation (70) and compared in Fig. 8. From equa-
tion (61), we can see that the expression of b(g) changes with
the specific combination of information signal a. Hence we here
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Fig. 9. NMSE performances of SOFDM systems using the ECM estimator

with and without HRCI and DRCI codes. The length of low order CI codes is
M = 16.

simulate the SINR of the recursion-based CI coded SOFDM sys-
tems by calculating more than 107 transmitted frames, which
provides an approximative mean value of SINR. The SINR per-
formances in Fig. 8 show the same result as BER performances
in Fig. 6, which proves better robustness can be achieved by
using our HRCI and DRCI codes.

4) NMSE Performances:

N e (6) — ()]
NMSEgcy = 10logyg Zl_ozg;%([a)cuﬂz( :

N -1 N 12
NMSECode _ lOlOgl() Zi:() [b(l) CL(’L)]

ik @)
Next, Fig. 9 compares the normalized mean square error
(NMSE) performances of SOFDM systems using the ECM
estimator with and without HRCI and DRCI codes, where
the NMSE performances are evaluated by equation (71). To
be more explicit, equations (71a) and (71b) can be respec-
tively used to evaluate the NMSE of SOFDM systems using
the ECM estimator without and with the recursive carrier in-
terferometry code. It can be observed that in the presence of
strong phase noise (o7 = 10~*rad?), the NMSE performances
of DRCI code aided systems are better than the systems only
using the ECM estimator at all SNRs, while the systems using
HRCI codes outperform those only using the ECM estimator at
high SNR(SN R > 25dB). The reason is that from equations
(45)—(53), we can see that the nonzero elements in the matrix
Q in equation (52), which is the submatrix used to evaluate the
effects of the joint spreading process and IFFT U, lead to the
worse performances of SOFDM systems using HRCI codes at
low SNR, while providing better performances than the systems
using DRCI codes at high SNR thanks to more phase varia-
tions generated by the matrix U. Besides, in the presence of
weak phase noises (crg = 10"*rad?), we can attain similar re-
sults since the effects of channel state, CFO and phase noise on
the NMSE performances can be further eliminated. Moreover, it
is noticeable that better robustness can be achieved by using our

(71a)

(71b)
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HRCI and DRCI codes under the same phase noise and CFO
circumstances.

B. Performance at Different Size of Short CI Codes

Subsequently, we analyze the BER performances of SOFDM
systems using HRCI and DRCI codes with different length of
low order CI code M = 4, 16, 64, wherein the phase noise vari-
ance are set to o’% = [1073,10"*]rad>. As shown in Fig. 10, both
HRCI and DRCI coded SOFDM systems achieve better perfor-
mances when using shorter length low order CI code since the
shorter length low order CI code has lager phase interval as illus-
trated in Section II-B and thus providing better noise tolerance.
In addition, from Fig. 10, we can also observe that the HRCI
coded system achieves similar BER performances to those of
DRCI coded SOFDM systems with different length of low order
CI code.

Next, Fig. 11 illustrates the comparison of phase interval
defined in (6) for CI code, HRCI and DRCI codes with different
code length N. It can be observed that the phase intervals of
HRCI and DRCI codes remain the same as /N increases, while
those of CI codes decrease with the increasing N. The reason
is that thanks to the generation process in Algorithm 1, the
phase intervals of HRCI and DRCI codes are determined by the
short CI code, thereby bringing the noise-resistant performance
benefits to the SOFDM systems.

In addition, utilizing the expressions which evaluate the phase
differences given by equations (45)—(54), we simulate the phase
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differences between the adjacent elements of the DRCI cod-
ing matrix, the HRCI coding matrix and IFFT transformation
matrix in Fig. 12-Fig. 14. Comparing Fig. 12-Fig. 14, we can
observe from Fig. 13 that the phase differences between the
adjacent elements of the HRCI coding matrices have no zero
values, which provides the noise-resistant performance benefits
and PAPR reduction to the SOFDM systems.

Moreover, from Fig. 12, we can observe that the phase dif-
ference has zero values. It is worth pointing out that the zero
values are induced by the zero elements in the matrix S in
equation (46) instead of being the difference between the two
adjacent nonzero elements with the same phases. Accordingly,
when calculating the minimum phase difference, it’s meaning-
less to evaluate these zero values. Naturally, we obtain from
Fig. 12-Fig. 14 that the minimum phase difference between the
adjacent elements in the DRCI coding matrix, the HRCI coding
matrix and IFFT transformation matrix are 0.68 rad, 0.68 rad
and 0, respectively.
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C. PAPR Performances and Comparisons

Fig. 15 illustrates the PAPR performances of SOFDM systems
using 64QAM modulation and employing CI, HRCI and DRCI
codes. It can be observed that with the aid of HRCI and DRCI
codes, the PAPR performances have been improved about 2dB
at possibility of 10~* compared with the system without using
spreading code in references [12], [15], [32]. Moreover, the
SOFDM systems using recursion-based spreading codes achieve
similar performances to the newly proposed PAPR reduction
technique by using biased sub-carriers in [34]. When compared
with CI coded system and reference [33], HRCI and DRCI
coded systems lost about 5dB of PAPR due to the Hadamard and
diagonal recursion processes, which is acceptable considering
the communication robustness enhancement in Fig. 6. More
explicitly, reference [33] is an application of CI code which
solves the PAPR issue of DCSK design and has the same PAPR
performance as conventional CI code.

Subsequently, we simulate the power of a random symbol
of SOFDM systems in Fig. 16. It can be observed that, with
the same inputs, the peak values of the symbol power of HRCI
and DRCI codes aided SOFDM systems are much lower than
those in conventional OFDM systems with the same average
symbol power. More explicitly, the PAPR value of this frame
of HRCI code, DRCI code and OFDM are 6 dB, 6.23 dB and
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7.93 dB respectively, which indicates the HRCI and DRCI cod-
ing scheme can provide about a 2 dB PAPR improvement for
the same OFDM symbol.

VI. CONCLUSION

In this paper, we present recursive HRCI and DRCI codes
to combat the phase noises and RCFO existed in high speed
SOFDM systems. With the aid of recursions, the high order
HRCI and DRCI codes can be generated from low order CI
codes, thus the phase intervals among the symbols are en-
larged and more reliable communication performances than
conventional high order one can be attained. We prove that
the invertibility properties are held during the recursion proce-
dure, which verifies the feasibility of applying the proposed
HRCI codes and DRCI codes in both transmitters and re-
ceivers. Then, we analyze the SINR performances of HRCI
and DRCI codes aided systems. Simulations are performed to
investigate both the BER performances and the PAPR perfor-
mances for our presented recursion-based transmission scheme
design. Numerical results of BER as well as SINR verify that
with the aid of HRCI and DRCI codes, the SOFDM systems
are less sensitive to phase noises and RCFO, thereby achieving
more reliable performances. Moreover, the simulation results
also verify the effectiveness of our theoretical SINR analysis,
and the PAPR performances are satisfactory compared with
the counterpart schemes. Therefore, using the presented HRCI
codes and DRCI codes, phase noises are reduced and RCFO
is compensated, thus more reliable and more robust transmis-
sion capabilities can be achieved by SOFDM systems for the
end users.

APPENDIX

As mentioned in Section IV, in order to evaluate the per-
formances of the SOFDM systems employing the presented
HRCI codes and DRCI codes, we here provide details of how
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to calculate E[|b;(¢)|?] and E[|bs(q)|?] in the SINR evaluation
expression given by Eq.(70).

Specifically, utilizing equation (69), |b; (¢)|? can be calculated
by

;a5 Gi Gy Ky Ko H (VH™ ()11~ k)

(S =) (1) e ()2 () Y,
(A)

Since the frequency domain channel response H'(I) is in-
dependent from phase factor I(l — k) and RCFO factor
e N kv /N £ (1), after applying mean process F(-) to
b (q)|?, we have

aia, GG, [ Ki K],
x E[I(l = k)I*(f —1)]

I (i) fic ()2 (B I (A)
With the aid of equation (10), E[e’°] is calculated as
o +00 ) +o00 )
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The expression of E[I(l — k)I*(f — r)] is obtained by replac-
ing s with [ — k and w with f — 7 in (A4) as
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Thus, the expression of E[|b;(¢)|?] is
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Similarly, the expression of E[|bs(q)|?] is obtained as
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