Effect of partial drainage on cyclic strengths of saturated sands in dynamic centrifuge tests
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ABSTRACT

The effects of partial drainage on the cyclic strength of saturated sand in a set of dynamic centrifuge model tests were evaluated. Three models of level profiles of saturated Ottawa F-65 sand with initial relative densities of 25, 43, and 80% were tested using a 9-m radius centrifuge. Models were subjected to multiple sinusoidal shaking events with acceleration amplitudes ranging from 0.03 to 0.55g. The cyclic resistance ratios (CRR) obtained from inverse analyses of dense accelerometer and pore pressure transducer arrays were correlated with cone penetration resistances (q_{cIN}) from in-flight cone penetration tests. Time histories of volumetric strain and surface settlement due to partial drainage were determined by inverse analyses of the array data and compared with measured surface settlements. The effect of volumetric strain on cyclic strength is examined through single element simulations using the constitutive model PM4Sand (version 3). Results of these simulations are compared to prior laboratory and numerical studies investigating the effect of partial saturation on cyclic strength. The magnitude of the volumetric strains developed in the centrifuge models due to partial drainage and their effects on the centrifuge CRR-q_{cIN} correlation are examined.
INTRODUCTION

The response of a potentially liquefiable soil deposit during seismic loading can be strongly affected by the extent and degree to which excess pore water pressures diffuse during and after strong shaking. The degree of partial drainage during earthquake shaking for thick layers of sandy soils (e.g., sands, silty sands, sandy silts) subjected to shorter duration motions is usually assumed small enough that fully undrained conditions apply. The degree of partial drainage can increase as the boundaries become more pervious, liquefiable layer thickness decreases, hydraulic conductivities increase, compressibility decreases, and shaking duration increases. Partial drainage during and after strong shaking can be enhanced by installation of drainage elements, which can increase resistance to liquefaction triggering and reduce the deformations that develop after liquefaction triggering (e.g., Howell et al. 2012). The potential effects of partial drainage have been recognized for decades (e.g., NRC 1985, Whitman 1985), particularly with regards to void redistribution in interlayered soils or sloping ground (e.g., Kokusho 2003, Kulasingam et al. 2004, Malvick et al. 2006, 2008), but remain challenging to quantify for individual case histories or centrifuge model studies.

Centrifuge tests have been used to gain insight into the effects of pore pressure diffusion on liquefaction behaviors through the use of dense sensor arrays within models. Kulasingam et al. (2004) performed a set of 1-m radius centrifuge tests to investigate the influence of site geometry (e.g. slope angle, relative density, permeability contrast) and ground motion (e.g. duration, shaking history) on shear strain localization. Kutter et al. (2008) used dense arrays of pore pressure transducers (PPTs) around a tunnel embedded in liquefiable soil to investigate the mechanisms governing uplift of the tunnel during earthquake shaking. Malvick et al. (2006, 2008) and Kamai et al. (2010) used inverse analysis techniques to compute profiles of volumetric strain from densely
spaced PPT arrays in centrifuge models designed to investigate void redistribution in sand layers with embedded low-permeability silt layers or overlying low-permeability clay layers.

A number of researchers have examined the relationship between degree of saturation and cyclic strength and generally observed an increase in cyclic strength as the degree of saturation decreases (e.g. Yoshimi et al. 1989, Okamura and Soga 2006). Okamura and Soga (2006) demonstrated a unique relationship between the volumetric strain that develops during the loading of unsaturated soil and the cyclic resistance ratio. Okamura et al. (2018) further examined the relationship for saturated sands by using triaxial and centrifuge tests to induce volumetric strain with non-liquefaction pre-shearing events. The relationship between pre-shearing induced volumetric strain and liquefaction resistance was found to be consistent with the relationship for unsaturated soils (Okamura et al. 2018).

The present study evaluates the effect of partial drainage on the cyclic resistance ratio (CRR) of saturated sand and its correlation to cone penetration tip resistance ($q_c$) in a series of dynamic centrifuge model tests. Inverse analysis techniques examine the evolution of volumetric strains due to partial drainage in a set of three saturated, clean sand centrifuge models subjected to multiple shaking events. The three models had an upper layer of Ottawa F-65 sand that was placed loose for two models (initial relative density ($D_{Ro}$) of 43% and 25%) and dense for one model ($D_{Ro}$ of 80%). Densely spaced PPTs provide time histories of pore pressure with depth. Inverse analyses of the PPT data provide profiles of volumetric strain and settlement in time. Volumetric strain and partial drainage behaviors in representative shaking events are presented in detail to illustrate their relation to system-level dynamic behaviors. The potential effects of these volumetric strains on the $CRR-q_c$ relationship, as derived in previous work (Darby et al. 2018b), are investigated with single element simulations using the PM4Sand constitutive model in FLAC. These analyses are
compared to previous laboratory and constitutive modeling studies examining the effect of volumetric strains due to partial saturation on cyclic strength. Results of these analyses are used to re-examine the $CRR$ values derived from previous inverse analyses of these centrifuge data, and subsequently adjust the $CRR-q_c$ correlation for partial drainage effects.

CENTRIFUGE MODELS

A set of three centrifuge models were constructed in a flexible shear beam container and tested at the UC Davis Center for Geotechnical Modeling. These tests are described in Darby et al. (2018b), and thus only briefly described herein. Models consisted of an approximately 245-273 mm (model scale) thick layer of Ottawa F-65 sand overlying an 180 mm thick layer of Monterey sand and a 40 mm thick gravel saturation base layer, as shown in Figure 1. Ottawa sand was placed by dry pluviation at $D_{Ro}$ of 43%, 25%, and 80%, in each of the three models, respectively. Monterey sand was placed by dry pluviation at $D_{Ro}$ of 85% in all models. Closely spaced vertical arrays of PPTs and accelerometers (ACC) were placed at matching depths throughout the Ottawa sand layer to capture pore pressure generation/dissipation and accelerations throughout the profile; sensors were placed at greater vertical spacing throughout the Monterey sand layer. Sensor locations are provided in the representative cross-section shown in Figure 1. Four linear potentiometers (LP) measured surface settlement. Models were saturated under vacuum with a viscous pore fluid prepared to 0.00002 m²/s (model scale) and tested at a centrifuge acceleration of 40g. Results are presented in prototype dimensions based on standard scaling relations for dynamics, unless otherwise noted.

Each model was subjected to a series of shaking events with progressively increasing amplitudes of acceleration. Model 1 was subjected to 29 shaking events, Model 2 was subjected to 26 shaking events, and Model 3 was subjected to 17 shaking events. Each shaking event
consisted of 15 cycles of a 1 Hz frequency uniform sine wave with amplitudes of acceleration ranging from 0.03 to 0.55 g. The testing sequence and select responses for Model 1 are presented in Figure 2; the testing sequences for the other two models were similar. Points are plotted against the peak base acceleration (PBA) for each shaking event. The excess pore pressure ratio ($r_u = u_e/\sigma'_{vo}$) is shown for three depths in the Ottawa sand layer: circles represent one-third depth, diamonds represent mid-depth, and triangles represent two-thirds depth. The color of the points indicates the maximum $r_u$ generated during each event, with red points having high $r_u$ ($r_u \geq 0.95$), open points having low $r_u$ ($r_u < 0.70$), and yellow points having intermediate $r_u$ ($0.70 \leq r_u < 0.95$). In-flight cone penetration tests were performed before or after select events in each model to capture progressive changes in penetration resistance resulting from the multiple shaking events. Timing of the cone penetration tests are indicated by the blue arrows across the top x-axis in Figure 2. The cone penetration resistance reported at times in between when the cone penetration tests were performed was assumed to vary linearly with the measured ground surface settlements; this linear interpolation was used to obtain cone penetration resistances prior to all shaking events not immediately preceded by an in-flight cone penetration test.

Cyclic stress ratios (CSRs) were calculated using inverse analysis of accelerometer array data and paired with overburden corrected, normalized cone penetration resistances ($q_{c1N} = C_Nq_c/P_a$, where $P_a =$ atmospheric pressure, $C_N =$ overburden correction factor) at corresponding depths for every shaking event in each of the three models. Irregular CSR time series were extracted at elevations midway between PPTs and converted to equivalent uniform CSR time series using the fatigue based cycle weighting procedure described in Seed et al. (1975). For shaking events triggering $r_u \geq 0.95$, equivalent uniform $CSR_{15cyc}$ were calculated only considering loading prior to triggering, making these $CRR_{15cyc}$. $CSR_{15cyc}$ and $CRR_{15cyc}$ were then adjusted to a common
overburden stress and reduced to account for bi-directional shaking to facilitate comparisons to case history based correlations. Additional details on the calculation of $CRR_{15\text{cyc}, \sigma=1}$ from CSR time series are provided in Darby et al. (2018b). $CRR_{15\text{cyc}, \sigma=1}$ were paired with corresponding $q_{c1N}$ values and classified as either high, medium, or low confidence based on their sensitivity to various sources of experimental uncertainty. A high confidence classification was assigned to $CRR_{15\text{cyc}, \sigma=1}$ values for which uncertainty in liquefaction triggering time and behavior due to sensor location changed the $CRR_{15\text{cyc}, \sigma=1}$ by less than 20%. A low confidence classification was assigned to $CRR_{15\text{cyc}, \sigma=1}$ values where these uncertainties changed the $CRR_{15\text{cyc}, \sigma=1}$ by greater than 20%. A medium confidence classification was assigned to $CRR_{15\text{cyc}, \sigma=1}$ that met all the criteria for high confidence with the exception that PPTs above and below the location $CRR_{15\text{cyc}, \sigma=1}$ were extracted did not both indicate $r_u \geq 0.95$. Additional details on the classification of the $CRR-q_{c1N}$ pairs can be found in Darby et al. (2018b). In general, centrifuge $CRR-q_{c1N}$ pairs show good agreement with case history based liquefaction triggering correlations within the range for which the correlations are constrained. However, a number of the $CRR-q_{c1N}$ pairs fall above or slightly below the case history correlations. This study examines the potential influence of partial drainage on the centrifuge $CRR-q_{c1N}$ relationship and their comparison to case history based correlations.

**CALCULATION OF VOLUMETRIC STRAINS IN CENTRIFUGE TESTS FROM PPTS**

Profiles of volumetric strain were computed from PPT data following the procedure in Malvick et al. (2008) with the numerical smoothing function modified to account for the different boundary conditions and better fit the experimental data. Hydraulic gradient ($i$) and volumetric strain rate ($\frac{\partial \epsilon_v}{\partial t}$) are related to excess pore pressure ($u_e$) as:
\[ i = \frac{\partial (\Delta u)}{\partial z} \frac{1}{\gamma_w} \]  

(1)

\[ \frac{\partial \varepsilon_v}{\partial t} = -k_v \frac{\partial^2 (u_e)}{\partial z^2} \]  

(2)

where \( k_v \) is the vertical permeability of the soil and \( \gamma_w \) is the unit weight of water. The prototype \( k_v \) was taken as 0.033 cm/s for Ottawa sand (data from Parra Bastidas et al. 2016) and 0.4 cm/s for Monterey sand (data from Kutter et al. 2008) based on the permeability measured with pure water times the model scale factor (40) and divided by the pore fluid viscosity scale factor (20). Some researchers have observed permeability to evolve during liquefaction (e.g. Arulanandan and Sybico (1992), Jafarzadeh and Yanagisawa (1995), Balakrishnan (2000), Taiebat et al. (2007)); in this study permeability is held constant prior to and during liquefaction. The use of a constant permeability after the initiation of liquefaction suggests volumetric strains computed after liquefaction will underestimate reality. However, since the focus of this study is on the influence of volumetric strain prior to liquefaction, the constant permeability simplification is considered reasonable. Profiles of volumetric strain were determined by integrating the volumetric strain rate computed in equation (2) with respect to time. Numerical smoothing of measured PPT data with respect to depth using a least-squares curve fitting procedure eliminated the high-frequency noise that can develop during differentiation of discrete data and enabled the direct differentiation and integration calculations described in equation (2). The curve fitting procedure used the functional form:

\[ u_e(z) = a_0z^6 + a_1z^5 + a_2z^4 + a_3z^3 + a_4z^2 + a_5z \]  

(3)
The above functional form satisfies the boundary condition of zero excess pore pressure at the surface, and provided a better fit to the pore pressure profiles in these layered models compared to the functional form used by Malvick et al. (2008) for a uniform sand profile with an embedded silt layer. Smoothing was performed for each time step (0.008 seconds) from the start of shaking to 200 seconds after shaking ended (sufficient for full dissipation of excess pore pressures) for all shaking events (72 events total). Analyses using alternative functional forms for this smoothing process provided similar volumetric strains for most cases and did not significantly affect the overall trends or conclusions presented later.

Representative profiles of excess pore pressure and volumetric strain are presented in Figure 3 for the tenth shaking event in Model 1 (PBA of 0.12g). The tenth shaking event in Model 1 is presented to illustrate typical behaviors observed in the majority of shaking events in all three models. Pore pressure isochrones from numerical smoothing and measured data are shown for select times after the end of shaking in the far left panel. Also shown are the computed profiles of volumetric strain \((\varepsilon_v)\) at the end of shaking (solid red curves) and at the end of dissipation (dashed purple curves). For reference, the locations of ACCs and PPTs in the Ottawa sand layer are shown in the far right panel of Figure 3. As shown in Figure 3, the majority of volumetric strain develops during dissipation after the end of shaking. During dissipation, positive (contractive) volumetric strains develop throughout the entire Ottawa sand layer, exceeding 1% in the upper 2 m. The behavior shown in Figure 3 is representative of behavior observed later in the shaking sequence (after approximately 10 shaking events) in the initially loose models (Models 1 and 2), and during all events in the initially dense model (Model 3). Early in the shaking sequence of the initially loose models, negative volumetric strains (dilation or loosening) tend to develop in the upper 2 m, while the remainder of the profile develops contractive volumetric strains. Note that the
development of positive (contractive) and negative (dilative) volumetric strains caused by reversed-cyclic loading coupled with complex pore pressure diffusion patterns are not comparable to the volumetric strains that would be expected in monotonic drained loading of similar relative density sands. The responses from shaking event 2 in Model 1 (the first event to trigger liquefaction for this model) and shaking event 10 in Model 2 (an initially looser model with the same shaking history as for Model 1) are shown in Darby et al. (2018a).

Profiles of CSR and estimated penetration resistances measured in the Ottawa sand layer for the tenth shaking event in Model 1 are also shown in Figure 3. The CSRs shown are the equivalent uniform $CSR_{15cyc}$ for the entire shaking event calculated using the procedures summarized previously and described in detail in Darby et al. (2018b). As shown, $CSR_{15cyc}$ values are largest in the upper 2 m, and decrease and become more uniform below 3 m depth. Profiles of $q_{c1N}$ are shown before shaking (solid black curve) and after shaking (dashed purple curve). These profiles are interpolated from the measured penetration resistances (obtained after six and twelve shaking events) using the procedure described previously. Examination of the cone profiles in Figure 3 indicates a minimal change in penetration resistance after a single shaking event.

Time series of hydraulic gradient, volumetric strain rate, and volumetric strain at 2 m, 4 m, and 6 m depth in the Ottawa sand layer for the tenth shaking event in Model 1 (the same event shown in Figure 3) are shown in Figure 4a-c. Gradients are plotted in the top row, volumetric strain rates are plotted in the middle row, and volumetric strains are plotted in the bottom row. Data are shown from the start of shaking through 250 seconds after the start of shaking. Grey shading indicates the duration of shaking in all plots. In the plots of gradient, data are shown for a 0.2 m interval across the labeled depth; i.e., blue curves correspond to depths of 1.9 m, 3.9 m, and 5.9 m, while red curves correspond to depths of 2.1 m, 4.1 m, and 6.1 m. The graphs for
volumetric strain rate and volumetric strain are for the labeled depth only. Examination of the gradients around these three depths illustrate different features of the diffusion process. At 2 m depth, gradients reach peak values slightly greater than unity, while gradients at 4 m and 6 m reach values never exceeding 0.8; these gradients correspond to the measured PPT data shown in Figure 3, indicating liquefaction (in terms of \( r_u \approx 1 \)) only occurs in the upper portion of the Ottawa sand. The gradients at 2.1 m, 4.1 m and 6.1 m depths are smaller than the gradients at 1.9 m, 3.9 m and 5.9 m depths, respectively (except briefly at 2 m depth from approximately 9 to 13 seconds when the gradients are nearly identical), which indicates a net outflow of pore water into these 0.2-m-thick depth intervals. The corresponding volumetric strain rates at 2 m, 4 m and 6 m depths are therefore always positive, and the integrated volumetric strains are similarly always positive. The integrated volumetric strain at 2 m depth levels off at a value of approximately 0.1% during the four second time period when there are similar gradients at 1.9 m and 2.1 m, after which it progressively increases toward its final value of about 1% after full dissipation. The volumetric strain rates correspond to the curvature of the pore pressure isochrones in Figure 3, which consistently indicate net outflows near the middle of the model. The time histories of volumetric strain at these three depths support the observation in Figure 3 that the majority of volumetric strain is generated during pore pressure dissipation.

**Partial drainage and dynamic responses**

Time histories of volumetric strains, hydraulic gradients, and surfaces settlements from the inverse analyses provide insights into the dynamic and post-dynamic responses of the Ottawa sand layer. For example, detailed responses near the middle of the Ottawa sand layer are shown in Figure 5 for the tenth shaking event (PBA of 0.12g) for Model 1. Time histories during and after strong shaking are shown in the two right panels, whereas excess pore pressure isochrones and sensor
locations are shown in the two left panels. Note the time scale on the x-axis changes between the panel for during shaking and the panel for after shaking. Time histories of surface settlement are plotted in the top graphs; the computed settlements (green lines) are smaller than those measured by LPs during shaking (grey lines), but fall within the range measured by LPs during dissipation. Time series for $r_u$, $i$, $\varepsilon_v$ and acceleration are shown for the 5.0-6.0 m depth interval; i.e., the grey shaded interval in the isochrones panel, where the orange star indicates the depth, $z^*$, at which volumetric strain is computed (5.5 m). This shaded region was selected to investigate volumetric strain behavior between PPTs with different triggering responses. The $r_u$ reached 1.0 at the PPT above $z^*$ (blue line) but did not exceed about 0.8 below $z^*$ (red line). The hydraulic gradients above $z^*$ (blue line) is greater than below $z^*$ (red line) for the first 75 seconds, indicating a net out-flow of pore water from this depth interval during this time. In fact, the results during the time interval of 5-12 seconds after the start of shaking show the gradient above $z^*$ is positive (indicating upward flow) while the gradient below $z^*$ is negative (indicating downward flow). Approximately 75 seconds after the start of shaking the gradients above and below $z^*$ converge, indicating almost zero net flow from this depth interval. Volumetric strain at $z^*$ indicates slight volumetric contraction during shaking (about 0.1%), increasing to a final volumetric contraction of about 0.32% after dissipation. The accelerations below $z^*$ (red line) show minimal amplification and phase-shift relative to the base acceleration (black line), consistent with liquefaction not being triggered at or below this depth. The accelerations above $z^*$ (red line) show high-frequency spikes and visible phase-shifts relative to the base acceleration starting approximately 10 seconds into shaking, which is consistent with the generation of $r_u = 1.0$ at this depth and time.
Volumetric strains prior to triggering of liquefaction

Time series of volumetric strain are used to determine the strains that developed during the entire shaking sequence and prior to the triggering of $r_u = 1.0$ (i.e., $\varepsilon_{uv}$) at the three depth intervals at which $CRR-q_{c,N}$ pairs were computed; these volumetric strains are shown in Figure 6 a-c. Figures 6a and 6b compare the volumetric strains developed during the entire shaking sequence to the equivalent uniform $CSR_{15cyc,\sigma=1}$ for non-triggering and triggering events, respectively. Volumetric strains developed during the full shaking sequence range from -0.056% to 0.099% for non-triggering points and from -0.23% to 0.28% for triggering points. Figure 6c compares the volumetric strains developed prior to triggering to the $CRR_{15cyc,\sigma=1}$ for triggering events only. The color and shape of the points in Figure 6c indicate the $CRR$ confidence, described previously and in more detail in Darby et al. (2018b). Volumetric strains developed prior to triggering range from -0.1% to 0.15% for all three depth intervals and centrifuge models, with the majority of the high confidence $CRR$ points having negative volumetric strain prior to triggering being from the shallower depths. These volumetric strains are of particular interest because they would contribute to potential increases or decreases in the liquefaction resistance of the soil at any given depth. Figure 6 suggests a greater tendency overall to develop positive volumetric strains than negative volumetric strains, and that for $CSR$ or $CRR$ values less than approximately 1.0, the amount of volumetric strain generated does not appear biased by the cyclic stress applied to the soil; at $CSR$ or $CRR$ values greater than approximately 1.0, volumetric strains appear biased toward being dilative. Comparison of Figure 6b and c indicates that volumetric strain continues to develop after
the triggering of \( r_u = 1.0 \). Additional detail on events generating negative volumetric strain is provided in Darby et al. (2018a).

Volumetric strains for each of the CRR-\( q_{c1N} \) pairs are shown in Figure 7, binned by \( CRR_{15cyc, \sigma=1} \) confidence, with the shading of the point indicating \( \varepsilon_{v,t} \) for triggering points and \( \varepsilon_{v,nt} \) for non-triggering points. Dilative volumetric strains are shown in red, whereas contractive volumetric strains are shown in blue; darker shades correspond to larger absolute values of volumetric strain and lighter shades correspond to smaller absolute values of volumetric strain. These are the same points that were shown previously in Figures 6a and 6c, but are now plotted against \( q_{c1N} \). Note that the y-axes in Figure 7 plots extend from \( CRR_{15cyc, \sigma=1} \) values of 0 to 1.0 and the x-axes in Figure 7 plots extend from \( q_{c1N} \) values of 0 to 350; while this study produced data outside these axes limits, these data were not shown for the sake of figure legibility. Trends in the data outside the shown limits are generally consistent with the trends shown in Figure 7. Also shown in Figure 7 plots are the Boulanger and Idriss (2015) case history based liquefaction triggering correlations for 16, 50, and 84% probability of liquefaction, only considering model uncertainty. Volumetric strains for triggering pairs range from -0.99% to 0.15%; volumetric strains for non-triggering pairs range from -0.056% to 0.099%. Of the 20 high confidence CRR-\( q_{c1N} \) pairs, eight have dilative \( \varepsilon_{v,t} \) of 0.004% to 0.099% and 17 have contractive \( \varepsilon_{v,t} \) of 0.008% to 0.081%. Of the eight medium confidence CRR-\( q_{c1N} \) pairs, one has dilative volumetric strain of 0.009%, and seven have contractive \( \varepsilon_{v,t} \) of 0.003% to 0.051%. Of the 67 low confidence CRR-\( q_{c1N} \) pairs, ten have dilative \( \varepsilon_{v,t} \) of 0.005% to 0.067% and 57 have contractive \( \varepsilon_{v,t} \) of 0.001% to 0.15%. Of the 120 non-triggering CSR-\( q_{c1N} \) pairs, 26 have dilative \( \varepsilon_{v,t} \) of 0% to 0.056% and 84 have contractive \( \varepsilon_{v,t} \) of 0% to 0.099%. The CRR-\( q_{c1N} \) pairs with dilative \( \varepsilon_{v,t} \) would be expected to have had greater CRRs if the soil had been perfectly undrained (i.e., no volume change), whereas
the CRR-$q_{c1N}$ pairs with contractive $\varepsilon_{v,t}$ would have had smaller CRRs if the soil had been perfectly undrained.

**EFFECT OF PARTIAL DRAINAGE ON CRR**

The effect of partial drainage on $CRR$ is investigated with single element simulations of undrained direct simple shear (DSS) loading using the constitutive model PM4Sand (version 3) in the finite-difference code FLAC (version 8) (Itasca (2016)). PM4Sand is a stress-ratio controlled, critical state based, bounding surface plasticity model developed for earthquake engineering applications (Ziotopoulou and Boulanger 2016, Boulanger and Ziotopoulou 2017). The PM4Sand model was calibrated for Ottawa sand following the procedure outlined in Boulanger et al. (2017) in which the primary parameters ($D_R$, shear modulus coefficient $G_o$, contraction rate parameter $h_{pos}$) and the secondary parameters (maximum void ratio $e_{max}$, minimum void ratio $e_{min}$) are based on data by Parra Bastidas (2016) and Alarcon-Guzman et al. (1989); default values are used for the remaining secondary parameters. Analyses are performed for three $D_R$ (35, 63, and 80%) and four levels of initial vertical effective stress (0.35, 0.50, 0.63, and 1.0 atm). $CRR$s are defined using two failure criteria: (1) 3% single amplitude shear strain ($\gamma$) in 15 cycles, and (2) $r_u=0.98$ in 15 cycles. The effect of both contractive (flow out of an element) and dilative (flow into an element) volumetric strains on $CRR$ are examined.

Contractive volumetric strains that develop during cyclic loading due to net flow out of a saturated element are analogous to contractive volumetric strains that can develop due to compression of the pore fluid in a partially saturated element. Partially saturated elements experience compression of the air in the pore space in parallel with the generation of excess pore pressure during cyclic loading. A number of researchers have investigated the influence of partial saturation on cyclic strength using both experimental methods (e.g. Okamura and Soga 2006,
Yoshimi et al. 1989) and simulations (Zhang et al. 2016). Okamura and Soga (2006) performed a series of triaxial tests on Toyoura sand at $D_R = 40\%$, with effective confining pressures of 0.19, 0.48, and 0.97 atm, and degrees of saturation ranging from 70-100%. Yoshimi et al. (1989) performed a set of cyclic torsional shear tests on hollow cylindrical Toyoura sand specimens at $D_R = 60\%$ with effective confining pressures of 0.97 atm, and degrees of saturation ranging from 69-100%. Zhang et al. (2016) performed simulations of Toyoura and Nevada sand at $D_R = 30$, 50, and 70\%, effective confining pressures of 0.49 and 0.99 atm, and degrees of saturation ranging from 75-98\% using a coupled hydromechanical elastoplastic constitutive model for unsaturated sands. Both Okamura and Soga (2006) and Yoshimi et al. (1989) used a 5\% double amplitude shear strain criteria to determine CRR, while Zhang et al. (2016) used an excess pore pressure criteria of $r_u = 0.90$ to determine CRR. The study by Okamura et al. (2018) showed the relationship between cyclic strength and volumetric strain due to drainage of saturated sands subjected to preshaking in centrifuge model tests is consistent with the effect of volumetric strain due to compression of pore fluid in laboratory tests on partially saturated sands with degrees of saturation ranging from 70-100\%. The effects of matric suction are neglected in the comparison to the laboratory tests and simulations on unsaturated sands. Matric suction has been observed to increase soil stiffness which can influence settlement and volumetric strain (Ghayoomi et al. 2013, Morteza and Ghayoomi 2017). The implications of neglecting matric suction are discussed later. Despite these limitations, comparison of the partial drainage data to the partial saturation data can still provide insight into the influence of volumetric strain on CRR. Accordingly, the data from these studies of partial saturation can be used to (1) evaluate the numerical analysis methods used herein for investigating the effect on CRR of contractive volumetric strains due to net flow out during cyclic loading, and (2) provide confidence in the application of the numerical analysis
approach investigating the effect on CRR of dilative volumetric strains due to net flow in during cyclic loading, for which laboratory data are not available. CRRs defined using the shear strain criteria are used to compare the results of the single element simulations to laboratory data; CRRs defined using the excess pore pressure criteria are used to compare to the simulations by Zhang et al. (2016) and for the adjustment of the centrifuge CRR-\( q_{\text{c1N}} \) pairs.

**Effect of contractive volumetric strains on CRR**

Partial drainage during single-element simulations of cyclic DSS loading was modeled by two approaches: (1) by assuming volumetric strain is proportional to excess pore pressure, and (2) by imposing a volumetric strain rate proportional to the shear strain rate. In the first approach, a range of volumetric strains is produced by using a range of values for the bulk modulus of the pore fluid. In the second approach, a range of volumetric strains is produced by using different ratios of volumetric to shear strain rates (e.g., as used by Kamai and Boulanger 2012). Figure 8 compares dynamic responses from these two approaches using the \( \gamma = 3\% \) criteria for the \( \Delta R = 63\% \) simulation under conditions generating a volumetric strain of approximately 0.1% after 15 uniform loading cycles. The CSR required to trigger liquefaction in 15 cycles is 0.20 for purely undrained conditions, whereas it has increased to about 0.28 and 0.23 for the volumetric strain of 0.1% imposed using Approaches 1 and 2, respectively. The stress-strain and pore pressure responses for the two approaches show similar trends, although there are some notable differences. The first difference is in pore pressure behavior: while Approach 1 reaches \( n_u = 1.0 \) sooner than Approach 2, Approach 2 starts building pore pressure earlier in loading. The second difference is in shear strain accumulation behavior: once shear strains reach 1%, Approach 1 requires three additional cycles to reach 5% shear strain, compared to Approach 2, which takes six additional cycles to reach 5% shear strain.
The effect of $\varepsilon_v$ on $CRR_{\gamma=3\%,15cyc}$ from the two single element simulation approaches for modeling $\varepsilon_v$ are shown in Figure 9 for all three $D_R$ at a confining stress of 1.0 atm. $CRR-\varepsilon_v$ pairs from Approach 1 are shown as circles with dashed trend lines; $CRR-\varepsilon_v$ pairs from Approach 2 are shown as triangles with solid trend lines. The relative density is indicated by color, with blue, green, and red corresponding to a $D_R$ of 35, 63, and 80%, respectively. As shown in Figure 9, increasing $D_R$ shifts the curves upward without much shape change for $\varepsilon_v$ below approximately 1.0% for both approaches. For all $D_R$ at $\varepsilon_v$ greater than approximately 0.01%, for a given $\varepsilon_v$, Approach 1 gives larger $CRR_{\gamma=3\%,15cyc}$ compared to Approach 2. However, trends from both approaches suggest contractive $\varepsilon_v$ less than about 0.01-0.02% minimally effect $CRR_{\gamma=3\%,15cyc}$.

The effect of contractive $\varepsilon_v$ on $CRR_{\gamma=3\%,15cyc}$ and $CRR_{\gamma=0.98,15cyc}$ from the single element simulations in this study are compared to the results of laboratory studies by Okamura and Soga (2006) and Yoshimi et al. (1989) and simulations by Zhang et al. (2016), in Figures 10a and 10b, respectively. Data shown in Figure 10 are all at a confining stress of approximately 1.0 atm. In Figures 10a and 10b data from this study are presented as circles and triangles for Approach 1 and 2, respectively, with $D_R=35\%$ indicated in blue and $D_R=63\%$ is indicated in green. Data from Okamura and Soga (2006) and Yoshimi et al. (1989) are shown in Figure 10a as orange and yellow squares, respectively, and correspond to Toyoura sand at $D_R=40$, and 60%, respectively. Simulation data from Zhang et al. (2016) on Toyoura sand ($D_R$ of 50 and 70%) and Nevada sand ($D_R$ of 30 and 50%) are shown in Figure 10b as purple and tan diamonds, respectively. For both sands, darker shading corresponds to higher $D_R$ and lighter shading corresponds to lower $D_R$. Volumetric strains from partial saturation data were computed using the method described in Okamura and Soga (2006). In general, these previous laboratory and simulation $CRR_{15cyc-\varepsilon_v}$ pairs tend to fall within the $D_R=35-63\%$ band from this study. The $\varepsilon_v$ for the partial saturation laboratory
test data are generally larger than 0.30%, while the $\varepsilon_v$ from Approach 2 in this study are smaller than 0.20-0.45% for $D_R$ of 35% and 63%, respectively.

The change in cyclic strength due to volumetric strain is referred to as the liquefaction resistance ratio ($LRR$ where $LRR = CRR_{\varepsilon_v}/CRR_{\varepsilon_v=0}$). Figure 11 shows the relationship between $LRR$ and contractive $\varepsilon_v$ for the simulations performed herein using the 3% shear strain failure criteria (Figure 11a) and laboratory data (Figure 11b). Also shown in Figure 11a are the results of the simulations for confining stresses of 0.35, 0.5, and 0.65 atm. As indicated in Figure 11a, in $LRR$-$\varepsilon_v$ space, for a given approach, neither $D_R$ nor confinement appears to significantly influence the results, with the primary exception being the data from Approach 1 at $D_R=80\%$ and $\varepsilon_v > 0.3\%$.

Best fit curves for Approach 1 and Approach 2 are shown in cyan and magenta, respectively. The best fit curves for Approach 1 and Approach 2 for both failure criteria ($\gamma=3\%$ and $r_u=0.98$) are compared in Figure 11b to the $LRR$-$\varepsilon_v$ relationship proposed by Okamura and Soga (2006) based on partial saturation data from literature. At $\varepsilon_v < 0.01\%$, all correlations indicate a minimal increase in $CRR$, with the exception of Approach 1 using the $r_u=0.98$ criteria. At $\varepsilon_v$ between 0.01% and 0.20%, the correlations from Approach 1 using both failure criteria, and Approach 2 using the $r_u=0.98$ criteria, suggests a greater effect on $CRR$ compared to the correlation from Okamura and Soga (2006), while the correlation from Approach 2 using the $\gamma=3\%$ criteria suggests a smaller effect on $CRR$ compared to the correlation from Okamura and Soga (2006). At $\varepsilon_v > 0.20\%$, the correlation from Approach 2 using the $\gamma=3\%$ criteria suggests a large increase in $CRR$ for increasing $\varepsilon_v$. While the curvature of the correlations from Approach 1 using the $\gamma=3\%$ criteria and Approach 2 using the $r_u=0.98$ criteria show greater agreement with the curvature of the correlation from Okamura and Soga (2006), at $\varepsilon_v <0.30\%$ the amount of increase in $CRR$ from
Approach 2 using the $\gamma=3\%$ criteria is more consistent with the increase in $CRR$ from Okamura and Soga (2006).

The excess pore pressure, shear strain, and normalized volumetric strain generation patterns from single element simulations using the $r_u=0.98$ criteria are compared in Figure 12 to centrifuge test data for mid-depth during a shaking event producing comparable levels of cyclic loading. Also shown are the results of the single element simulations for purely undrained loading under a uniform $CSR$ of 0.22. In Figure 12a results from Approach 1 and Approach 2 are shown as dotted purple lines and solid green lines, respectively; results for purely undrained conditions are shown as dashed orange lines. The undrained condition generates pore pressure and shear strain more rapidly than the partially drained condition. The simulations used a uniform $CSR$ of 0.22 and developed volumetric strains of 0.008% and 0.012% after 13.5 uniform loading cycles for Approach 1 and Approach 2, respectively (Figure 12a). The centrifuge model has an irregular $CSR$ time series, and develops a volumetric strain of 0.072% after about 10 shaking cycles (Figure 12b). For the centrifuge model, time series of $r_u$ at the PPT above mid-depth is shown as a solid blue curve and from the PPT below mid-depth is shown as a dashed red curve. Comparing the shapes of the $\varepsilon_v$ time series in the two simulation approaches and the centrifuge model suggest simulation Approach 2 is more representative of the behavior occurring in the centrifuge for this shaking event. Simulation Approach 2 and the centrifuge model develop $\varepsilon_v$ at a relatively uniform rate, and continue to develop $\varepsilon_v$ after triggering $r_u\approx 1.0$. In contrast, simulation Approach 1 produces a more rapid $\varepsilon_v$ generation early in loading, and ceases $\varepsilon_v$ generation once $r_u=1.0$. Based on the results shown in Figure 12, the $LRR$-$\varepsilon_v$ trend from Approach 2 with the $r_u=0.98$ criteria will be used to adjust the centrifuge data to account for contractive $\varepsilon_v$.

**Effect of dilative volumetric strains on CRR**
Dilative volumetric strain in single element simulations was modeled by assuming the volumetric strain rate is proportional to the shear strain rate (Approach 2). Neither laboratory nor simulation data examining dilative $\varepsilon_v$ are available, but the reasonable agreement between the single element simulations and experimental data on contractive $\varepsilon_v$ suggest the approach described in this study is not unreasonable. The effect of dilative $\varepsilon_v$ on $CRR$ and $LRR$ are shown in Figures 13a and 13b, respectively, for a confinement of 1 atm, and $D_R$ of 35, 63, and 80% using the $\gamma=3\%$ criteria. Figure 13c compares the best fit curves from the single element simulations using the $\gamma=3\%$ and $r_u=0.98$ criteria. Figure 13a indicates a reduction in $CRR$ with increased dilative $\varepsilon_v$, with similar trends for all three $D_R$. This reduction in $CRR$ with increased dilative $\varepsilon_v$ for all $D_R$ is also shown in Figure 13b, along with results for $D_R=63\%$ at confinements of 0.35, 0.50, and 0.65 atm, suggesting relatively little dependence on $D_R$ or confinement. This observation is consistent with the observations for contractive $\varepsilon_v$, though it is worth noting that the effect of dilative $\varepsilon_v$ on $CRR$ does have a slightly greater dependence on $D_R$ compared to the effect of contractive $\varepsilon_v$ on $CRR$. Dilative $\varepsilon_v$ below 0.01% minimally decreases $CRR$, while dilative $\varepsilon_v$ above 0.10% significantly decrease $CRR$. The $LRR$ relationship for dilative $\varepsilon_v$ from the single element simulations using the $r_u=0.98$ criteria indicates a larger reduction in $CRR$ for a given $\varepsilon_v$ compared to the simulation results using the $\gamma=3\%$ criteria, which is consistent with the behavior of the contractive $\varepsilon_v$ results. The effect of dilative $\varepsilon_v$ on $CRR$ appears to be smaller than the effect of contractive $\varepsilon_v$ on $CRR$; e.g., a contractive $\varepsilon_v$ of 0.10% increases $CRR$ by 45-50%, while a dilative $\varepsilon_v$ of 0.10% decreases $CRR$ by 15-36%.

**ADJUSTMENT OF CENTRIFUGE DATA PAIRS FOR DRAINAGE EFFECTS**

The results of the single element simulations using Approach 2 with the $r_u=0.98$ criteria are used to adjust the centrifuge $CRR-q_{c,N}$ pairs for contractive or dilative volumetric strain. Figure 14
replots Figure 7 with the pairs adjusted for partial drainage effects. CRR and CSR values were increased 0 to 36% or decreased 0 to 63% depending on the amount of $\varepsilon_v$ generated during shaking. CRRs for high, medium, and low confidence pairs were adjusted 4-38%, 0.9-26%, and 0-63%, for contractive $\varepsilon_v$, and 3-36%, 6%, and 0-28%, for dilative $\varepsilon_v$, respectively; CSRs for non-triggering pairs were adjusted 0-45% for contractive $\varepsilon_v$ and 0-25% for dilative $\varepsilon_v$. If the simulation results of Approach 1 with the $r_v=0.98$ criteria were used instead to perform the adjustment, CRR and CSR values for pairs with contractive $\varepsilon_v$ would decrease 0-63%. If the simulation results using the shear strain criteria to define CRR were used to perform the adjustment, CRR and CSR values for pairs with contractive $\varepsilon_v$ would decrease 0-49% (Approach 1) and 0-27% (Approach 2), whereas CRR and CSR values for pairs with dilative $\varepsilon_v$ would increase 0-15% (Approach 2). If the relation proposed by Okamura and Soga (2006) was used to perform the adjustment, CRR and CSR values for pairs with contractive $\varepsilon_v$ would be decreased by 0-30%. The adjustments to the CRRs for partial drainage effects, regardless of which approach is used, improved the agreement of the centrifuge data with the case history based correlations for each of the four categories of data shown in Figures 14a-d, but the effects were not large and did not significantly change the variability in the centrifuge CRR-$q_{c}N$ data for these different data categories.

**DISCUSSION**

There are several differences between the partial saturation experimental studies and simulations, and the centrifuge model tests and single element simulations described in this study, which may influence CRR, pore pressure, and $\varepsilon_v$ generation. CRR and pore pressure generation have been shown to be influenced by differences in fabric and sample preparation (e.g., Mullis et al. 1977, Abdoun et al. 2013). The experimental studies by Okamura and Soga (2006) and Yoshimi et al. (1989) were performed on wet tamped and air pluviated Toyoura sand, respectively, and prepared
to target $D_R$ of 40 and 60%; the simulations by Zhang et al. (2016) were performed for Toyoura and Nevada sand prepared to target $D_R$ of 30, 50, and 70%. Comparatively, the centrifuge models in this study were air pluviated Ottawa sand models prepared at $D_{Ro}$ of 25, 43, and 80%, and subjected to multiple straining events to achieve a range of relative density. Additionally, while the analyses described in this study generate contractive volumetric strains ranging from 0 to 4%, the volumetric strains from the partial saturation database range from 0.3-7%. The comparison of volumetric strains due to partial drainage with volumetric strains in partially saturated samples is complicated by the influence of matric suction on the partially saturated samples. For example, pore water suction significantly affected seismic surface settlements of partially saturated sand models (degree of saturation ranging from 32 to 68%) in a series of dynamic centrifuge tests by Morteza and Ghayoomi (2017), with the observed effects reasonably attributed to the effects of suction on the sand properties and the subsequent dynamic response of the sand profile (e.g., Ghayoomi et al. 2013). The studies referenced herein provide reasonably consistent trends between $LRR$ and the $\varepsilon_v$ due to either partial drainage or compression of partially saturated sands for degrees of saturation greater than about 70%, but the effects of pore water suction can be expected to be greater for greater suction magnitudes (e.g., finer sands with smaller pore sizes) and smaller confining stresses.

The approach presented herein can inform the understanding of how centrifuge model and case history data may be influenced by partial drainage during cyclic loading. Centrifuge models studies using unscaled pore fluid viscosity have observed large effects due to partial drainage, with increases in $CRR$ by up to a factor of 10. For other testing or field conditions, the magnitude of volumetric strains at the time of triggering and influence on $CRR$ will depend on the properties of the: material (permeability, compressibility), loading (intensity, duration, frequency content), and
site geometry (stratigraphy, permeability contrast, continuity of strata). Estimation of the volumetric strain during shaking by the inverse analyses approach presented or guided by measurements of surface settlement may provide an indication of the influence of partial drainage on \( CRR \).

**CONCLUSION**

The effects of partial drainage on the \( CRRs \) and \( CRR-q_{c1N} \) data pairs for saturated sand in a set of dynamic centrifuge models studies was evaluated using a combination of inverse analyses of dense PPT arrays to determine volumetric strains, single element numerical simulations to investigate how dilative or contractive volumetric strains can affect the \( CRR \), and comparisons of the simulation results with experimental and simulation data by others. Non-uniform volumetric strains developed throughout the soil profiles during and after shaking. Volumetric strains during shaking were usually smaller than those during post-shaking dissipation. Surface settlements obtained by numerical integration of the volumetric strain profiles were in reasonable agreement with measured settlement values. The reasonable agreement between measured and computed settlements supports the described method for calculating profiles of gradient and volumetric strain. Examination of volumetric strains with other features of dynamic response provide insight into the role of volumetric strain on liquefaction triggering on a system-level basis. Single element simulations for the effectiveness of contractive volumetric strains show reasonable agreement with previous laboratory and numerical studies. The developed relationships for \( LRR \) versus volumetric strain were used to adjust centrifuge \( CRR-q_{c1N} \) pairs to equivalent perfectly-undrained conditions. Triggering points moved 0-63% while non-triggering points moved 0-45%. The adjustments to
the CRRs for partial drainage effects made the centrifuge data agree slightly better with the case history based correlations, but the effects were not large.
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Figure 1. Centrifuge model cross section (dimensions in model scale).

Figure 2. Time-line for Model 1 showing peak base acceleration, peak pore pressure ratios, and timing of cone penetration tests versus shaking event number.
Figure 3. Isochrones of excess pore pressure and volumetric strain with the corresponding profiles for induced cyclic stress ratio and cone penetration resistance for the tenth shaking event (PBA = 0.12g) in Model 1 ($D_{Ro} = 43\%$).
**Figure 4.** Time histories of hydraulic gradient, volumetric strain rate, and volumetric strain for the tenth shaking event in Model 1 at depths of (a) 2 m, (b) 4 m, and (c) 6 m.

**Figure 5.** Response measures near the middle of the Ottawa sand layer during and after strong shaking for the tenth shaking event in Model 1.
Figure 6. Relation between CSR and volumetric strain: (a) non-triggering points at the end of shaking, (b) triggering points at the end of shaking, and (c) triggering points up to the time of triggering.
Figure 7. Volumetric strain for centrifuge CRR-$q_{cIN}$ pairs: (a) high confidence triggering points, (b) non-triggering points, (c) medium confidence triggering points, and (d) low confidence triggering points.
Figure 8. Comparison of simulation approaches to produce a volumetric strain of approximately 0.10% in 15 cycles.
Figure 9. Comparison of CRR versus volumetric strain relationships from two simulation approaches at $D_R = 35$, 63, and 80%.

Figure 10. Comparison of simulated CRR versus contractive volumetric strain relationship with (a) laboratory data by others, and (b) simulations by others. All data for approximately 1.0 atm confining stress.
Figure 11. Relationship between LRR and contractive volumetric strain: (a) simulations for a range of densities and confining stresses using a 3% shear strain criteria, and (b) comparison of both criteria with recommendations of Okamura and Soga (2006).
Figure 12. Comparison of stress, excess pore pressure, shear strain, and normalized volumetric strain in: (a) simulations with a uniform CSR of 0.22, and (b) centrifuge model with irregular CSR with early peak CSRs close to 0.22.
Figure 13. Effect of dilative volumetric strain on (a) CRR and (b) LRR from simulations, and (c) comparison of the dilative volumetric strain-LRR relationship for the two failure criteria.

Figure 14. Centrifuge CRR-\(q_{c1N}\) pairs after adjustment to account for drainage effects: (a) high confidence triggering points, (b) non-triggering points, (c) medium confidence triggering points, and (d) low confidence triggering points.