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Abstract—People constantly share their photos with others through various social media sites. With the aid of the privacy settings
provided by social media sites, image owners can designate scope of sharing, e.g., close friends and acquaintances. However, even if
the owner of a photo carefully sets the privacy setting to exclude a given individual who is not supposed to see the photo, the photo
may still eventually reach a wider audience including those clearly undesired through unanticipated channels of disclosure, causing a
privacy breach. Moreover, it is often the case that a given image involves multiple stakeholders who are also depicted in the photo. Due
to various personalities, it is even more challenging to reach agreement on privacy settings for these multi-owner photos. In this work,
we propose a privacy risk reminder system called REMIND, which estimates the probability that a shared photo may be seen by
unwanted people - through the social graph - who are not included in the original sharing list. We tackle this problem from a novel angle
by digging into the big data regarding image sharing history. Specifically, the social media providers possess a huge amount of image
sharing information (e.g., what photos are shared with whom) of their users. By analyzing and modeling such rich information, we build
a sophisticated probability model that efficiently aggregates image disclosure probabilities along different possible image propagation
chains and loops. If the computed disclosure probability indicates high risks of privacy breach, a reminder is issued to the image owner
to help revise the privacy settings (or at least inform the user about this accidental disclosure risk). The proposed REMIND system also
has a nice feature of policy harmonization that helps resolve privacy differences in multi-owner photos. We have carried out a user
study to validate the rationale of our proposed solutions and also conducted experimental studies to evaluate the efficiency of the

proposed REMIND system.
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1 INTRODUCTION

With social media affecting the way millions of people live
their lives each day, we have assisted to an explosion of user
contributed content online, especially images and media
files. Some of the user-contributed photos may be harmless
and effective for users’ self-recognition and gratification.
However, for many of these photos, the portrayed content
affects individuals’ social circles, as it either explicitly in-
cludes multiple users or it relates to users other than the
original poster (e.g. a child or a house/location). To further
complicate this issue, photos may be leaked or disclosed
with an audience larger than expected, for both the image
owner and its stakeholders.

To alleviate privacy concerns, many social websites pro-
vide basic privacy configurations that allow the users to
specify whom they would like to share the photos with.
Some social websites like Facebook offer more sophisticated
privacy configuration options including the control of how
the photos being re-shared among friends of friends. For ex-
ample, Facebook ensures that a photo will not be re-shared
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Fig. 1. An Example of Privacy Breach Due to Image Propagation

through friends of friends with people who were not in the
audience that the photo owner originally selected to share
with. However, if a user posts a photo on another person’s
timeline, the photo owner will still have no control of whom
will see the photo. Moreover, the current privacy settings
merely block the over-sharing by removing the shared link
of a photo, but do not prevent a person from downloading
the photo and share it again. Figure 1 illustrates a simple
example of the privacy breach caused by image sharing
propagation. Figure 1(a) shows that Alice usually shares
funny photos with all her friends, and the same photos are
often re-shared back to one of Alice’s friend (Mary) after
propagation. Later, when Alice wanted to share a new funny
photo of herself with friends but excluding Mary (Figure
(b)), Tom and Mike who are in the network may still behave
the same by attempting to re-share the photo with their
friend Mary. Even if some social sites like Facebook block re-



sharing with people who are not in the original sharing list
of Alice, Tom (or Mike) would notice the failure of his direct
re-sharing with Mary. There are several possible reactions.
One possibility could be that Tom (or Mike) may feel that
it is just a temporary technical issue of the website, and
simply download the photo and re-share it with Mary again.
Another possibility is that Tom may tell Mary she has been
blocked by her friend about this photo. In any case, there is
a privacy risk that Alice may not be aware of as she may
have thought her privacy setting already fully protects her
privacy.

The potential privacy risks caused by sharing from
friends to friends have been aware by many [1], [2], [3], [4].
Some propose monitoring approaches to check the privacy
violation during each sharing event [1], [2]. Most employ
[5], [6], [7], [8], [9] clustering techniques to classify users
based on their privacy preferences, profile similarities, social
network topology, image content and metadata, in order to
identify risky users and recommend better privacy policies.
However, to the best of our knowledge, none of the existing
works leverages the image sharing history and develops
probability models to provide a straightforward view of
the sharing consequence as we will elaborate shortly in this
work.

Another critical factor that could cause a privacy breach
is the difference among privacy preferences of people de-
picted in the same photo. Due to the variety of personalities,
users may drastically disagree on the scope of sharing for a
given co-owned image causing some significant conflicts.
In some instances, it can be courtesy that these users may
personally discuss which photos can be posted and by
whom so that there are no conflicts of interest, but that
takes time and is not often the route pursued. An increasing
number of recent works [10] have analyzed how to address
the policy conflict, by considering every user’s prior privacy
preferences of sharing or through semi-automated resolu-
tion mechanisms. These existing works are usually based
on fuzzy logics while we aim to provide clear evidence of
chances of privacy breach.

In this work, unlike any existing works, we tackle the
privacy risk estimation problem from a novel angle by
digging into the big data regarding image sharing history.
Specifically, the social media providers possess a huge
amount of image sharing information (e.g., what photos are
shared with whom) of their users. In fact, even some exter-
nal websites [11] have provided tools to maintain statistics
of the sharing propagation throughout the social networks.

By analyzing and modeling the rich information of im-
age sharing history, we build a sophisticated probability
model that aggregates image disclosure probabilities along
different possible image propagation chains and loops. We
present the users with direct evidence of potential scope of
sharing, i.e., the probability of unwanted people to access
one’s photos. These unwanted people could be the people
who are in the photo owner’s contact list but not in the
sharing list, or the people who are clearly specified as “not-
to-share” by the photo owner. If the computed disclosure
probability indicates high risks of privacy breach, a re-
minder will be issued to the image owner to help revise the
privacy settings. Users then have the opportunity to make
informed decisions when setting their privacy preferences.
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For example, our work would remind Alice that sharing
with Tom could result in 90% chance that Mary would
see the photo as well. Based on such a high disclosure
probability, it is very likely that Alice would remove Tom
from her initial sharing list, and hence avoid the potential
privacy breach. An initial user study (Section 2) shows that
more than 75% of users will do so.

Carrying the spirits of our goal, the proposed system is
named REMIND (Risk Estimation Mechanism for Images in
Network Distribution). Our proposed system would be a
great add-on to be adopted by social networking providers
such as Facebook to further improve users’ privacy protec-
tion. According to a study [12], only 37% of users say they
have used the Facebook’s privacy tools to customize their
settings. That means even if the privacy tools allow users to
directly control who they do not want to share or re-share,
these tools still may not be used by the users if they are not
aware of the potential risk of privacy breach. We envision
that the percentage of the use of privacy configuration tools
would be greatly improved if privacy breach reminders are
shown to the users. To actually examine the effectiveness
of our system, we conduct a A/B test in a simulated social
network environment. The results demonstrate that users
will accept privacy reminders and make changes to privacy
settings when the privacy reminder matches their privacy
concerns. To sum up, the REMIND system has the following
novel contributions:

e The REMIND system provides users a quantitative
and easier way to directly evaluate the potential
consequence of sharing. It “nudges” users about the
risk of sharing the image with certain people and
remind the owners of the photos about users that
could be explicitly excluded. The goal is to reduce
the risk of privacy breach that could result from the
image propagation in the social network.

e Underlying the REMIND system, we propose a so-
phisticated probability model that models the image
sharing history. It is very challenging to calculate
and aggregate the disclosure probabilities caused by
various sharing paths especially loops in convoluted
social networks. To overcome this, we design an effi-
cient probability serialization algorithm that ensures
each node in the related social circle to be visited and
calculated only once.

o The REMIND system also has a nice feature called
policy harmonization, which calculates image disclo-
sure matrix to help resolve differences in the privacy
preferences of people depicted in the same photo.

e We have carried out a user study in a simulated
social network environment to validate the rationale
of our proposed solutions and also conducted experi-
mental studies in real-life social networks to evaluate
the effectiveness and efficiency of the proposed RE-
MIND system.

In addition, it is worth noting that while we present our
models with images as a reference content type, any co-
owned or co-managed piece of content in an online social
setting could take advantage of REMIND, with no signifi-
cant differences.



The remaining of the paper is organized as follows.
Section 2 presents the results from an exploratory user study
that demonstrates the potential benefits of the REMIND sys-
tem. Section 3 reviews the related work. Section 4 introduces
the problem statement. Section 5 elaborates the proposed
REMIND system. Section 6 reports the experimental study
and Section 7 concludes the paper.

2 AN EXPLORATORY USER STUDY

This user study aims to examine the need of the REMIND
system by investigating how a typical user would react if
the user knows that sharing with someone may cause a
privacy breach with different disclosure probabilities. The
user study has received the IRB approval from the uni-
versity. The research is conducted in an anonymous form
which means we do not record any information about the
participants that could be used to identify them. We created
an online survey which asked for demographic information,
photo sharing preferences, and then presented users with
various sharing scenarios. In what follows, we first describe
the demographics information of people who participated
in the user study, and then analyze the results of the users’
responses.

The user study involves 114 users who are recruited
online. There are 33 females and 79 males. Their ages range
from 18 to over 50. The study consists of two parts. The
first part collects demographics and data about online social
networking habits, as shown in Table 1. The second part
collects participants’ reactions regarding privacy settings
when they know the probabilities of their photos being seen
by unwanted people.

From the response, we see that all of the 114 users
have at least one social media account with about 71% of
them have more than 2 accounts. This is consistent with
current data on social network usage. When asked how
often they shared images on social media, more than half
of the participants confirmed that they share regularly (i.e.,
either a few times a week or a few times a month), and
6% admitting they share images every day. Over half of the
participants estimate having shared a total of 50 to over 200
images. To understand how conscious the participants were
about the privacy of their images, we asked them whether
they often designate a group of people that they would
like to share when uploading a photo. Although about 72%
of participants answered yes, we can see there is still a
significant percentage (28%) of users who simply make their
personal photos public. We note that there is no statistical
correlation between number of accounts or frequency of
sharing with users’ privacy habits, confirming that users
appear unwilling (or unable) to set own privacy settings
regardless of the amount of content actually disclosed on-
line. Moreover, even users who set up the privacy configu-
rations during the photo sharing, they still may not have the
knowledge what would be the final audience of their images
if their friends re-share the received images. To get an idea
of how much of an impact the social network connections
can make on a user’s privacy, we asked how many contacts
each user had in their social media accounts. 53% of the
participants claim to have between 100 to 500 contacts while
21% claim to have more than 500 contacts. Imagine that even
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half of those contacts sharing the images they see to their
own additional contacts, we can see how quickly an image
can spread which may result in undesired privacy breach
that the photo owners do not anticipate. Here, we note that
frequency of posting is negatively correlated with amount of
content posted (Pearson= -.223, p<0.5), but again there is no
statistically significant correlation between users’ frequency
of managing sharing settings with number of friends.

In the second part of the study, subjects were presented
with three different scenarios. In the first scenario, the pho-
tos to be shared are about the photo owner doing an extreme
sport that the photo owner does not want his/her close
family members to worry about. In the second scenario,
the photos are about the photo owner who is doing some
crazy stuff in a party and only wants to share with close
friends. In the last scenario, the photos show the photo
owners in funny costumes which are intended to only share
with family members instead of co-workers or managers at
work. The first two scenarios are designed to capture the
case single-owner content decision making processes, and
the last scenario is about multi-owner decision making. For
each scenario, we present sample photos to the participants
to help them better understand the scenarios. Then, we ask
whether they would consider excluding a person from their
initial sharing lists if they know there is 90%, 50%, or 10%
chance that the photo may be disclosed to unwanted people
by that person. Table 2 reports the percentage of partici-
pants who responded positively that they would change
their initial privacy settings as suggested. All responses are
positively correlated with a Pearson coefficient of 0.734 (case
90% and 50%) and 0.33 (50% to 10%), and p<0.05. From the
table, we can clearly observe an increasing trend of privacy
concerns when the relationship between the photo owner
and the possible viewer becomes loose. Specifically, 61%
of participants said they would not share with a person
if there is 90% chance that the photo may be disclosed
to their close family members who are not in the initial
sharing list; the percentage jumps to 78% when there is 90%
chance of disclosure to the photo owner’s friend who is not
supposed to see the photo; the percentage further increases
to 85% when it is about the disclosure to users tend to be
less concerned about privacy within close social circles. The
second observation is that the percentage of participants
who agrees to change the privacy settings decreases with
the disclosure probability. For example, when there is only
10% chance of disclosure to undesired people, only around
30% of people chose to restrict the privacy settings in the
first two scenarios. There is still a high percentage (68%) of
people would like to prevent their manager from seeing the
photo even there is only 10% chance of disclosure.

To gain early evidence of the potential usefulness of our
REMIND system, at the end of the user study, we directly
asked the participants if they would like to have such kind
of privacy breach reminder provided by social websites.
75% of participants responded that they are interested in
using this kind of system. More specifically, majority of the
people who usually set up privacy settings (72% of all the
participants) are interested in receiving privacy reminders,
while a small percentage of this group of people said no
which is probably because they may think they have already
configured their privacy settings very privately. Among the



TABLE 1
Questions about Uses of Online Social Networking

[ Question

[ Options

How many photos do you have in your social accounts?

0 to 50, 51 to 100, ..., 201 to 300, more

How many contacts do you have in your social account?

0 to 10, 11 to 50, ..., 301 to 500, more

How often do you upload photos?

Everyday, a few times a week, ..., a few times a year, rarely

Do you often designate a group of people when sharing photos?

Yes, No (I usually make my photos public)

TABLE 2
User Response to Different Scenarios

[ Privacy Breach Probability

[ 90% | 50% | 10% |

Scenario 1 (Single-owner photo, undesired disclosure to close family member) | 61% | 57% | 34%
Scenario 2 (Single-owner photo, undesired disclosure to friend) 78% | 73% | 31%
Scenario 3 (Multi-owner photo, undesired disclosure to manager) 85% | 80% | 68%

group of the people who claimed rarely to configure privacy
settings, a small percentage of this group show interests in
using the REMIND system which indicates that the users
started being aware of privacy issues even through this
quick user study. We feel that with the REMIND system in
place in the real social networks, it will gradually help en-
hance public awareness in privacy problems, and eventually
help people gain more privacy protections.

3 RELATED WORK

Our work shares similar goals of privacy protection with
existing works on privacy policy recommendation systems,
privacy risk estimation and privacy violation detection in
social networks. However, our proposed probability-based
approach is unique that has not been explored in the past.
More details are elaborated in the following.

There have been many privacy policy recommendation
systems [5], [13], [6], [7], [14], [8]. They typically utilize cer-
tain types of machine-learning algorithms to analyze users’
profiles, historical privacy preferences, image content and
meta data, and/or social circles, in order to predict privacy
policies. Instead of relying on social circles and clustering
social contexts, another thread of work looks into the image
content and metadata directly [9], [15], [16], [17]. In order to
even better capture the users’ privacy preferences, there is a
new trend of hybrid approaches which combine knowledge
learned from both social contexts and the image content [18],
[19]. For example, Squicciarini et al. [18] propose to utilize
community practices for the cold start problem in new users
and image classification based approaches for users with
long privacy configuration history. Yu et al. [19] consider
both content sensitiveness of the images being shared and
trustworthiness of the users being granted to see the images
during the fine-grained privacy settings for social image
sharing.

Since our work considers the privacy breach caused by
friend-to-friend sharing, we review works that also examine
this aspect. Li et al. [20] present a general discussion of pri-
vacy exploits, such as leakage of employment information,
through friend-to-friend sharing. Akcora et al. [1] propose
a risk model that estimates the risk of adding a stranger as
a new friend. They cluster users based on their profile fea-
tures, privacy settings and mutual friends. Our approach is

different from theirs in terms of both goals and approaches.
We aim to estimate the risk of an image being seen by an
unwanted person, while they aim to estimate whether a
stranger could be added as a new friend. We define proba-
bility models while they use clustering techniques. Another
work on malicious user identification is by Laleh et al. [2]
who analyze social graphs using the assumption that ma-
licious users show some common features on the topology
of their social graphs. This work is also different from ours
regarding goals and approaches. More related to our work,
Kafali et al. [3] propose a privacy violation detection system
called PROTOSS which checks and predicts if the users’
privacy agreements may be violated due to the friends
of friends sharing. Their approach is based on semantic
checking and rule reasoning. The potential limitation is that
the privacy violation prediction is likely to report lots of
false positives in a well connected social network since the
system preassumes that the sharing would happen as long
as the two users are connected in the social network. In
our work, our proposed probability model not only models
social network topology but also the image sharing statistics
to provide more refined and accurate predictions. Later,
Kokciyan et al. [4] also propose a monitoring approach
which utilizes agents to keep checking whether the current
sharing activity (e.g., by a friend of the owner) violates
the privacy requirements of the content owner. Unlike this
approach that relies on agents to continuously monitor the
sharing events, our approach aims to prevents the potential
privacy breach at the beginning of the sharing.

Similar to our system which provides an image disclo-
sure probability to enhance users’ privacy awareness, there
have also been some other types of approaches being pro-
posed to assist individuals to make more beneficial privacy
and security choices as reviewed by Acquisti et al. in [21].
Many of these approaches use privacy scores [22], [23],
[24] which are defined based on image sensitivities, privacy
settings and users’ positions in the social network. Unlike
these existing privacy scores, our work calculate the privacy
risk from a different angle — the image sharing history.

Another related area of research is information diffusion.
The works on information diffusion [25], [26], [27] study
how information may be propagated in the social network,
finding the most influential nodes (i.e., the nodes that can
distribute information to a large number of nodes) or pos-




sible reactions to information sharing. Compared to these
information diffusion models which have the information
propagation graph as their output, our work takes the
historical information propagation as the input and then
calculates the privacy disclosure risk based on that.

Lastly, our policy harmonization function as an add-on
feature of our REMIND system is just one way of resolving
policy conflicts. We would like to mention that there have
been different solutions to this policy conflict problem. For
example, Hu et al. [28] formulate an access control model
to capture the essence of multiparty authorization require-
ment and employ a voting scheme for decision making
when sharing photos. Such and Criado [10] propose a set
of concession rules that model how users would actually
negotiate to reach the common ground. Kokciyan et al. [29]
propose PriArg (Privacy for Argumentation) where agents
help reach sharing consensus by negotiation. Similar to
PriArg, Kekulluoglu et al. [30] propose PriNego that can
follow two different negotiation strategies to help agents
agree to share faster. In addition, there have also been
general approaches for integrating access control policies of
collaborating parties [31] which however requires the users
to clearly specify how these policies should be combined.

Compared to all the existing works on image privacy
preservation, our work distinguishes itself in two main
aspects. First, to the best of our knowledge, it is the first time
that the large volume of image sharing statistic data being
considered and sophisticated probability models being built
for privacy risk estimation. Second, compared to existing
approaches which usually recommend policies based on
relatively fuzzy logics, our system offers a direct and quan-
titative view of the risk of sharing so that the users could
make more informed decisions regarding the image sharing.
That is, we calculate, within a social network of varying size,
the probability that different users will be able to view an
image if one particular user decides to share it. In this way,
it gives users an insight into just how vulnerable their photo
is, and the probability someone they do not desire to view
their photo will end up seeing it.

4 PROBLEM STATEMENT AND ASSUMPTIONS

Our work is developed based on the assumption that online
social networking providers have full knowledge of their
own social network graphs, users’ profiles including privacy
preferences, and their users’ image sharing history.

We consider the image sharing problem in a finite social
network as defined below.

Definition 1. (Social Network) A social network is defined
as an undirected graph G(Z, R), where E is the set of
the users in this social network, and R is the set edges
connecting pairs of users who have relationship with
each other, i.e., R = {(u;,u;)} where u;, u; € =Z.

Each user can specify a group of people in the same
social network who are allowed to access the shared image.
The privacy policy is formally defined as follows.

Definition 2. (Image Privacy Policy) An image privacy
policy is in the form of Pol = {img,u,U"}, where u
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is the image owner, and U™ is the group of people who
are allowed to access user u’s image img.

Our work aims to compute the disclosure probability (as
defined in Definition 3) that the shared image may be seen
by people who are unwanted by the photo owner. There
could be two types of unwanted audience. One type of
such audience could be those who are in the photo owner’s
contact list but are not included in the photo owner’s
original sharing list. The other type of audience could be
those who are clearly specified by the photo owner as “not-
to-share”, and these people may or may not be in the photo
owner’s contact list. For example, a photo owner may not
have his boss in his contact list, but the photo owner may
still include his boss in the list of “not-to-share” for certain
kinds of photos as long as his boss social account name is
known.

Definition 3. (Image Disclosure Probability) Let u, denote
the owner of an image img, and U, denote the set
of users in u,’s contact list. Let Pol = {img,u,, US}
denote the corresponding privacy policy for image img.
The image disclosure probability P, ., is the probabil-
ity that user u,’s image may be seen by a target user uy,
where u; € U™, and U™ is the set of the users who are
not wanted to see the photo by wu,.

5 THE REMIND SYSTEM

We propose a REMIND (Risk Estimation Mechanism for
Images in Network Distribution) system that presents the
image owner a privacy disclosure probability value that
indicates the risk of his/her image being viewed by an
unwanted person. The REMIND system not only works for
photos with single owners, but can also be utilized to help
resolve privacy differences in multiple users depicted in the
same image. Figure 2 gives an overview of the data flow in
the REMIND system.

First, the REMIND will identify the list of people who
the image owner u, does not want to share image with, i.e.,
U, , by analyzing the policies associated with the image.
Note that for an image with multiple users, e.g., u,,, Uo,,
oy Uo,, , this step will return a set of U,, whereby the U, is
the list of people that user u,, does not want to share the
photos with. The second step is to conduct the risk analysis
for each user in U, . We will first extract the sub-network
connected to the owner(s) of the photo and then calculate
the image disclosure probability for the image owner(s) with
respect to the users (u;) in U, . If the computed disclosure
probability P, -, is above certain threshold (e.g., 80%)
defined by the photo owner, the REMIND system will issue
an alert to the image owner u,, regarding this. The alert will
clearly indicate through which user who are in the original
sharing list, user u; may have the chance of P, -, to view
the shared image. If the photo has multiple users in it, the
REMIND system will conduct a policy harmonization pro-
cess which combines all the alerts and suggests a possibly
smaller group of users to share in to avoid undesired image
disclosure. In what follows, we will elaborate the detailed
algorithm for each step.

It is worth noting that the disclosure probability of an
image is calculated with respect to the historical sharing
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Fig. 2. An Overview of REMIND System

information of the same category of images. This is because
different types of images may have different levels of pri-
vacy concerns. For example, photos which are categorized
as “funny” are more likely to propagate throughout a much
larger portion of the social network than photos which
are categorized as “normal daily life”. To obtain categories
of images, images can be easily classified based on their
content using existing image classification tools [9], [17].
For the ease of illustration, the subsequent calculations and
examples are referring to the images of the same category.

5.1 Propagation Chain Model

As aforementioned, our goal is to calculate the probability
that the photo owner’s contact who is not in the original
sharing list may view the shared photo via friend-to-friend
sharing chains. We model such sharing propagation as an
image sharing graph as follows.

Definition 4. (Image Sharing Graph) An image sharing
graph is a directed graph SG(Z, SR, ¥), where Z is the
set of users in the social network, and SR is the set of
ordered pairs of users SR = {(u;, u;)} which indicates
that user u; shares some images with user u;, ¥ is the
set of detailed image sharing information including the
origin of the image and the number of shares received.
Specifically, ¥ = {t)y,:u;—u, } Where 1y,.y, .y, denote
the number of images originally owned by u, and are
shared by user u; with u;.

Figure 3 illustrates a portion of the image sharing graph
in a large social network. Let us take user u,’s photo sharing
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Fig. 4. Single Photo Propagation Chains

propagation as an example (highlighted red in the figure).
Assume that user u, has 1000 photos of her own. She
shares 800 out of 1000 with her contact 11, denoted as “u,
800/1000” on the edge from wu, to u;. User u, also shares
500 her own photos with user us who forwards 20 of the
received photos to uz and 400 to u;. Now user u; has u,’s
photos from two sources. It is possible that u; shares 400
photos out of the 800 shares that she directly received from
u, with ug, and another 200 photos out of the shares that she
received from uy with us too. Correspondingly, we see two
pieces of sharing information on the arrow from u; to us.
Next, us further shares 10 of u,’s photos from those sent by
uq with us. In addition, u, also shares 10 out of 1000 photos
directly with us.

Based on the image sharing graph, we proceed to discuss
how to compute the image disclosure probability P, —.,,
i.e., the probability that user u,’s photo may be viewed by
user u; through the sharing propagation chains. Let us start
from the simplest case (Figure 4(a)) when there is only one
intermediate user connecting the photo owner u, and the
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target user u;. The probability P, -, can be computed by
Equation 1.

Pu,,:>ut = Pu(,éui : ]Du,, (Uf|uv) (1)

In Equation 1, P, ., is the probability that u, may share
photos with u; which can also be denoted as P(u;|u,), and
P(ug|u;) is the probability that u; may receive u,’s photos
from u; when u; has u,’s photos. Specifically, let N, denote
the original number of photos that user u, possess, let N,_;
denote the number of photos that user u, shares with w;,
and let N;_, denotes the number of u,’s photos that u;
further shares with u;. P, ., can be easily computed by
N]@;i, and P, (u¢|u;) can be computed by x . Then, we
have the following;:

Noi Nice _ Niey
No No—i B No
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Next, we extend the above case to the scenario when
there are multiple users in a single chain as shown in
Figure 4(b). The probability that u,’s photos may reach the
target user u; via multiple users (sharing routes) of sharing
can be computed by Equation 2.

n
Puoéut = Pu0:>ui L, ut|uz+n H Uo ul+]|ul+] 1) (2)

At the end, we extend the probability formula to the
generic scenarios (as shown in Figure 5) when there are
multiple propagation chains between the photo owner u,
and the target user ;. The final probability P, ., is given
by Equation 3, where P, denotes the sharing probability
from the chain containing u;’s direct parent uj, and m
denotes the total number of sharing propagation routes.

m

Puo:>ut = 1_H(1_Pck)
k=1
= 1- [ =Py, - Pluug) - @) (3)
k=1

In Equation 3, the image disclosure probability P, =,
is computed by aggregating disclosure probabilities from
various sharing routes. Specifically, P, is the probability
that u; may receive u,’s photos from the propagation chain
ck. On the chain ¢, uy is the u;’s direct sender, and hence

7

P, is the product of the probability P, ., thatuy receives
Uo’s photos and the probability P(u:|uy) that uy forwards
the photos to u;. Here, o is a random factor which aims to
model some abnormal behavior of user uy that u usually
does not forward the photo to u; suddenly decides to do
so in rare cases. To achieve this, the random factor o will
bring the forwarding probability P(ut|uy) to 1 at a very
low chance (i.e., 0.1%) in the probability estimation process.
Next, 1 — P, is the probability that u;, will not obtain
u,’s photos from the chain c¢;. Then, [, (1 — P.,) is
the probability that u; will not receive u,’s photos from
any of the m propagation chains. Finally, by negating the
previous probability, we obtain the probability that u; may
have access to u,’s photos.

5.2 Disclosure Probability Calculation

In the previous section, we have discussed how to calculate
the image disclosure probability given the possibly multiple
sharing routes. The next step is to identify these sharing
routes in the social network. However, the real social net-
work is very complex which may contain a huge number
of paths between two users. The critical question here is:
“Is it possible to compute such image disclosure probability
in practise?” The answer is positive. Even though the paths
connecting two users in the social network may be huge,
the number of active sharing chains is not. This is based on
an important observation that people’s interests in sharing
others’ photos typically decrease as the relationship with
the photo owner becomes farther away. For example, Alice
shares her photo of her first surfing with her roommate
Kathy. Kathy further shares the photo with her friend Mary
in the same college who may also know Alice with the
thought that Mary may be surprised to see Alice is doing
extreme sports. It is likely that Mary may share the photo
again with other friends who may also know Alice. How-
ever, the sharing is likely to stop when it reaches a person
who barely knows Alice.

Based on the above observations, we can extract a sub-
network that is closely related to the photo owner before the
probability calculation. The sub-network is formally defined
as personal image sharing graph in Definition 5.

Definition 5. (Personal Image Sharing Graph) Given an
image sharing graph SG(Z, SR, V), the personal image
sharing graph of a user u, is PSG(Z,, SR,, ¥,) which
satisfies the following two conditions:
1E,CE R, CR,and ¥, C U;

(2) v Uj € Eor Elwuo:ui—m,f

The first condition in the personal image sharing graph’s
definition ensures that PSG is a sub-graph of the entire
image sharing graph. The second condition ensures that
only the users who received photos from u, are included in
this PSG. For example, reconsider the social network shown
in Figure 3. We can extract the personal image sharing graph
for u, as shown in Figure 6.

Assume that the image owner u, shares a new photo
with only u4. The red dotted arrows in Figure 6 indicate that
up and us are u,’s contacts but are not in the sharing list of
this photo. We now proceed to calculate the probability that
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Fig. 6. User u,’s Personal Image Sharing Graph

two other u,’s contacts, i.e., u; and u3, may also view the
image.

Puoélm =1

Pyysuy = Puymsuy - Plur|ug)) = 1x250=0.8

Puymuy = Puymsuy X 503 = 0.8%0.5=0.4

Pyysu; =1 — (1 — Py, 'P(US‘UQ))' (1 = Puy=uy
P(us|us))

=1-(1- 04x 505)(1-1x 2%) = 0.048

From the above example, we can see that even though
u, did not directly share the photo with u,, there is still
80% chance that u; may view the photo shared from other
channels. On the other hand, there is very little chance (5%)
that us may see the photo. To calculate these probabilities,
the sequence of the node visit in the personal image sharing
graph is important. The calculation sequence is u;, us and
us in the example. If we follow another computation order
such as u3, u; and uz, we will obtain only part of the
probability values for us, before us is calculated. Once us3’s
probability is known, we will have to adjust u,’s probability
value. This is obviously inefficient especially in large-scale
social networks. Therefore, we need to ensure that the
parent nodes’ probabilities are computed first. However,
identifying the calculation order is not trivial due to the
complicated interconnections among nodes in the social
network that may create sharing loops. To efficiently and
correctly calculate and aggregate the disclosure probabil-
ities, we formally model the problem as the probability
serialization (Definition 6).

Definition 6. (Probability Serialization) Let PSG(Z,, SR,,
U,) be the personal image sharing graph of a user u,.
The probability serialization process aims to identify a
serialization ordering of node visits which minimizes the
node visits and ensure that each node’s disclosure proba-
bility is calculated correctly. The probability serialization
ordering is in the form of u; >u;11> ...> U4k, Where
u; € B, (Ui, ui11) € SRy, and u; >u;41 denotes u;’s
probability will be computed before u;1’s probability.

To conduct the probability serialization, we first analyze
various sharing scenarios and classify them into two main
categories as shown in Figures 7 and 8, respectively. For clar-
ity, the figures do not include the detailed sharing amounts
while the arrows in the figures only indicate that there are
some photos belonging to u, being forwarded to others.
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Case 1 depicts the scenario when the disclosure probabil-
ity of a user needs to be calculated after all its parent nodes
have been computed. Specifically, as shown in Figure 7, the
photo owner u, shares photos with his friend u; but not
uy. User u; then forwards some of the photos to uy. User
uy further shares the photos with u3. Moreover, the three
users uj, ug and ug all forward some of the u,’s photos to
user uy4. In this case, the probability that u,’s photos may
be seen by u4 depends on the disclosure probabilities of u;,
uo and ug which need to be computed first. The appropriate
calculation order of this case is u; >=uo =usz > ug4.

Fig. 7. Sharing Scenario Case 1

Case 2 depicts the scenario when there is a sharing loop.
Specifically, user u; forwards u,’s photos to us, us forwards
the photos to u3, and then usz to us. Without knowing that
uy has already seen u,’s photos, us forwards the photos
received from w3 to w;, thus creating a sharing loop. In
this case, even though u4 is also w;’s immediate parent,
u1’s disclosure probability does not depend on w4 since
uy4 is sharing what u; originally sent out. The appropriate
serialization ordering of this case is u; >ug >ug > u4.

Fig. 8. Sharing Scenario Case 2

Based on the above classification, we now proceed to
present a generic probability calculation algorithm. We em-
ploy two main data structures to facilitate the probability
serialization. The first structure is a priority queue which
stores the uncomputed nodes that have been visited so far.
The second structure is a link list that stores the set of
uncomputed parent nodes of each uncomputed node. The
probability calculation takes the following steps (an outline
of the algorithm is shown in Algorithm 1):

1) Initialization: Starting from the photo owner node
u,’s initial sharing list, we look for the children
nodes of the users in the sharing list and add them
into the priority queue.

2) Checking current node in the priority queue: Then,
we examine the node in the priority queue one by
one. Let u; denote the node in the priority queue
that is under consideration. For any node in the pri-
ority queue, its probability is finalized only after all
its parent nodes’ probabilities are computed. There-
fore, we check if all of u;’s parents’ probabilities
have already been computed. If so, we compute the
probability of u;, remove it from the priority queue



Algorithm 1 Probability Calculation Algorithm
1: Input: Image sharing graph

2: Output: Disclosure probabilities of u,’s friends
3: Extract u,’s personal image sharing (PIS) graph
4: for each user u; in u,’s sharing list do
5: Initialize Prob[u;]=1
6: Add u; to priority_queue
7: end for
8: while priority_queue is not empty and U, is not com-
puted do
9: u; = priority_queue.pop()
10: for each parent u; of u; do
11: P; ;= chain probability (Equation 1)
12: Prob[u;]=Prob[u;]*(1-P;;)
13: end for
14: if all of u;’s parents are computed then
15: Prob[u;]=1-Prob[u;]
16: Remove u; from priority_queue
17: end if
18: for each u;’s direct friend u,. do
19: if u. is not in priority_queue then
20: Add wu, to priority_queue
21: else
22: Break_Loop between u; and u,
23: end if

24: end for
25: end while

and perform the probability propagation routine. In
the case that at least one parent node of u; whose
probability is not yet computed, we will just keep u;
in the priority queue. In both cases, we will proceed
to perform the expansion routine for ;.

3) Probability propagation: Given a node u; whose
probability is just computed, we will set the parent
flags of all the nodes that take it as the parent to
“computed” and calculate a partial probability for
these nodes by plugging u;’s probability to Equation
1.

4) Expansion: This step is to expand the sharing chain
by considering u;’s children nodes. If u; has a child
node u. which has not been visited yet, u. will
be added to the priority queue and wu.’s parents
including u; will be added to the u.’s parent list.
If some of the u,.’s parents’ probabilities are known,
their parent flags are set to “computed”. After the
expansion, the algorithm goes back to the second
step to check the next node in the priority queue. In
the case that u,. has already been stored in the pri-
ority queue, that means a sharing loop between u;
and u. is detected. We will then give u; a special flag
which means the loop-breaking routine is pending
until there is no more new node to be added to the
priority queue.

5) Breaking the Loop between u; and u.: Up to this
point, all of the u;’s parents should already be in
the priority queue. We will compute u.’s probability
by using any partial probability that u; has so far.
Note that the partial probability that u; possesses is
definitely from sources other than u., so it is impor-

Fig. 9. An Example of Sharing Graph

tant to factor them into u.’s probability calculation.
Once u,’s probability is computed, we will remove
it from the priority queue, perform the probability
propagation and then check the next node in the
priority queue (i.e., go back to the second step).

To have a better understanding of the above probability
calculation algorithm, let us step through the following
example as shown in Figure 9. This example shows the
image propagation from user u,. In particular, u, shares
a new photo with u; but not two other friends u4 and us.
This example combines the two types of sharing scenarios
including multi-parent relationship and multiple sharing
loops.

Figure 10 presents how the information is updated in the
priority queue and the parent lists throughout the probabil-
ity calculation. The first black rows in the tables represent
the priority queue at different steps, while the second rows
represent the parent lists.

v, | m mm
U - U * - Ul* U2 Uz 1»(« U2 U2 U3 3 4
US U5 US Us

mmmmmm J
I

2 U2 US U3 U4 6

u:* Usg
mmmmm mmm o
U 0% Us Us Us U U3* A U5 U* Ug*
Ug Us Ug*

Fig. 10. An Example of Probability Serialization

At the beginning, the child node (u2) of the user (u;)
who is in the photo owner’s sharing list is added to the
priority queue. Since u, shares the photo directly with
u1, the probability that u; views the photo is 1. We start
evaluating the first node in the priority queue, i.e., us. Since
uz has another parent us whose probability is unknown at
this moment, we hold on the calculation of us’s probability
and continue expanding the sharing networks from us. As
a result, us’s children nodes ug and u4 are added to the



priority queue too. Since u3 and u4 also need to wait for
their parent nodes to be computed, the expansion continues
whereby u3’s children (i.e., us and ug) and u4’s children (i.e.,
uy) are added to the priority queue. Next, we encounter the
node us whose child uy already exists in the priority queue.
That means we detect a sharing loop that involves us and
us. In this case, we give us a special mark indicating that
we will revisit us at a later time. We continue the network
expansion from ug to its child us.

Up to this point, all nodes whose probabilities can be
computed should have been removed from the priority
queue. It is time to deal with the sharing loops. Specifically,
we locate the node us which has a special mark due to
the sharing loop. Then, we find the node us in the priority
queue which has us as a parent. Since the loop starts from us
and goes to us, it is not necessary to include us’s probability
during us’s calculation. Therefore, we go ahead to calculate
uy’s probability without considering us. Once uy’s proba-
bility is obtained, it “unlocks” its children nodes us and
u4 whose probabilities are ready for calculation too. Next,
we can calculate the probabilities of us and u4’s children
nodes which are ug and ur. Finally, we can compute us.
Note that the calculation stops here without calculating ug
because all of u,’s contacts in the non-sharing list have been
computed. The complete probability calculation ordering is
Ug>U3 >Uyg >Ug U7 U5 (indicated by the circled number
on top of each node in the figure).

The above probability calculation algorithm provides
the calculation ordering for all the users that are in the
photo owner u,’s personal image sharing graph. It is worth
noting that the efficiency of probability calculation can be
further improved by stopping the calculation for a node if
its current probability is already higher than the decision
threshold. For example, if through currently explored shar-
ing chains, the disclosure probability is as high as 99%, it is
not necessary to keep checking remaining sharing routes.

The complexity of our probability calculation algorithm
is O(n) as each node in the personal image sharing graph is
first visited once during the personal image sharing graph
extraction and then calculated once in the priority queue.
It is worth noting that the probability calculation works
the same for different categories of images. When multiple
categories of image information is available through the
image classification tool, we still just need to construct one
image sharing graph for each user. The only difference will
be the information stored at each node in the sharing graph.
Specifically, on each node, there will be multiple tuples,
each of which corresponds to a category of image sharing
statistics. Since an image only belongs to one category, the
calculation of a single image will only access its correspond-
ing statistic information at the nodes, and hence there will
not be any impact on the calculation efficiency.

5.3 Privacy Harmonization among Multiple Users

In the previous sections, we have discussed how to handle
a photo with a single owner. Indeed, the risk estimation
algorithm can be easily extended to address the policy
harmonization issues occurring in a photo with multiple
owners. It is common that different users may have different
privacy preferences regarding the same photo. Consider the
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example when there is a group photo of Alice, Bob and
Mary. Alice would like to share the photo with her family
members only, while both Bob and Mary would like to share
the photo with their close friends. It is possible that some of
Bob and Mary’s close friends are also Alice’s friends who
will be able to view Alice’s photo although Alice’s initial
intention is to share only within her family. Our goal is to
estimate the risk of privacy breach due to such difference.
Our system will calculate the disclosure probability of the
photo being seen by people who are wanted by Alice due
to the sharing activities from Bob and Mary. We will present
the estimated risk to all the photo owners so that they can
refine their privacy policies.

In order to achieve the above goal, instead of calculating
disclosure probabilities for an individual photo owner as
discussed in the previous sections, we need to calculate the
following disclosure matrix.

Definition 7. (Disclosure Matrix) Let uy, ..., u,, denote the
group of people depicted in a photo ¢mg, and Pol;,
..., Pol,, denote the policies belonging to each photo
owner, respectively. The disclosure matrix is defined
below, where u;, € Uy —q U /{u1,...un}.

(A U, Uy,
up | P(Uy |ugy)  P(UY |uiy) P(U; [uiy)
uz | P(Uy |uiy)  P(Uy |ui,) PUy |ui,)

The main idea underlying the disclosure matrix is to
check the potential privacy breach that may be caused by
the union of the groups of people in all the photo owners’
sharing list. After the calculating the disclosure matrix,
we will identify and suggest the photo owners to remove
potentially high-risk sharing activities. The following is an
illustrating example.

Suppose that a photo has three owners: u;, us and
uz. The sharing lists in the photo owners’ policies are the
following;:

Pol,q = {u1, ug, us, ua, us}
Pol,g = {u1, ug, us, ug, ug}
Pol,s = {u1, ug, us, us, ur}

The corresponding disclosure matrix considers the
unions of the sharing list excluding the photo owners them-
selves who are assumed to have full access to the photo.
Assume that we obtain the probabilities as shown in the
following;:

Uy Uus Ug uy
u;p [0.1 09 0.05 O
uz 0.1 095 08 0.1
us |0 085 02 0.3

From the above disclosure matrix, we can see that
P(Uy |us), P(Uy |us), and P(Uj |us) are very high (ie.,
above a given privacy threshold), which means the risk
that people in the non-sharing lists of all the photo owners



may see this photo due to the further propagation from
us. Therefore, our REMIND system will suggest all the
photo owners to remove us from their sharing list. In
addition, user uy’s sharing with ug may cause potential
privacy breach for him/herself, thus, we would suggest us
to remove ug from the sharing list. If all the users agree
with suggestions, the policy harmonization will result in the
following new policies:

Pol’y1 = {u1, ug, us, ua}
Pol’yo = {u1, ug, us, us}
Pol’y3 = {u1, ua, us, ur}

6 EXPERIMENTAL STUDY

In this section, we present our experimental studies that
evaluate both effectiveness and efficiency of our proposed
approach. Specifically, we conducted user studies to see how
people would react when presented a probability score of
their privacy breach as computed by our system. The goal is
to validate the usefulness of our proposed REMIND system.
Next, we tested the performance of our system by using real
social network datasets with various sharing scenarios. The
second set of experiments aims to validate the efficiency of
our proposed system.

6.1 Effectiveness Study

While we have implemented a prototype of the proposed
REMIND system, we could not evaluate it in the real social
network settings since its deployment in the real world
requires the installation at the service provider side, e.g.,
installed as an additional function by the Facebook, so as to
gain the access to the image sharing history. Thus, we built
a simulated social network environment and conducted a
A/B test as follows.

o Environment A is the one without the REMIND sys-
tem which is similar to the existing social networks
where people share images as usual. Specifically, a
user is presented with an image and corresponding
background story of the image so that the user can
feel more personal about the image. There are total
10 scenarios and each scenario contains two images
targeting female and male participants, respectively.
The 10 scenarios aim to cover common cases where
people may have privacy concerns, such as funny
costumes, crazy parties, family vacations, selfie of
bad mood, surprising gift, casual time at home, sick-
ness, dangerous sports, and risky adventure. Then,
the user is asked to select one or more groups of users
that they would like to share the image. We provide
six common groups for the users to choose, which
are close family members, relatives, close friends,
friends, co-workers, and boss. This mimic the com-
mon practice in the real social networks.

e Environment B is the one with the REMIND function.
The difference from Environment A is that after the
same user chose the group of people to share, we
present the probability of privacy breach (if higher
than a threshold say 90%) to the user and ask if they
would like to change their initial privacy settings.
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We recruited another 183 participants on campus and
online. There are 99 males and 84 females. The age distri-
bution is: 20% between 18 and 20, 49% between 21 and 30,
21% between 31 and 40, and 20% older than 41. All of the
participants have at least one social media account and have
experience of sharing photos.

Through the simulation, we have the following interest-
ing findings. The adoption of the risk reminder depends
on both the type of the image to be shared and the initial
sharing list that the user has chosen. In general, the more
sensitive the image is, the higher the chance the user will
accept the REMIND system’s recommendation of changing
their original privacy settings. For example, the images
that depict funny, crazy or sadness moments are typically
considered sensitive and usually shared with close family
members and friends. For such kind of images, when there
is an alert about potential disclosure to the user’s boss,
around 75% of the participants chose to accept the REMIND
system’s suggestion of removing the person who may cause
this breach from the share list. As for image of seeking gift
ideas, about 80% of the participants do not want to take
any risk of the gift being leaked to the recipients and agreed
with the REMIND system to remove potential causes. When
it comes to images of someone trying out new things (e.g.,
smoking hookah) that may have debatable opinions in the
public, the photo owners seem to be more concerned about
the potential privacy breach. As a result, more than 90%
of the participants chose to accept the REMIND system’s
suggestion to achieve better privacy protection in that case.

When the images are less sensitive such as casual pho-
tos taken at home, the decisions of whether accepting the
privacy alert split. Some users still want to limit the photos
to be seen by a desired group of people, but some do not.
Specifically, when the user initially shares the image with
family members, about 46% of them do not care if the image
may also be viewed by friends; when the user initially
shared the image with friends, about 65% of them do not
care if the image may also be viewed by their relatives; when
the user initially shared the images with co-workers, about
60% of them do not worry about that photo being seen by
their bosses.

To sum up, among total 1444 privacy alerts issued in our
simulated social networking environment, 60% are accepted
by the participants, which means 60% of existing privacy
configurations may be further improved. This shows the
potential of adoption of our REMIND system in the real
world.

6.2 Efficiency Study

We now proceed to evaluate the efficiency of our approach.
Since our probability model looks into large-scale historical
image sharing data and convoluted social networks, it is
critical that the disclosure probability can be computed
in a real-time manner to provide the users an immediate
reminder when they are uploading new photos.

To examine the efficiency, we test our approach in real
social networks released by Facebook and Twitter [32]. Table
3 presents the statistics of the two social networks, and
Figures ?? and 11 depict the network graphs where the
black dots represent users and lines represent the connec-
tions between users. We can observe that these real social



TABLE 3
Real Social Network Datasets

[ Dataset | Facebook | Twitter |
Total number of nodes 3,908 81,306
Total number of edges 168,194 1,768,149

Average degree 43 21
Maximum degree 293 1635

(b) Twitter

(a) Facebook

Fig. 11. Facebook and Twitter Networks

networks are very complicated and nothing close to uniform
distribution. We study the effects of their structures and
sizes on the computation efficiency.

Since current social media sites only release the social
network connections, but not the image sharing statistics
yet, we simulate a variety of scenarios in terms of image
sharing on these real social networks as described in Defi-
nition 4. It is worth noting that although the image sharing
statistic information is synthetic, it does not affect the effi-
ciency test since the social network topology is real and our
sharing parameters cover a wide range of possible sharing
scenarios. Specifically, we first generate a random number of
photos ranging from 100 to 1000 for each user. Then, for each
user, we randomly select a subset of his/her friends to share
certain percentage of the photos, and the size of this subset
is varied in the following experiments. The receivers of the
shared photo will forward a random number of received
photos to a random number of their friends. In this way, the
photos are propagated in the social network similar to the
real world scenario. We control the propagation by setting
the maximum number of hops to forward the photos since
a personal photo may not be interesting to people who have
almost no relationship with the photo owner. We vary the
number of people in the initial sharing list. We also vary
the speed of image sharing convergence as a photo may
becomes less interesting to people who are farther away
from the photo owner. Besides real social networks, we also
test the synthetic networks with more than 20 million nodes
to evaluate the scalability of our algorithm. The following
subsections elaborate the detailed experimental settings for
each round of experiments and report the corresponding
results. All the experiments were conducted in a computer
with Intel Core i7-7700K CPU (4.20 GHz) and 16GB RAM.

6.2.1 Effect of the Number of Propagation Hops

In the first round of experiments, we evaluate the effect of
the number of image propagation hops ranging from 1 to
5. When there is only one hop, the photo owners share the
photos with their direct friends and their friends will not
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forward the photos to anyone else. When there are five hops,
the photos will be forwarded by the photo owners’ friends
to the friends’ friends until 5 hops. The reason to choose
maximum 5 hops is based on the “six degrees of separation”
theory [33] that any two users can be connected through
5 acquaintances, and we choose one degree less to avoid
the photos being propagated in the whole social networks
which loses the privacy protection sense. Moreover, in social
network, the average degree of separation is only 3.5 as
reported by a study [34]. Therefore, we chose 3 hops as the
default values for the subsequent tests.
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Fig. 12. Effect of the Number of the Hops

Figure 12 reports the average time taken to compute the
disclosure probability of a photo owner’s friend who is not
in the initial sharing list. We can observe that the calcula-
tion takes less than 1s in all cases for both the Facebook
and Twitter datasets. The efficiency could be attributed to
the extraction of the personal sharing graphs as well as
the probability serialization algorithm, both of which help
reduce the amount of users (nodes in the social network) to
be examined and calculated. Moreover, we also observe that
the calculation time increases when the photos are propa-
gated through more hops. The reason is that the more hops,
the more users may receive the shared photos, resulting
in various sharing chains and loops which takes time to
calculate. Actually, the average disclosure probability of the
friends who are not in the initial sharing list also increases
with the hops.

6.2.2 Effect of the Number of Friends in the Initial Sharing
List

In this round of experiments, we fix the image propagation
hops to 3 and vary the number of friends in the initial shar-
ing list from 50 to 200. As shown in Figure 13, the average
time to calculate the disclosure probability for a user in
both datasets can be done in just a few milliseconds. This
again proves the efficiency of our algorithm. In addition,
we also observe that the calculation time increases with the
size of the sharing list. This is because the more people in
the initial sharing list, the wider audience the photos may
reach, which leads to a complicated sharing graph. As a
result, there may be more ancestor nodes to be computed
before finalizing a user’s disclosure probability. Note that
the wider audience also means the corresponding increase
in the average disclosure probabilities.
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Fig. 13. Effect of the Size of the Initial Sharing List

6.2.3 Effect of the Sharing Convergence Speed

We also evaluate the effect of the sharing convergence speed.
We simulate this by decreasing the number of friends to
share the photos at each hop. Specifically, the statistic shar-
ing information is generated by allowing each user to share
the photos with 75 friends. For each friend who received the
photo, he/she forwards the photo to a smaller number of
friends, e.g., 20% less of the previous hop. The sharing stops
when reaching the 3rd hop. Figure 14 shows the average
probability calculation time for each user. Observe that the
calculation time decreases when the sharing convergence
speed increases. This is because the number of people in
the sharing list at each hop decreases, and hence the overall
size of the sharing graph decreases too. In other words, the
smaller the scope of the sharing, the faster the calculation.
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Fig. 14. Effect of Sharing Convergence Speed

Also, the smaller the sharing scope, the lower the av-
erage disclosure probabilities. For example, let us take a
closer look at the probability distribution of the Facebook
dataset. When the convergence speed is decreasing by 20%
per hop, there are about 80% of people in the photo owner’s
personal image sharing graph (including those in the initial
sharing list) may see the photo with probability higher than
0.9 (denoted as “Slow convergence” in Figure 15); when the
convergence speed is faster (i.e., 60%), the number of people
with high disclosure probability drops to 50% (denoted as
“Fast convergence” in Figure 15)

6.2.4 Large-Scale Testing

Finally, we evaluate the scalability of our proposed algo-
rithm by using synthetically generated large-scale datasets.
Figure 16 shows the average probability calculation time for
an image when the total number of nodes in the synthetic

Fig. 15. Probability Distribution

social network increases from 1K to 20M. The number of
hops for the image propagation is set to the default value 3,
and each user forwards the images to 15 randomly selected
friends. From the figure, we can observe that the calculation
time only increases slightly with the total number of nodes
in the social network. This again indicates the advantage
of our proposed personal sharing graph which does not
increase due to the increase of the social network size.
In other words, as long as the user’s contacts and image
sharing behavior stay the same, the calculation scope (i.e.,
extracted personal sharing graph) is similar for the user no
matter the user is in a small social network or a large social
network. This result also demonstrates the scalability of our
approach.

Average Computation
Time (s)
o
o
N

1K 5K 10K 50K 100K500K 1M 5M 10M 15M 20M
Total Number of Nodes in the Social Network

Fig. 16. Effect of Total Number of Nodes in the Social Network

In addition, we also examine an extreme case when there
are a small number of users with an extremely large number
of contacts in the social network. To simulate this scenario,
we randomly select 10,000 users from a 100K-node social
network to be the contacts of the photo owner who then
randomly selects 1% (100 users) of his contacts to share
the images. Among the selected 1% of his contacts, we
again randomly select a user to have 10,000 contacts while
other contacts only have a few hundred contacts as that in
Facebook. We simulate this for 3 hops of propagation and
then test the calculation time. The average time to calculate
the disclosure probability to a person takes just 6ms. Since
the number of contacts who are not in the initial sharing
list of the photo owner is large, the total time to calculate
the disclosure alert for an image for the photo owner takes
about 58s. The calculation time may be further shortened by
considering the use of parallel computing for the multiple
contacts at the same time, for which we will explore as our
future work.



7 CONCLUSION

In this paper, we present a novel risk reminder system
that offers the social network users a quantitative view of
their image sharing risks due to friend-to-friend re-sharing.
Our proposed REMIND system is based on a sophisticated
probability model that models the large-scale image sharing
statistic information and captures the complicated sharing
propagation chains and loops. Our system also addresses
the policy harmonization challenges in multi-owner photos.
We have carried out both user studies and performance
studies to validate the effectiveness and efficiency of our
approach.
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