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ABSTRACT
In this work, we propose to derive realistic, accurate bounds on
network-induced delays for time-critical tasks running on Avio-
nics Full-Duplex Switched Ethernet. In the WiP poster, we present
preliminary evaluation results showing that through measurement-
based modeling and refining network-calculus-based analysis with
measurements, tight delay bounds can be obtained for AFDX net-
works with realistic traffic patterns and network workloads.
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1 INTRODUCTION
As the de-facto standard for the transmission of network traffic
flows of critical avionics applications, Avionics Full-Duplex Swit-
ched (AFDX) Ethernet interconnects end systems (e.g., sensor and
actuator nodes) with Ethernet switch(es) based on First-in First-out
(FIFO) scheduling [2]. For such an networked cyber-physical sy-
stem (NCPS), it is of vital importance to guarantee that stringent
real-time requirements of critical avionics applications are met. The-
refore, an analytical tool facilitating the evaluation of worst-case
delay performance (i.e., the worst-case end-to-end communication
delays experienced by all time-critical flows) of practical AFDX
networks is urgently needed.

As a theoretical tool for worst-case delay analysis, network calcu-
lus has been applied to FIFO networks to derive formally provable
delay bounds [1]. However, specification-based network-calculus
models (e.g., constructed based on sampling rates and data formats
of source end systems) are typically adopted during analysis, and
little has been done to validate existing analytical methods in real-
world AFDX networks. In fact, it is shown in [3] that delay bounds
obtained from network-calculus-based analysis can be further tigh-
tened through taking network measurements. To evaluate whether
network-calculus-based analysis can provide accurate delay bounds
for practical AFDX networks, we combine network measurements
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Figure 1: Measurement-based vs. derived models.
with network-calculus-based analysis in this work and examine the
quality of delay bounds obtained under application-specific traffic
patterns of AFDX systems. By modeling traffic sources and networ-
king devices (e.g., Ethernet switches) through measurements, we
establish accurate, realistic traffic and device models for network-
calculus-based analysis. Using our approach, different network-
calculus-based analytical methods can be leveraged, allowing AFDX
architects to construct a proper delay analysis framework to suit
application-specific needs (e.g., balancing between computational
complexity and tightness of bounds).

In thisWiPpresentation andposter, we choose the optimization-
based analytical approach proposed in [1] and the measurement
method outlined in [3]. Our preliminary results show that analytical
bounds can be further improved for practical AFDX networks by
plugging in measurement-based models and replacing intermediate
arrival curves with those constructed from measurements.

2 APPROACH
Given the traffic pattern of an AFDX network, our approach first
extracts traffic characteristics of source end systems and establis-
hes their respective traffic models. Then, we inject packets based
on application-specific requirements (e.g., packet sizes) to model
AFDX Ethernet switches. Finally, worst-case delay analysis is per-
formed by properly supplying existing analytical method(s) with
measurement-based models.

2.1 Modeling Source End Systems
To performnetwork-calculus-based analysis, arrival curves of source
end systems and service curves of FIFO Ethernet switches need
to be established. To construct the arrival curve of an end system
(e.g., a leaky-bucket curve α(t)=σ +ρ · t , with σ being the bur-
stiness component and ρ representing the average rate), we use
netFPGA [4] to capture and timestamp its network packets. Note
that if actual measurements cannot be directly taken (e.g., in early
stage of AFDX design where source end systems have not been
procured), we can emulate the source end system of interest based
on its specifications (e.g., sampling rates of sensors and minimum
inter-arrival time imposed by traffic shaping techniques). Then,
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burstiness and average rate can be found by applying the definition
of arrival curve:

∀t ≥ s ≥ 0 : α(t − s) ≥ F (t) − F (s),

where F (t) is the cumulative traffic volume seen from the source
end system up to time instant t .

2.2 Identifying Measurement-Based
Intermediate Arrival Curves

In existing analytical methods, intermediate arrival curves for traffic
flows seen at Ethernet switches must be properly characterized
through measurements (e.g., using netFPGA and Ethernet tap).
As shown in Figure 1, by taking into account serialization effect
at output interface of the switch, burstiness component of the
output flow can be reduced. In addition, statistical multiplexing
among source end systems may also result in reduced burstiness
(at the input end). Therefore, measurement-based models should
be properly integrated into existing analytical methods.

2.3 Modeling Ethernet Switches
To obtain service curve of an Ethernet switch (e.g., a rate-latency
curve β(t)=max{0,R(t−T )}, with R being the processing rate and
T representing the latency component), rate component can be
determined from switch specifications (e.g., if the flow of interest
passes through a switch with 100-Mbps interfaces, we choose R =
100 Mbps). However, the latency component must be measured
by injecting packets at low rates because T models non-queueing
delays incurred by the switch [3].

2.4 Network-Calculus-Based Analysis
In practical AFDX design, whether real-time requirements for all
the time-critical tasks can be satisfied must be carefully exami-
ned. However, network-calculus-based analysis supplied only with
measurement-based models for source end systems and Ethernet
switches may still yield overly pessimistic bounds (see Figure 1). To
resolve this issue, we integrate measurement-based intermediate ar-
rival curves (IACs) as follows: For algorithms relying on repeatedly
applying network-calculus theorems (e.g., [3]), measurement-based
input and output arrival curves at Ethernet switches replace derived
(or specification-based) models. For optimization-based algorithms
(e.g., [1]), extra constraints are added to further specify the traffic
trajectory space using measurement-based curves.

3 PRELIMINARY RESULTS
We emulate an AFDX network shown in Figure 2a. We use netFPGA
NICs to perform traffic capture and timestamp all the packets. De-
rived delay bounds are compared with observed maximum delays
to help assess their quality (i.e., tightness). In our experiments, all
source end systems generate packets with the same size, ranging
from 64 bytes to 1500 bytes. Interfaces of all switches operate at 100
Mbps. We choose flow f2 as our flow of interest. Note that in practi-
cal AFDX design, worst-case end-to-end delays for all time-critical
flows should be evaluated.

As shown in Figure 2b, analytical bounds given by the approach
in [1] with and without intermediate arrival curves (IACs) incorpo-
rated are indeed upper bounds of the end-to-end network-induced
delays observed frommeasurements. Furthermore, integrating IACs
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Figure 2: Experiment settings and preliminary results.

does improve the quality (i.e., tightness) of application-specific de-
lay bounds for AFDX systems, resulting in bounds that are only
slightly greater than the worst-case delays observed. In fact, as
shown in Figure 2a, flow f2 travels through two switches to reach
end system e6. Intermediate arrival curves are measured before and
after f2 passes through the first and the second switches on its path.
Through using measured arrival curve at the input interface of an
Ethernet switch, intrinsic pessimism of network-calculus traffic
aggregation (i.e., arrival curve of a flow aggregated from multiple
sub-flows is simply the sum of those of the sub-flows) is effecti-
vely removed, and characteristics of aggregated traffic flows are
accurately taken into account. At the output end of an Ethernet
switch, serialization effect is modeled through the use of measured
output arrival curve, which has a reduced burstiness component
and will thus lead to a tighter input flow (or sub-flow) model for
downstream Ethernet switch(es).

4 CONCLUSION AND FUTUREWORK
We propose to improve the quality of delay bounds obtained from
network-calculus-based analysis through measurement-based mo-
deling. Our preliminary results show that the combination of mea-
surements and network calculus can generate sufficiently tight and
formally provable bounds for AFDX networks, making it a valuable
tool for deterministic delay performance analysis of AFDX sys-
tems. As our future work, we will explore establishing sophisticated
network-calculus models (i.e., piece-wise linear arrival and service
curves) using measurements and further study AFDX networks
with other packet scheduling policies, such as round robin [2].
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