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passive scalar (e.g., the concentration of a pollutant). We present two particle methods
that leverage the structure of the inverse problem to enable efficient computation of
the forward map, one for time evolution problems and one for Dirichlet boundary-value
problems. The methods scale in a natural fashion to modern computational architectures,

ff‘{ev:gerd;}oblems enabling substantial speedup for applications involving sparse observations and high-
Optimization dimensional unknowns. Numerical examples of applications to Bayesian inference and
Scientific computing numerical optimization are provided.
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Passive scalars

1. Introduction

Much recent computational and theoretical work has been devoted to the inverse problem of the estimation of unknown
or optimal model parameters from finite observations of the model output [1-4]. For example, recent works included recon-
struction of a seismic wave speed field from waves recorded at a finite number of point receivers [5], estimation of an ice
sliding coefficient field from finite velocity observations [6], and determination of the source of a chemical/biological attack
from measurements of toxins [7].

Approaches to these inverse problems typically involve many evaluations of the model, also called the forward map. For
example, each step of a Markov Chain Monte Carlo (MCMC) method [8] for Bayesian inference or iteration of a numerical
optimization routine [9] will require evaluation of the forward map. When that map includes observations of the solution of
a partial differential equation (PDE), these methods in turn require many solutions of the PDE. In many applications, these
PDE solves are computationally-intensive and dominate the overall time to solution. For applications where the observations
are sparse, i.e., low-dimensional, solving the PDE can be wasteful in the sense that a high-dimensional quantity is computed
only to take a low-dimensional projection of it. It is therefore desirable to identify methods that allow computation of the
parameter-to-observation map directly, without a full PDE solve.

In this work, we consider the problem of estimating the parameters of a driven diffusion (e.g., the background flow,
diffusion coefficient, or sources) from point measurements of a passive scalar (e.g., the concentration of a contaminant). We
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present two numerical methods that can be used to compute observations for these inverse problems without computation
of the full scalar field. These methods therefore bypass the need to approximate a high-dimensional PDE solution at each
step of the inverse problem and instead replace the full PDE solve with an array of particle solutions that are much less
computationally expensive. Moreover, since the particle simulations are decoupled, they can be parallelized in a straightfor-
ward manner on modern computational architectures. The result is a dramatic speedup, particularly for problems in which
the dimension of the unknowns is significantly larger than the dimension of the observations.

2. Motivation

In this article, we consider two inverse problems:
Problem 2.1 (Time-dependent Advection-Diffusion). Let D = R" (or D c R" with periodic boundary conditions). Let v: D — R",
0 :D — R™" and 6y : D — R be given functions. Assume that there exists a 6 : R x D — R satisfying
2

det = Vo (t ! Ty 9 o(t 6(0,X) =6 1)
E(,X)——V(X)- (,X)+§;(GG )"](X)W (t,x), 0(0,x)=0p(x). (

Goal: Estimate unknown u (e.g., one or more of: advection field v, diffusion coefficients o, or initial condition 6y) from finite, possibly
noisy point observations 9(tj, X;;u), j=1,...,N.

Problem 2.2 (Boundary Value (Dirichlet) Problem). Let D be an open, connected, bounded subset of R". Letv: D — R", 0 : D —
R™™ f:D— R, and6yp : 3D — R be given functions. Assume that there exists a 6 : D — R satisfying

2

1
V0 - VO + 5 Zj(O'UT)i,j(X)

8Xiaxjél(x) =f(x) xeD N

0(x) =63p(X)x € 0D.
Goal: Estimate unknown u (e.g., one or more of: advection field v, diffusion coefficients o, forcing f, or boundary condition 63p ) from

finite point observations 6 (xj; u), j=1,...,N.

In each problem, the goal is to estimate the parameters of a driven diffusion from point measurements of the passive
scalar 6. Solving these inverse problems in practice will typically involve many computations of the forward map from a
given parameter u to its associated observations, which we denote by

Gi(u)=6(t;,xj,u) forProblem 2.1
6w =g}, where { 1) =011 (3)
Giu) =0(xj,u) for Problem 2.2.
G can be thought of as being composed of two operators
Gu)=0o0S8(u) (4)

where

e The solution operator S : u — 6 requires solving the PDE (1) or (2) for parameter u
e The observation operator O involves taking point observations from 6 (u)

As such, G is typically evaluated in two steps:

1. Compute 6(u) via some numerical PDE solver
2. Compute observations G(u) from 6 (u)

This natural approach has the benefit of allowing the application of third-party “black-box” PDE solvers to the inverse
problem. However, computing S(u) involves approximating a solution that is infinite-dimensional, which can be very com-
putationally expensive, requiring a discretization with many thousands or millions of degrees of freedom. By contrast, the
evaluation of O then involves projecting that PDE solution into a finite-dimensional space. As a result, much of the work
involved in approximating S is, in some sense, discarded in the application of O. In the next section we present a numerical
method for evaluation of G that breaks this two-step paradigm.
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Fig. 1. Traces of 5 simulated It6 diffusions with the same final position.

3. Methods

In this section, we present a particle method that will allow point evaluation of 6 directly from the unknown u without
separate approximation of S. The method will involve simulating an ensemble of particles (Itd diffusions), which is a
well-known method for approximating 0; see, for example, [10], [11], or [12] for details. However, to leverage the sparse
nature of the observations, for this application we will simulate the particles backward in time from their final condition to
their initial condition. Doing so will allow us to avoid computing the entire field & by computing it only where it is needed.

3.1. A particle method for Problem 2.1

In this section, we present a particle method for computing G(u) for the time-dependent problem Problem 2.1. A key
ingredient is Kolmogorov’'s Backward Equation, which is presented in Theorem 3.1. See, for example, [13, Section 8.1] for
details.

Theorem 3.1 (Kolmogorov's Backward Equation). Let g € C2(D) and v, o € C}(D)." Then there exists a bounded 6 € C'*(R* x D)
satisfying (1), which is given by

0(t,x) =E6o(X;) (5)
where X; is the Ito diffusion

dX; = —v(Xp)dt + o X)dW;, Xo=x (6)

where W; is n-dimensional Brownian motion.

Kolmogorov's Backward Equation tells us that the value of 6 at a particular time and location (t,x) is given by the
average value of the initial condition evaluated at the position of the Itd diffusion (6) at time t when initialized at x. This
suggests a numerical method for evaluating G;(u) = 6(t;, X;; u): (1) initialize a series of particles from X;; (2) simulate their
movement to time t; according to (6); (3) evaluate 6 at that location; and (4) take the average. See Fig. 1 for an illustration.

Numerical integration of (6) can be computed, for example, with an Euler-Maruyama approximation [14,15]

Xit1 =X; — V(X Aty + o (Xi)/ At (7)

or a Milstein approximation

! Throughout this paper, C¥ (resp. C{; ) denotes the space of functions with k continuous (resp. continuous and bounded) derivatives.
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Xis1 =X — VO AG 40 (X)/AGE + 50 X)o' (%) (87~ 1) At (8)

where X; = X(t;), At; =tj41 —t;, and & ~ N(0, 1). Higher-order integration methods are described in, e.g., [14, Chapter 14].
The resulting algorithm is described in Algorithm 3.1, where N, is the number of observations and N; is the number of
particles used per observation.

Algorithm 3.1 Particle Method for Computing G;(u).
1: Given u (e.g., v, o, and/or 6p)

2: for j=1...N, do

3: fori=1...Np do

4 Set Xg) =Xj

5 Simulate (6) with (7) or (8) to get Xg)(u)
6: Compute g;')(u) =6 (Xf;))

7 end for

8 Compute Gj(u) =0(tj,Xj,u) ~ ,}—pZig}”(w
9: end for

3.2. A particle method for Problem 2.2

In this section, we present a particle method for computing G(u) for the boundary value problem Problem 2.2. The key
idea is in the following theorem (see, e.g., [13, Corollary 9.1.2]), which identifies the solution to (2) in terms of It6 diffusions.

Theorem 3.2 (Particle Solution to (2)). Let f € Cy(D), 03p € Cp(dD), and v, o € Cg (D). As in (6), let X; be the It0 diffusion

dX; = —v(Xp)dt + o Xp)dW;, Xp =X

and let Tp denote the first exit time from D. Suppose Tp < oo almost surely for all X € D. Then if there exists bounded 6 € C? (5)
satisfying (2), we have

0(x) = E [03p (Xep)] — E / FXodt | ©
0

See also [13, Sections 9.1-9.3] for related results on existence and uniqueness of solutions and [16, Chapter 9] for condi-
tions guaranteeing that 7p < oo almost surely.

As in Section 3.1, this theorem presents a natural numerical approach to evaluating G;(u) = 6(x;, u): (1) initialize a series
of particles from x;; (2) simulate their movement according to (6) until they exit D, integrating f(X)dt along the way;
(3) evaluate 6;p at the boundary location; (4) subtract the time integral of f(X;); and (5) take the average. The resulting
algorithm is described in Algorithm 3.2, where N, is the number of observations and N, is the number of particles used
per observation.

Algorithm 3.2 Particle Method for Computing G;(u) for Problem 2.2.
1: Given u (e.g., v, o, f, 63p)
2: for j=1...N, do
3: fori=1...Np do

4 set XU =x;
5 while X € D do
6: Simulate particle position X\ with (7) or (8)
7 end while )
. . -f(” -
8 Compute g (u) = 6:p (x;’&,) = o FxPyde
D

9: end for )
10: Compute Gj(u) =6(x;j, u) ~ Nip > g;‘)(u)
11: end for
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Fig. 2. GPU thread blocks [17].

3.3. Parallelization

Note that for a given observation point, all but the final step of Algorithm 3.1 or Algorithm 3.2 can be computed in
parallel. In addition, the steps for separate observation points are entirely independent. As a result, the algorithms are
embarrassingly parallel and can therefore be parallelized in a straightforward manner using any number of computational
paradigms, such as message passing interface (MPI) processes or OpenMP threads, and naturally vectorize to leverage “single
instruction multiple data” (SIMD) or “single instruction multiple thread” (SIMT) capabilities on modern CPUs or GPUs.

For example, Fig. 2, from NVIDIA’s documentation [17], illustrates the layout of threads and blocks on an NVIDIA GPU.
Each thread is a single execution unit that is grouped into a block and then run across one or more streaming multiproces-
sors. Algorithm 3.1 or Algorithm 3.2 can be ported to this architecture in a natural fashion: each observation can be assigned
to a block or group of blocks, with each particle run in a separate thread. A single GPU can execute thousands of threads
at a time, allowing thousands of particles to be simulated simultaneously on a single chip. Moreover, larger problems can
be spread across multiple GPUs or multiple machines using MPI to gain even greater efficiency; the overhead is minimal as
only the average value for each observation needs to be returned to the master process.

3.4. Computational complexity

In this section, we will compare the computational costs of Algorithm 3.1 to that of a reference Galerkin-based PDE solve.
The analysis for Algorithm 3.2 is similar and we summarize the results at the end of this section. Consider the case where
u is approximated by a basis expansion u ~ Z,&H vie; and evaluation of each basis function e; has computational cost Cp.
We use the Euler-Maruyama approximation (7) and assume N; timesteps per observation. Further, we assume evaluating G
requires N, observations and use N, particles per observation. Then the computational cost of Algorithm 3.1 for P parallel
processes/threads is given by

1
Cparticle =0 (FNoNpNtNqu> . (10)

Since the observations and particle simulations are almost entirely independent, they can be executed in parallel (see
Section 3.3). So for large P we have the limit

Cparticle — O (N¢NyGp) . (11)
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A more traditional method of solving the PDE would be to use a Galerkin projection, which would involve projecting the
PDE (1) onto a set of basis functions {</>}ll\l:b1 to get a system of ODEs for the coefficients of 6:

MO = A®
Mlm = (¢l, ¢m>

_ 1 Ty, 0%
Apn = <¢n, —V®) Vo + - inj(oa ),,J(x>m¢m>.

The bases ¢, could, for example, be spectral [18-20] or finite element basis functions. The system (12) is then integrated by
repeated iteration of some combination of M, A (explicit, Runge-Kutta methods) and/or their inverses (implicit methods).
Algorithm 3.3 outlines this algorithm for Explicit Euler time integration.

Algorithm 3.3 Reference Method for Computing G;(u) (Galerkin, Explicit Euler).

: Given u (e.g., v, o, and/or 6p)

: Project (1) onto {q&}IN:b1 to get system MO = A®
:fori=1...N; do

Multiply ©; = (M + At;A) ©j_1

: end for

:for j=1...N, do

Compute G;(u) = O(tj)di(x;)

: end for

The computational costs of assembling the matrix A are heavily dependent on the choice of v and {¢} and therefore
difficult to characterize in general. The cost of computing the observations is typically small. Ignoring these two factors, the
computational cost of Algorithm 3.3 is dominated by the time integration of the system, which is made up of a series of
matrix-vector multiplications. In general, the cost of this computation for Nj basis functions and N; time steps is

Creference -0 (NtN§> . (13)

Note also that to model an unknown of dimension N, requires N, > N,. In practice, however, accurate modeling of 6 may
require Np > Ny, particularly for small diffusion. Thus the ratio of the cost of the particle method (10) to the reference
method (13) is

Coarti CyN Coarti C
—ﬂﬂi=o<Z;> mwme—@@i«o(b). (14)

Creference b reference Ny

Thus for applications with a small enough number of observations or sufficient parallelism that a substantial proportion
of the particles can be computed in parallel, the particle method should provide substantial speedup for large Ny and in
particular for problems with high-dimensional unknowns.

We have of course made some simplifications in this analysis: For some choices of {¢} (e.g., discontinuous Galerkin [21]),
the matrix A may be sparse or block diagonal, reducing the cost of the matrix multiply and increasing the effectiveness of
parallelization. However, we have also ignored some of the costs of Algorithm 3.3 and most of the performance improvement
comes from not computing the full field 6, so the computational complexity for large N, or small N, should be as indicated
here for a large class of reference algorithms. A comparison of the computational cost of Algorithm 3.1 and Algorithm 3.3
for a sample problem is shown in Fig. 6.

The analysis for the boundary value method, Algorithm 3.2, is similar. The computational cost for the method is similar to
that of Algorithm 3.1; the main difference is that the number of timesteps required to reach the boundary of D is uncertain
and so may be larger or smaller than the largest t; for the time dependent problem. A Galerkin approach to solving (2),
meanwhile, would replace the time integration of the reference method Algorithm 3.3 with an iterative solver of a linear
system A® = F. Many efficient methods exist for solving these systems; however, because the number of basis functions
required to represent 6 would typically be much higher than the number of degrees of freedom in the parameter u, we still
expect the particle method to yield significant efficiencies for applications with sparse observations (i.e., small Ny).

3.5. Discretization error and convergence

Numerical approximation of the true G(u) via Algorithm 3.1 or Algorithm 3.2 requires weak convergence of the underly-
ing stochastic differential equation to the true value. As described in [14,15], this convergence typically involves two types
of errors:
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Fig. 3. Convergence for Algorithm 3.1 by time step At and number of particles Np. (For interpretation of the colors in the figure(s), the reader is referred
to the web version of this article.)

1. Discretization error in approximating the time evolution of the underlying stochastic differential equation. The order of
this error depends on the approximation used; for the Euler-Maruyama method (7), for example, weak convergence can
be shown to be of order 1 (error proportional to At) when v, o, 6y are sufficiently smooth (e.g., when v, o, and 6y are
twice, twice, and four times continuously differentiable, respectively). See, e.g., [14, Chapter 14] for a description of this
result for Euler-Maruyama and a description of methods with weak convergence of higher order in At.

2. Sampling error resulting from approximating the expected value by the mean of sample values. This error can be esti-

mated by considering the variance of Eg; — Nlp i gﬁi), which according to the Central Limit Theorem scales like Nlp
1

The sampling error therefore scales like ——.
ping Ny

In practice, the numerical error is a combination of these factors; the timestep At and the number of particles per
observation N, must be chosen to be sufficiently small and large, respectively, to obtain the desired level of approxi-
mation. To illustrate this point, Fig. 3 shows the convergence of Algorithm 3.1 for a sample problem with 62 =6 x 107,
6y = % + %sin(an), and v made up of 50 randomly-generated Fourier components (see (16)). Because an analytical solu-
tion was not available for this problem, the “true” value of 4(t;, X;) was approximated via a simulation with N, = 216 and
At =220 The y axis shows the maximum error across N, = 8 observation points. The time discretization in Algorithm 3.1
was implemented with the Euler-Maruyama method (7); as such, the error from time discretization is proportional to At
when sufficiently many particles are used (see the trendline from top right to bottom left). The horizontal trends to the left
of the main trendline (e.g., for N, = 8 at error of roughly 274) are cases where statistical error dominates discretization
error - i.e., not enough particles were used to achieve optimal convergence. As expected, the statistical error (and therefore

the meaning of “sufficiently many particles”) scales like \LN - increasing the number of particles by 16 reduces the error
p

by roughly a factor of 4.

For inverse problems that have been appropriately regularized, the effect of small errors in the forward model on the
results should be small. See [1, Chapter 2] for a discussion of regularization; related theory for Bayesian inversion is provided
in [2, Section 4.2]. In Bayesian problems, the numerical error may be modeled by probabilistic numerics as described in
[22,23]; the distribution of results for individual particles (i.e., the distribution of g;.’),i: 1,...,Np in Algorithm 3.1 or
Algorithm 3.2) would provide an estimate of the sampling error and therefore provide a reasonable input for probabilistic
numerical models.

3.6. Limitations
For completeness, we identify three key limitations of using Algorithm 3.1 or Algorithm 3.2 to compute G:
e As noted above, these inverse particle methods only apply to problems for which backward equation like Theorem 3.1
or Theorem 3.2 applies, i.e., where the underlying PDE is a driven diffusion.

e It is sometimes desirable to compute characteristics of 6 beyond what is contained in G. For example, [24] presents
the statistics of the variance and variance dissipation of 6 according to the Bayesian posterior on v. Of course, because
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these particle methods do not involve computing the full field 6, we cannot compute characteristics of & beyond the
values contained in G. However, we note that the proposed particle algorithm could be used to compute the solution
to the inverse problem, e.g., the maximum a posteriori up4p. Then a single, computationally-expensive PDE solve could
be used to compute the characteristics of that solution - see, for example, the plot of 6(upap) in Fig. 7 or the plot of
the optimal 6 in Fig. 9.

e Many approaches to inverse problems (e.g., Hamiltonian Monte Carlo [25,26] for Bayesian inverse problems or Newton’s
method for optimization [9]) require computing the Fréchet derivative DG(u), which cannot be computed via the par-
ticle method in its current form. The gradient of G would therefore have to be approximated, e.g. via a finite-difference
approximation involving multiple computations of G.

4. Numerical examples

In this section, we provide examples demonstrating the applications and power of the particle methods Algorithm 3.1
and Algorithm 3.2. The examples were mostly written in the Julia numerical computing language [27]; the particle method
was written in a combination of C and CUDA. The computations were run on the computational clusters at Virginia Tech,?
with each particle computation using a single NVIDIA P100 GPU. We note that a multi-GPU implementation should yield
further speedup for larger problem sizes, with minimal overhead due to the embarrassingly parallel nature of the particle
method.

4.1. Example: Bayesian inference of fluid flows

In this section we present numerical examples of the application of Algorithm 3.1 to the Bayesian inverse problem
[1,2] of estimating the background flow v from noisy point observations of 6 with a constant diffusion coefficient on the
two-dimensional periodic box T? = [0, 1]%:

Z—f(x)=—v(x)~V9(t,x)+/cA9(t,x), V.v=0, 6(0,X)=0p(X). (15)

(In the notation of (1), 0jj(X) = «/ﬂéij; note that since o is constant for this application, the Euler-Maruyama (7) and
Milstein (8) approximations are equivalent.) Accurate simulation of the low-k case is an active area of research [28-32];
in this case, the solution 6 can become high-dimensional very quickly, making accurate PDE solves highly computationally
expensive [24]. Thus the particle method will yield substantial benefit as the dimension of the background flow increases.
We represent the background flow v via a divergence-free Fourier expansion in terms of wave numbers k € Z?2

kt .
V(X) = Z vkl_eka.x (16)
K
where ki = [—ky, kx] so that k - k1 =0, and vy obeys the reality condition v = —v_x. Thus, evaluating v(x) involves

computing a series of sines and cosines; this represents the dominant cost in the particle method.

We will now compute the Bayesian posterior distribution for three example problems while using Algorithm 3.1 to
compute the forward map G. All results are computed using the preconditioned Crank-Nicholson Markov Chain Monte Carlo
(MCMC) method. For the details of this particular application, we refer the reader to [24].

The first example will demonstrate consistency of the method with the traditional two-step method implemented in [24].
The second will demonstrate how the particle method allows extension of Example 1 to higher-dimensional vector fields.
Finally, we conclude with an example where Algorithm 3.1 allows application to a problem where the true background flow
contains many thousands of components. We note that for these Bayesian inference experiments, for simplicity we have
used N = N, in the reference method; many applications would require N, > N, (more basis functions to represent 6
than v), increasing the cost of the reference method.

4.1.1. Example 1: Consistency

In [24], the forward map G was computed with a two-step “solve, then observe” method: (15) was expanded in a Fourier
basis e2"kX projected into a system of ODEs, integrated in time using a Crank-Nicolson method, and then observed. In this
section, we repeat the computations from Section 5.2 of that paper, in which v was assumed to have dimension of less than
or equal to 197 and G involved 100 point observations of 6 (i.e., N, =197 and N, = 100). In this case, the dimension of v
is low relative to the number of observations; thus the value of the particle method is limited - the PDE solves in [24] took
approximately the same time as the GPU particle implementation. The results are shown simply to demonstrate that they
are consistent for the two methods.

Fig. 4 shows the computed posterior one-dimensional and two-dimensional histograms for the first eight Fourier com-
ponents of the background flow v, for 10 million samples computed via the reference method from [24] and Algorithm 3.1.

2 http://www.arc.vt.edu.
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Fig. 4. Posterior histograms for the first eight components of v (N, = 197). Left: Reference Method, see [24]. Right: Particle Method, Algorithm 3.1.

The posterior distributions have largely the same structure; smaller differences result from the fact that the posterior for
this problem is highly complex and very slow to converge.

4.1.2. Example 2: Extension to higher-dimensions

In this example, we relax the assumption from Example 1 that the background flow has wave numbers with [k]|, <8
(Ny =197); here we allow | k||, <32 (N, = 3,209). When computed using the reference method, the 16-fold increase in
the dimension of v yielded an increase of over 300 in the computational cost of each sample, making it computationally
intractable to generate enough samples to resolve the complex structure of the posterior distribution. By contrast, the
computational cost of the GPU-based particle method only increased by a factor of 9, as some of the linear computational
cost (10) was absorbed by the parallelism in the GPU.

To approximate the posterior, we generated 2.5 million samples via 100 separate 25,000-sample chains. Fig. 5 shows the
resulting posterior histograms. When compared with Fig. 4, we see that the posterior shows additional regions of probability
mass - see, for example, the peaks for vg ~ £1.5. This indicates that the restriction of v to Fourier modes with |kl|, <8
caused some possible candidate vector fields to be missed or de-emphasized.

4.1.3. Example 3: Turbulent background flows

We conclude the Bayesian examples by using the particle method to address a problem of much higher dimension than
is considered in [24]. We again consider the Bayesian inverse problem of estimating v from measurements of 6 (see (15)).
However, this time we consider v made up of components of wave numbers with ||k||, < 80, a total of 20,081 components
(N, =20,081). We use the same initial condition 6y and prior structure as in the previous two examples (though we allow
the prior to extend to higher dimensions). In this example, we use k¥ =3 x 10~ from [33], which is typical for diffusion in
water. We generate data by drawing a velocity field from the prior and computing 6 at 13 evenly-spaced times between 0
and 0.5 at each of two observation locations: [0,0], [1, 11.

Computing a Galerkin approximation of 6 for this problem would require many matrix multiplications each of tens
of thousands of rows and columns, making the computation of many thousands of samples, in general, computationally
intractable. Using Algorithm 3.1 to compute the forward map G, however, the computation scales roughly linearly with the
number of unknowns, as shown in Fig. 6.

Fig. 7 shows the vorticity and norm of the maximum a priori (MAP) point from 100,000 computed pCN MCMC samples;
this can be thought of as the background flow that best matches both the prior measure and the observations for a given
model of observational noise. The figures show the complexity of the background flows that could be considered in the
inference by allowing the inclusion of tens of thousands of parameters.
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4.2. Optimal forcing for boundary value problem

In this section, we provide an example application of boundary value method Algorithm 3.2. For this example, we
consider a version of the boundary value problem Problem 2.2 with laminar background flow, constant diffusion, known
boundary conditions, but to-be-determined forcing:

— [ } } -VOX) +kAB(X) = iff exp (—4 ”x—x}j) H2> xeD:=[0,1
=1 2 (17)
9(x):%[cos (%x)—f—cos (%y)] xeaD.

The goal of the problem is to find the forcing coefficients F = [ f1, f2, f3] that produce the scalar field 6 that best matches

the target values ) at three observation locations {xg'gs}. That is, we seek

" . 1 2 3
Fmargmin |y~ G B, 60 = [0 (x}).F).0 (x5 F).0 (x3 F) ] (18)
The problem is thus an optimal control problem and can be interpreted as, e.g.,

o Find the heat sources or sinks that produce the desired temperature at important locations in a room
e Find the forcing that minimizes the concentration of a chemical at key locations in a system (see, e.g., [34,35] for
examples with time-varying forcing)
The forcing locations {x}])} and observation locations {xggs
we use diffusion coefficient k = 0.282, for water diffusing in air [36], and seek to match data ) =[O0, 0, 0].

Recall that the forward map G is sparse for this problem - we only need 6 evaluated at three points. We can therefore
leverage Algorithm 3.2 to speed up the computations. (For this example, the particle exit time tp < oo almost surely; see
[16, Chapter 9] for details.) We use a Nelder-Mead simplex method [37,38] as implemented in Julia’s Optim package [39] to
seek the optimal F. The method required evaluating G for thousands of possible values of F. The requirement of multiple
evaluations of the forward map is typical of many approaches to PDE-constrained optimization problems [3]. The choice of
Nelder-Mead is merely used to demonstrate the effectiveness of Algorithm 3.2 within an optimization setting.

The results, 6 and f, for the computed optimal forcing are shown in Fig. 9; notice that the observation points lie along
the contour # = 0, indicating that we have found a set of parameters that are a good match for the data. (These plots, which
required approximation of 6 for the full domain, were generated via a finite element solver after F* was computed via the
particle method; the plots required more work to generate than finding the optimal set of coefficients.)

We note that other, similar optimization problems - for example, fixing the forcing and instead seeking v, «, and/or
boundary conditions that produce 6 best matching the data - could be addressed via an analogous approach, again by
leveraging Algorithm 3.2 to compute 6 at the observation points for each value of the parameter considered by the opti-
mization algorithm.

used in this example are shown in Fig. 8. For this problem,
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