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Abstract—This paper addresses theproblemof compensating for
motion-induced Doppler frequency offset in multicarrier acoustic
communication systems based on orthogonal frequency-division
multiplexing (OFDM). In mobile acoustic systems, Doppler effect
can be severe enough that the received OFDM signal experiences
nonnegligible frequency offsets even after initial resampling. To
target these offsets, a superresolution, yet low-complexity method
based on a stochastic gradient approach is proposed. The method
relies on differentially coherent detection that keeps the receiver
complexity at a minimum and requires only a small pilot overhead.
Differential encoding is applied across carriers, promoting the use
of a large number of closely spaced carriers within a given band-
width. This approach simultaneously supports frequency-domain
coherence and efficient use of bandwidth for achieving high bit
rates.While frequency synchronization capitalizes on differentially
coherent detection, it can also be used as a preprocessing stage in
coherent receivers without creating undue complexity. Using sim-
ulation, as well as the experimental data transmitted over a 3–7-
km shallow-water channel in the 10.5–15.5-kHz acoustic band, we
study the system performance in terms of data detection mean
squared error and bit error rate, and show that the proposed
method provides excellent performance at low computational cost.
Such advantages are of paramount importance for practical im-
plementation of high data rate acoustic OFDM systems.

Index Terms—Frequency offset estimation, orthogonal
frequency-division multiplexing (OFDM), underwater acoustic
(UWA) communications.

I. INTRODUCTION

THE fundamental obstacle to robust underwater acous-
tic (UWA) communications is the combined effects of

longmultipath and Doppler fluctuations. Orthogonal frequency-
division multiplexing (OFDM) offers remarkable robustness
against frequency-selective channels at reasonably low compu-
tational loads. This fact motivates the use of OFDM in mobile
acoustic communications where the channel exhibits long mul-
tipath delays but each narrowband carrier only experiences flat
fading, thus eliminating the need for time-domain equalizers
[1]–[5].
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The major problem in applying OFDM to acoustic channels
is the Doppler distortion caused by relative motion between the
transmitter and receiver, which results in frequency shifting. For
the relative transmitter/receiver velocity v and the propagation
speed c (nominally 1500 m/s), Doppler scaling occurs at the rate
a = v/c. In highly mobile scenarios, where v is on the order of
a fewmeter per second, Doppler frequency scaling is effectively
seen as a time-varying channel distortion that adversely affects
the performance of OFDM systems as it causes loss of orthogo-
nality between the carriers. To mitigate the resulting distortion,
front-end resampling must be performed [3]–[5]. Coarse resam-
pling is typically performed on an entire frame ofOFDMblocks,
and may leave individual blocks within a frame exposed to dif-
ferent frequency offsets. A residual carrier frequency offsets
(CFOs) destroys the orthogonality among carriers, thus causing
two detrimental effects, namely reduction in the signal-to-noise
ratio (SNR) at the output of the filters matched to each carrier,
and intercarrier interference. As a result, the bit error rate (BER)
performance is severely degraded [6], [7]. Therefore, OFDM for
UWA communications requires agile and accurate estimation of
CFO. In this paper, we target estimation of residual CFO within
a single block of an OFDM system.
The extensive literature on CFO estimation for OFDM can be

categorized into data-aided schemes and nondata-aided (blind)
schemes. The data-aided schemes (e.g., [7] and [8]) rely on the
periodic transmission of known OFDM blocks. Moose in [7]
presented the maximum likelihood (ML) estimator for the CFO,
which is calculated in the frequency domain after fast Fourier
transform (FFT) demodulation. This technique relies on trans-
mission of two consecutive and identical OFDM blocks and is
based on the assumption that the channel remains unchanged
for the duration of the two blocks. Schmidl and Cox [8] pro-
posed a two-step method through the use of a two-block train-
ing sequence that doubles the acquisition range compared to the
method in [7]. In this technique, after finding the frame timing
by searching for a block in which the first half is identical to the
second half in the time domain, the CFO is partially corrected
and a correlation with the second block is performed to find
the CFO.
The data-aided methods assume that the frequency offset is

time-invariant for the duration of a number of OFDM blocks.
Moreover, due to the transmission of known sequences, these
techniques incur a loss in the information rate. To avoid this
loss and target time-varying frequency offsets, a blind method
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that exploits only the specific redundancy offered by the pres-
ence of cyclic prefix (CP) was proposed in [9]. The basic idea
underlying [9] is that on ideal channels, the first and last sample
of each OFDM block are equal to each other. More specifically,
Van de Beek et al. [9] proved that their method approximates
the optimum ML estimator when the channel is ideal. How-
ever, the performance of the method degrades considerably as
frequency selectivity becomes more pronounced, and as shown
in [9], the variance of the carrier offset estimate exhibits a floor at
high SNR.
In this paper, we propose a method that targets time-varying

CFO for acoustic channels with long multipath and severe
Doppler fluctuations based on a stochastic gradient (SG) ap-
proach. Unlike the CP-based method [9], this method can also
be used in acoustic OFDM systemswhich adopt zero-padding to
save transmission power over long guard intervals. In addition,
the proposed method has the capability of exploiting spatial di-
versity to obtain a better estimate of the CFO. The method is
based on differentially coherent detection that keeps the receiver
complexity at a minimum and requires only a very low pilot
overhead. Differential encoding is applied across carriers, pro-
moting the use of a large number of carriers within a given band-
width [5], and offering a computationally efficient alternative to
differentially coherent detection in single-carrier systems [10],
[11]. While narrow carrier spacing ensures frequency-domain
coherence, it simultaneously supports efficient use of bandwidth
for achieving high bit rates. The method can be deemed as an
adaptive version of the hypothesis testing (HT) approach pre-
sented in [12], withmore accurate estimation of CFO that results
in an improved mean squared error (MSE) performance at sig-
nificantly lower computational cost.
The technique is demonstrated on both simulated data

and experimental data from the Mobile Acoustic Commu-
nication Experiment (MACE’10), showing excellent results
in situations with Doppler frequency offsets on the order of
a carrier spacing. In the MACE’10 experiment, the trans-
mitter moved at a relative speed of 0.5–1.5 m/s with re-
spect to the receiver, and OFDM blocks containing up to
2048 carriers which conveyed QPSK/8 phase shift key-
ing (8-PSK) data symbols and occupied the acoustic fre-
quency range between 10.5 and 15.5 kHz. The proposed
method achieves excellent performance in these challenging
conditions.
The rest of this paper is organized as follows. In Section II,

we introduce the signal and system model. Section III briefly
discusses the hypothesis-based approach and details the pro-
posed method for compensating frequency offsets. Section IV
and Section V contain the results of simulation and experimen-
tal data processing, respectively. Conclusions are summarized
in Section VI.

II. SIGNAL AND SYSTEM MODEL

We consider an OFDM system with Mr equispaced re-
ceivers and K carriers within a total bandwidth B. Let f0
and Δf = B/K denote the first carrier frequency and carrier
spacing, respectively. We assume the use of zero-padding at

the transmitter along with the overlap-and-add procedure at the
receiver [13]. The transmitted OFDM block is then given by

s(t) = Re

{
K−1∑
k=0

dke2πifk t

}
, t ∈ [0, T ] (1)

whereT = 1/Δf is theOFDMblock duration. The data symbol
dk , which modulates the kth carrier of frequency fk = f0 +
kΔf , belongs to a unit-amplitude PSK alphabet.
The transmitted signal passes through a multipath acoustic

channel whose impulse response can be modeled as follows:

h(τ, t) =
∑

p

hp(t)δ(τ − τp(t)) (2)

where hp(t) and τp(t) represent the gain and delay of the pth
path, respectively. We isolate a common Doppler scaling factor
a such that τp(t) ≈ τp − at, and further assume that the path
gains are slowly varying such that hp(t) ≈ hp for the duration
of one OFDM block. With these notions, we can rewrite (2) as
follows:

h(τ, t) ≈
∑

p

hpδ(τ − τp + at). (3)

After frame synchronization, initial resampling and down-
conversion, the lowpass equivalent received signal on the mth
receiving element is modeled as follows:

vm (t) = eiβt
K−1∑
k=0

Hm
k dke2πikΔf t + wm (t), t ∈ [0, T ] (4)

where β is the unknown frequency offset assumed common
for all Mr receiving elements, Hm

k is the channel frequency
response on the kth carrier of the mth receiving elements, and
wm (t) is the additive complexGaussian noise, assumed to be un-
correlated between the receiving elements. Assuming the same
gross frequency offset β for all receiving elements is plausible
when the elements are colocated, and it helps to promote the
multichannel processing gain.
The model (4) captures rough frequency shifting and serves

as a starting point in developing the method for frequency off-
set compensation. The finer points of frequency shift changing
across the bandwidth are left to post-FFT processing.

III. FREQUENCY OFFSET ESTIMATION

A. Hypothesis Testing (HT) Approach

In this approach, several hypothesized values of the frequency
offset are used, e.g., with resolution of Δf/10, and differential
maximal ratio combining (DMRC) is performed for each hy-
pothesized value. Specifically, let us assume that the Mr signals
are compensated by some hypothesized value β̂, and that de-
modulation is performed on all the receiving elements to yield

ym
k =

∫
T

vm (t)e−iβ̂ te−2πikΔf tdt (5)

where k = 0, . . . , K − 1 and m = 1, . . . , Mr . Arranging the
signals corresponding to carrier k into a vector yk and perform-
ing DMRC, the estimates of the differentially decoded data
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symbols bk = d∗k−1dk are obtained as1

b̂k =
∑Mr

m=1(y
m
k−1)

∗ym
k∑Mr

m=1(y
m
k−1)∗y

m
k−1

=
1

yH
k−1yk−1

yH
k−1yk = aH

k yk .

(6)

Here, we implicitly assume that the channel frequency re-
sponse changes slowly from one carrier to the next, i.e.,
Hm

k−1 ≈ Hm
k ∀k = 1, . . . , K − 1 and m = 1, . . . , Mr [5].

Using equally spaced pilot data symbols bk , k ∈ Kp , where
Kp is the set of pilot carriers, the composite squared error is
formed as follows:

E(β̂) =
∑
k∈Kp

|bk − b̂k |2 (7)

and the estimate β̂� is obtained as β̂� = arg minβ̂ E(β̂).

B. Stochastic Gradient (SG) Approach

The finite resolution of the frequency offset estimate obtained
from the HT approach gives rise to an error floor in the estimator
variance. To reduce the variance of the estimate, we develop an
SG approach where the composite squared error (7) is used to
close the loop and guide the estimation of β.2

To gain insight into the operation of the SG loop, let us as-
sume for the moment that the DMRC coefficients ak are fixed.
This type of assumption is often used in developing adaptive al-
gorithms in the context of differentially coherent detection [11].
With ak independent of β, the gradient of the composite squared
error is given by

∂E(β̂)

∂β̂
= −2Im

⎧⎨
⎩

∑
k∈Kp

aH
k ỹk e∗k

⎫⎬
⎭ (8)

where ek = bk − b̂k ∀k ∈ Kp and the mth element of ỹk is
given by

ỹm
k =

∫
T

tvm (t)e−iβ̂ te−2πikΔf tdt, m = 0, . . . , Mr . (9)

Using the gradient, β̂ can be calculated iteratively as follows:

β̂(j + 1) = β̂(j) + Kβ γ(j), j ≥ 0 (10)

where γ(j) = Im{∑k∈Kp
aH

k (j)ỹk (j)e∗k (j)}, and Kβ is the

frequency offset update parameter. The initial point β̂(0) can be
set to zerowhen the frequency offset β/2π is a fraction of carrier
spacing Δf . We will comment on the initial point and step size
later. In each iteration, ym

k (j) and ỹm
k (j) can be obtained using

FFT, applied to the samples of vm (t) and tvm (t), respectively.
In deriving (8), we naively ignored the fact that once the loop

is closed, the DMRC coefficients ak will be computed from the
input signals yk , and will, hence, depend on the offset β. Taking
into account the dependence of ak on β, we obtain an alternative

1(·)∗ and (·)H denote complex conjugate and Hermitian transpose, respec-
tively.

2Note that this type of algorithm is sometimes also referred to as steepest
descent in the optimization theory.

approach resulting in better MSE performance. To arrive at this
algorithm, we define the following:

pk = yH
k−1yk (11a)

qk = yH
k−1yk−1 (11b)

p̃k = yH
k−1 ỹk − ỹH

k−1yk (11c)

q̃k = yH
k−1 ỹk−1 − ỹH

k−1yk−1 (11d)

where p̃k = i(∂pk/∂β̂) and q̃k = i(∂qk/∂β̂). With these defi-
nitions, the estimate of the differentially decoded data symbols
is obtained as follows:

b̂k =
pk

qk
. (12)

The gradient of the composite squared error is then given by

∂E(β̂)

∂β̂
= −2 Im

{∑
k∈Kp

1
qk

[
p̃k − q̃k b̂k

]
e∗k

}
︸ ︷︷ ︸

γ

. (13)

SG recursion remains as in (10), with the increment γ defined
in (13). While gradient descent is a classical tool used in many
algorithms that target frequency offset estimation, e.g., [14] and
[15], here it is tailored for differentially coherent detection, and
also exploits spatial diversity to compensate for the frequency
offset before FFT demodulation. The algorithm can be set to run
either for a prespecified maximum number of iterations NI or a
predefined error threshold η. Fig. 1 shows the block diagram of
the SG algorithm.
Fig. 2 shows the composite squared error (7). Although this

error has a global minimum, it is a nonconvex function of the
frequency offset β̂ [or equivalently, the normalized frequency
offset ε̂ = (β̂/2πΔf)]. Thus, if the initial point β̂(0) is not
properly selected, the SG algorithm may converge to a local
minimum. To address this issue in block-by-block receivers, we
use the HT approach as an acquisition technique that can oper-
ate with an arbitrary range of hypothesized frequency offsets to
compensate for the frequency offset in the first block. Capital-
izing on the fact the frequency offset from one block to the next
is not changing significantly, from the second block and on, we
employ the SG approach where the initial value β̂(0) is set to
the frequency offset estimated in the previous block.We use this
approach to process the real data obtained from the MACE’10
experiment (see Section V).
In addition to properly specifying the initial point, careful

selection of the step size is often necessary to obtain good per-
formance from the SG algorithm. The step size has a notable im-
pact on the convergence speed of the algorithm. To improve the
convergence speed, we use the Barzilai–Borwein (BB) method
proposed in [16] to update the step size. In the BB method, the
step size is derived from a two-point approximation to the secant
equation underlying quasi-Newton methods as follows:

Kβ (j) =
β̂(j) − β̂(j − 1)

2(γ(j − 1) − γ(j))
≈

(
∂2E(β̂)

∂β̂2

)−1

. (14)
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Fig. 1. Block diagram of SG algorithm for a ZP-OFDM system with multiple receiving elements.

Fig. 2. Normalized composite squared error (1/|Kp |)E(β̂) for a ZP-OFDM
block with K = 1024 and Δf = 4.9 Hz. The actual frequency offset is set
to β/2π = 0.4Δf . The composite squared error is a nonconvex function of
frequency offset β̂ = 2πε̂Δf .

For the iteration j = 0where β̂(−1) and γ(−1) are unavailable,
Kβ (0) is set to a small value to preclude the algorithm from
diverging.
The formal steps of the SG algorithm are summarized in

Algorithm 1. The computational cost of the algorithm is
primarily dominated by steps (3) and (4), which take
O(2MrK log(K)) operations per iteration due to FFT com-
putation. The operations in the other steps of the algorithm
require a total |Kp |(12Mr + 2) of complex multiplications, ad-
ditions, and divisions per iteration. For practical systems where
K � |Kp |, the total cost of the algorithm is upper-bounded by
O(2NI MrK log(K)), where NI is the maximum number of
iterations.

Algorithm 1: SG Algorithm With BB Step Size.

Input: v(t) = [v1(t) · · · vMr
(t)]T , set of pilot carriers

Kp ,
pilot data symbols bk (∀k ∈ Kp ), NI , η, Kβ (0),
and β̂(0)

Output: β̂�

1: j = 0 and E(β̂;−1) = 0
2: while (j ≤ NI ) do
3: yk (j) =

∫
T v(t)e−iβ̂ (j )te−2πikΔf tdt,∀k

4: ỹk (j) =
∫

T tv(t)e−iβ̂ (j )te−2πikΔf tdt,∀k
5: for k ∈ Kp do
6: pk (j) = yH

k−1(j)yk (j), qk (j) = yH
k−1(j)yk−1(j)

7: p̃k (j) = yH
k−1(j)ỹk (j) − ỹH

k−1(j)yk (j)
8: q̃k (j) = yH

k−1(j)ỹk−1(j) − ỹH
k−1(i)yk−1(j)

9: b̂k (j) = pk (j )
qk (j ) , ek (j) = bk − b̂k (j)

10: γk (j) = 1
qk (j )

[
p̃k (j) − q̃k (j)b̂k (j)

]
e∗k (i)

11: end for
12: E(β̂; j) =

∑
k∈Kp

|ek (j)|2
13: if (|10 log10(

E (β̂ ;j )
E (β̂ ,j−1)

)| > η) then

14: γ(j) = Im
{∑

k∈Kp
γk (j)

}
15: if (j > 0) then
16: Kβ (j) = β̂ (j )−β̂ (j−1)

2(γ (j−1)−γ (j ))
17: end if
18: β̂(j + 1) = β̂(j) + Kβ (j)γ(j)
19: else
20: break
21: end if
22: j = j + 1
23: end while
24: return β̂� = β̂(j)
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Fig. 3. Performance illustration for an OFDM frame with 8 blocks and K = 1024 carriers modulated by differentially encoded QPSK (top) and 8-PSK (bottom)
data symbols. Shown are the normalized frequency offset estimate (NFOE) for the entire frame, the evolution of the frequency offset estimate for the last block,
the algorithm convergence plot obtained for the last block, and the last block.s scatter plot. Only 8 pilots are used and the initial value of Kβ is set to 1. hypothesis
testing approach is applied to the first block to perform the acquisition step. For the second block and on, the initial value of the update (13) is set to the frequency
offset estimated in the previous block [colored circles in (a), (b), (e), and (f)]. In the scatter plots shown in (d) and (h), the data detection MSE is −17.5 dB and
−15.3 dB, respectively, and there are no symbols errors. (a) and (e) NFOE. (b) and (f) Evolution of NFOE. (c) and (g) Convergence plot. (d) and (h) Scatter plot.

In Fig. 3, we illustrate the algorithm operation on two OFDM
frames of experimental recordings, one carrying QPSK data and
the other 8-PSK. Each frame has eight blocks and K = 1024
carriers. The normalized frequency offset estimate for the eight
blocks in the underlying frames, the algorithm convergence plot
obtained for the last block of each frame, the evolution of the
frequency offset estimate for the last block, and the last block’s
scatter plot are shown.

IV. SIMULATION RESULTS

In this section, we assess the performance of the proposed SG
frequency offset estimator through simulation and compare it to
that of the HT approach. We report on the performance of the
two variants of the SG algorithm, one based on (8) and the other
based on (13), and the HT method in terms of the data detection
MSE and the normalized standard deviation of the estimation
error.
In the simulation, one OFDM block with K = 1024 carri-

ers modulated by data symbols from the QPSK constellation is
transmitted through a synthetic UWA channel. We utilize the
statistical channel model proposed in [17] to simulate the UWA
channel and choose the channel geometry parameters corre-
sponding to those in the MACE’10 experiment. The receiver
uses a vertical array with four equally spaced receiving ele-
ments that are spaced drx = 12 cm apart. We assume that the
propagation time across the array is short compared to the block
duration, i.e., that each receiving element sees the same basic
multipath structure. The channel path delays seen by the mth

element are modeled as follows:

τ (m )
p = τ (1)

p + (m − 1)
drx
c

sin(θp) (15)

where θp is the angle of arrival of the pth channel path with
respect to the broadside of the receiver array. The complex
Gaussian channel path amplitudes hp seen by the receiving
elements are generated independently. The average energy of
the channel impulse response is normalized to unity. Table I
summarizes the simulation parameters.
Fig. 4(a) illustrates the performance of the HT and SG ap-

proaches in terms of data detection MSE as a function of the
SNR at the input to the algorithm. The MSE is measured as
follows:

MSE =
1

Nr

Nr∑
i = 1

1
K − 1

K−1∑
k=1

|bi
k − b̂i

k |2 (16)

where b̂i
k is the estimate of the kth differentially encoded data

symbol bi
k in the ith realization andNr is the number of channel

and noise realizations. Clearly, the SG method based on (13)
outperforms the method where the gradient is given by (8) at
negligible computational burden [|Kp |(12Mr + 2) operations,
twice the number needed by (8)]. Hence, in the rest of the
analysis, we will focus on the performance of the SG algorithm
based on (13). The SGmethod also shows superior performance
compared to the HT algorithm, which it achieves by virtue of
superresolution frequency offset estimation. This fact is quanti-
fied in Fig. 4(b), which shows the root normalized MSE of the
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TABLE I
SIMULATION PARAMETERS

The distance between receiving elements is d rx = 12 cm. The frequency offset is β/2π = 0.12Δf Hz and the
guard interval is Tg = 16 ms. The number of pilots is |Kp | = 8.

Fig. 4. Performance of the HT and SG algorithms for 20 000 realizations of the MACE’10-like simulated UWA channel. (a) MSE of data detection and (b)
normalized standard deviation of the estimate as functions of the SNR at the input to the receiver are shown. The actual frequency offset is β/2π = 0.12Δf . Only
eight pilots are used and the hypothesized values range from −0.5Δf to 0.5Δf in steps of Δf/10.

estimators given by

RNMSE =

√
1

Nr

∑Nr

i = 1(β − β̂�
i )2

β
(17)

where β̂�
i is the estimate of the frequency offset β in the ith

realization.

V. EXPERIMENTAL RESULTS

In this section, we provide the results from the MACE’10
which took place off the coast of Martha’s Vineyard, MA, USA,
in June 2010. Fig. 5(a) shows the approximate channel geom-
etry, the structure of the receiver array spanning a total linear
aperture of 1.32 m, and the ship trajectory along which the re-
peated transmission of OFDM signals occurred during 3.5 h of
recording. During this time, two sets of OFDM signals, labeled
S1 and S2 in Fig. 5(b), were transmitted using the acoustic
frequency range between 10.5 and 15.5 kHz. The first set S1
consisted of six frames of ZP-OFDM blocks, which differed in
the number of carriers ranging from 64 to 2048. The signals
in set S2 included three superframes corresponding to QPSK
ZP-OFDM, QPSK CP-OFDM, and 8-PSK ZP-OFDM blocks.
Each superframe consisted of five frames with different number
of carriers ranging from 128 to 2048.

Fig. 6(a) shows the structure of the ZP-OFDM frames whose
parameters are shown in Table II. Each frame includes a pream-
ble, Nb OFDM blocks consisting of a total of Nd = 213 differ-
entially encoded QPSK or 8-PSK symbols, and a postamble.
The synchronization preamble and postamble are short sig-
nals formed from a pseudonoise sequence mapped to a unit-
amplitude binary PSK alphabet.
Fig. 6(b) shows the block diagram of the receiver used to

process the received signals from the MACE’10 experiment.
Frame synchronization is performed using the method proposed
in [5]. Front-end resampling is then applied to compensate for
the time compression/dilation that the received signal experi-
ences. To obtain a rough estimate of Doppler scaling factor, we
measure the length of the received frame as Trx = Ttx + Δτ
where Ttx is the transmitted frame duration and Δτ repre-
sents the amount of time compression/dilation. Time com-
pression/dilation is obtained as Δτ = arg maxτ |Rpre,post(τ)|
whereRpre,post(τ) is the correlation between the received pream-
ble and postamble signals (its magnitude peaks at lag zero if
there is no time compression/dilation). The Doppler scale es-
timate is given by â = Ttx/Trx − 1, and the received signal is
resampled accordingly, by a factor 1/(1 + â) [12]. Recall that
this resampling pertains to an entire frame of blocks, possibly
leaving individual blockswithin a framewith a different residual
frequency offset.
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Fig. 5. (a) Channel geometry and receiving array structure of the MACE’10 experiment. (b) Ship trajectory. The transmitter first moved away from the receiver,
then toward the receiver at a varying speed that ranged from 0.5 m/s to 1.5 m/s. This process took approximately 3.5 h, during which there were 52 transmissions
of S1 and S2 signals (small circles and diamonds, respectively) every 4 min. Every odd transmission (S1 ) consisted of six frames of ZP-OFDM blocks and each
of the frames contained a total of 213 differentially encoded QPSK symbols. In even transmissions (S2 ), the transmitted signal consisted of three superframes.
The first two superframes each contained five frames of ZP-OFDM and CP-OFDM blocks with a total of 213 differentially encoded QPSK symbols. The last
superframe included five frames of ZP-OFDM blocks, each with a total of 213 differentially encoded 8-PSK symbols.

Fig. 6. (a) Illustration of the structure of a sample ZP-OFDM frame. (b) Block diagram of the receiver used in processing the recorded MACE’10 data. The
pause interval between the preamble and the OFDM signal is Tpse = 32 ms. Tm p denotes the delay spread of the channel. Time compression/dilation is estimated
as the lag that maximizes the correlation between the received preamble and postamble signals [12].

TABLE II
MACE’10 SIGNAL PARAMETERS

The guard interval is Tg = 16 ms. The total bandwidth is B = 5 kHz and the
lowest carrier frequency is f0 = 10.5 kHz. The uncoded bit rate and bandwidth
efficiency are calculated for 8-PSK modulation. The values of the bit rate and
bandwidth efficiency for QPSK modulation are 2/3 of the corresponding 8-PSK
values. The bandwidth efficiency is obtained assuming eight pilots per block.

We demonstrate the performance of the proposed SG algo-
rithm for residual frequency offset compensation in terms of

data detection MSE and average execution time T̄exe, which is
deemed a practical indicator of the algorithm complexity. We
also report on the estimated cumulative density function (CDF)
of the MSE measured in each signal frame. Furthermore, we
show the BER and block error rate (BLER) of the system when
low-density parity check (LDPC) codes are used with various
code rates.
The MSE corresponding to an OFDM signal with K carriers

is measured in the nth block of the ith frame as follows:

MSEi(n,K) =
1

K − 1

K−1∑
k=1

|bi
k (n) − b̂i

k (n)|2 (18)

and the MSE per frame is obtained as follows:

MSEi(K) =
1

Nb

Nb∑
n=1

MSEi(n,K). (19)
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Fig. 7. (a) Average MSE versus the number of carriers K for ZP-OFDM blocks containing differentially encoded QPSK symbols. (b) Average execution time
as a function of the number of carriers (log scale). (c) Average MSE as a function of the number of carriers for ZP-OFDM blocks containing differentially encoded
8-PSK symbols. (d) Average MSE versus the number of carriers for ZP-OFDM and CP-OFDM. In (a), (b), and (d), the performance of the systems equipped with
the HT and SG algorithms is compared to that of the system without any frequency offset compensation (w/o FOC). The results in (a) and (b) are obtained by
averaging over 104 transmissions of ZP-OFDM frames containing QPSK symbols. Each point in (c) and (d) is obtained from 52 transmissions of signals in the
set S2 . The HT algorithm is applied to the first block of each frame to initialize the SG algorithm, which then refines the estimate. In (b), the average number of
stochastic recursions performed is 3.6, 3.9, 4, 3.7, and 2.8 for log2 K = 7, 8, 9, 10, and 11, respectively. All 12 receiving elements are used to perform DMRC (6)
and only 8 pilots are used to form the composite squared error (7) in each block.

The average over all Nf frames is

MSE(K) =
1

Nf

Nf∑
i=1

MSEi(K). (20)

Note that due to the random channel variation and a finite
number of measurements, each of these quantities is a random
variable.
Fig. 7 illustrates the average MSE and the average execution

time of the HT and SG algorithms as a function of the number
of carriers K (log scale). In the SG algorithm, for the first block
of each frame, a rough estimate of the frequency offset estimate
is first obtained using the HT algorithm with the hypothesis
interval [−3Δf, 3Δf ] (acquisition step). The SG algorithm is
then applied to obtain a fine estimate of the frequency offset.
From the second block and on, only the SG algorithm is used.
The initial value of the frequency offset in a current block is set

to the frequency offset estimated in the previous block based
on the grounds that the frequency offset is not changing signifi-
cantly from one block to the next. For the HT algorithm, based
on the same reasoning, the hypothesis interval [−3Δf, 3Δf ]
is changed from the second block and on to shorter intervals
[−FK Δf, FK Δf ] around the frequency offset estimated in the
previous block. FK = 0.5 for K between 64 and 1024, and
FK = 1.5 for K = 2048, while the resolution factor remains
the same as in the first block. To provide a performance bound
relevant for the experimental data, the performance of the HT
algorithm for larger resolution factors; namely, 20 and 100, is
also shown. The exhaustive performance analysis of the HT al-
gorithm can be found in [12]. It is remarkable to see that the
SG algorithm achieves the performance bound while incurring
a lower computational cost than the HT algorithm. Since in-
creasing the resolution factor from 10 to 20 and 100 does not
improve the performance of the HT algorithm significantly, we
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Fig. 8. Estimated CDF of the MSE for the SG and HT algorithms applied to the three configurations of transmitted signals, (a) QPSK ZP-OFD, (b) QPSK
CP-OFDM, and (c) 8-PSK ZP-OFDM. The CDFs in (a) reflect all 104 transmissions with K = 1024 carriers during MACE’10. The CDFs in (b) and (c) are
obtained from 52 transmissions of S2 signals with the same number of carriers. In (a)–(c), the SG algorithm delivers MSE below −12 dB for 86%, 90%, and 90%
of the transmitted OFDM blocks, respectively.

Fig. 9. Average MSE versus the number of receiving elements. The number of carriers and pilots are 1024 and 8, respectively. The receiving elements are
maximally spaced. (a) MSE versus Mr for QPSK ZP-OFDM. (b) MSE versus Mr for QPSK CP-OFDM. (c) MSE versus Mr for 8-PSK ZP-OFDM.

set the resolution factor to 10 throughout the rest of analysis.
Each point in Fig. 7(a) and (b) is obtained by averaging over all
carriers, blocks, and 104 ZP-OFDM frames from the sets S1 and
S2 . Each point in Fig. 7(c) and (d) is obtained from averaging
over 52 transmissions of S2 signals.

Fig. 7 clearly shows that the SG algorithm results in superior
performance in terms of the average MSE and average running
time. Fig. 7(b) compares the running time of the HT algorithm
with the SG algorithm and shows that the SG algorithm has
lower complexity than the HT method. It thus enables oper-
ation with a greater number of carriers, effectively increasing
the bandwidth efficiency at a lower computational complexity.
Lower computational complexity and better MSE performance
make the SG algorithm a good practical candidate for frequency
offset compensation in acoustic OFDM systems. Fig. 7(c) pro-
vides the MSE performance for the ZP-OFDM frames contain-
ing differentially encoded 8-PSK symbols. Fig. 7(d) illustrates
data detection MSE for frames containing ZP-OFDM and CP-
OFDM blocks. As expected, CP-OFDM exhibits slightly better
performance at the cost of more transmission energy.
Fig. 8 illustrates the estimated CDF of the MSE per block

for the three different scenarios (QPSK ZP-OFDM, QPSK CP-
OFDM, and 8-PSK ZP-OFDM). This result refers to K = 1024
carries and includes all the frames, transmitted over 3.5 h.

Systems equipped with the SG and HT algorithm deliver MSE
below −12 dB for 90% and 86% of blocks, respectively, for
the ZP-OFDM blocks conveying differentially encoded 8-PSK
symbols. The same performance is observed for the CP-OFDM
signals conveying differentially encoded QPSK symbols.
Fig. 9 illustrates the MSE performance as a function of the

number of receiving elements Mr , which are chosen maximally
and equally spaced among the 12 available elements. Evidently,
a significant improvement is observed as the number of elements
increases and spatial diversity gain is extracted. Although the
best performance (−14 dB of MSE) is achieved by using all
the 12 elements, using six elements also provides an excellent
performance (−13 dB of MSE). Increasing the number of ele-
ments exhibits the effect of diminishing returns as the total array
aperture remains the same.
In Fig. 10, we demonstrate the performance of the system

used for the three configurations of signals in terms of average
BER and average BLER using regular LDPC codes with vari-
ous code rates ranging from 0.1 to 1. The codeword length is
N = 2K for QPSK or N = 3K for 8-PSK, respectively; thus,
each codeword constitutes an OFDM block. The column weight
of the M × N parity check matrix, where M is the number of
parity bits, is wc = 3 for all the code rates considered, and the
row weight wr = wcN/M varies from 3.3 to 30 corresponding
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Fig. 10. Top: Average BER versus the rate of the LDPC code. Bottom: Average BLER as a function of rate of the LDPC code. The results in (a) and (d) reflect
all 104 transmissions with 1024 carriers during MACE’10. Using code rates as high as 0.9, the frequency synchronization method based on the SG approach
enables excellent performance with BER = 10−5 and BLER = 2.4× 10−3 for CP-OFDM blocks. The SG algorithm can also achieve BER and BLER as low as
5.5× 10−5 and 1.2× 10−2 for OFDM blocks whose carriers are 8-PSK modulated. (a) BER for QPSK ZP-OFDM. (b) BER for QPSK CP-OFDM. (c) BER for
8-PSK ZP-OFDM. (d) BLER for QPSK ZP-OFDM. (e) BLER for QPSK CP-OFDM. (f) BLER for 8-PSK ZP-OFDM.

to code rates from 0.1 to 0.9 [18]. We use soft decision decod-
ing that takes the likelihood ratio for each code-bit as an input.
Decoding is performed based on the probability propagation
algorithm that can be seen as an instance of the sum–product al-
gorithm [19]. Employing the proposed algorithms for frequency
offset compensation enables LDPC to work to its full potential.
Using the SG algorithm and code rate as high as 0.9, we achieve
BER and BLER as low as 10−5 and 2.4× 10−3 , respectively,
for CP-OFDM frames containing differentially encoded QPSK
symbols. Code rates below 0.9 result in low BER values that
cannot be measured with the existing data.

VI. CONCLUSION

We considered differentially coherent detection of acoustic
OFDM signals and targeted frequency offset through two meth-
ods, HT and SG algorithm, for channels with severe Doppler
distortion where random, time-varying frequency shifts can be
comparable with the carrier spacing. Thesemethods find the fre-
quency offset by minimizing the squared error of estimated data
symbols on only a few pilots. In the HT method, the frequency
offset estimate is found through a simple linear search over an
interval of hypothesized values with a prespecified resolution.
In contrast, the SG algorithm yields an estimate of the frequency
offset with superresolution. The convergence speed of the SG
algorithm can be improved by coupling it with the HT, which
acts as an acquisition technique with no constraint on the ac-
quisition range. These techniques can be used as a stand-alone

approach for differentially coherent detection, but they can also
be employed as a preprocessing stage for coherent detection.
The key feature is that only a few pilots suffice to determine the
frequency shift, and once the frequency offset has been com-
pensated, data symbols can be detected either in a coherent or
differentially coherent manner.
We presented a statistical performance analysis using both

simulation and experimental data recorded over a mobile acous-
tic channel. Simulation results, as well as experimental results
obtained using the MACE’10 data, clearly show the effective-
ness of the SG algorithm in compensating for the motion-
induced time variation of the channel. Specifically, excellent
performance was achieved with real data using 12 receiving
elements, and up to 2048 carriers which convey differentially
encoded QPSK/8-PSK data symbols and occupy the acoustic
frequency range between 10.5 and 15.5 kHz, corresponding
to the transmission rate of 14.4 kb/s (13 kb/s if with rate 0.9
LDPC). The average MSE observed over 25 800 transmitted
OFDM blocks during the MACE’10 is −12 dB. Our results
show that the proposed method delivers an average MSE below
−12 dB for 90% of OFDM blocks and enables a very high rate
LDPC code to achieve an excellent BER of 10−5 and BLER of
2.4× 10−3 at very low computational complexity.
In addition to providing excellent performance, the proposed

method enables operation with a greater number of carriers,
thus increasing the bandwidth utilization with minimum pilot
overhead. Most notably, the running time of the SG algorithm
is much smaller than the duration of OFDM symbol (e.g., the



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

TADAYON AND STOJANOVIC: LOW-COMPLEXITY SUPERRESOLUTION FREQUENCY OFFSET ESTIMATION 11

running time of SG algorithm is three times shorter than the
duration of an OFDM symbol with K = 1024 carriers), thus
offering an appealing solution for real-time implementation in
high-rate, mobile UWA systems.
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