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Abstract
The long-term effects of complex terrain on solar energy distributions and surface hydrology over the Tibetan Plateau (TP) 
are investigated using the 4th version of the global Community Climate System Model (CCSM4) coupled with a 3-D radiative 
transfer (RT) parameterization. We examine the differences between the results from CCSM4 with the 3-D RT parameteriza-
tion and the results from CCSM4 with the plane-parallel RT scheme. In January (winter), the net surface solar flux (FSNS) 
displays negative deviations over valleys and the north slopes of mountains, especially in the northern margin of the TP, as 
a result of the 3-D shadow effect. Positive deviations in FSNS in January are found over the south slopes of mountains and 
over mountain tops, where more solar flux is intercepted. The deviations in total cloud fraction and snow water equivalent 
(SWE) exhibit patterns opposite to that of FSNS. The SWE decreases due to the 3-D mountain effect in spring and the mag-
nitude of this effect depends on the terrain elevations. The SWE is reduced by 1–17 mm over the TP in April, with the largest 
decrease in SWE at an elevation of 3.5–4.5 km. Negative deviations in precipitation are found throughout the year, except in 
May and December, and they follow the seasonal variations in the deviations in total cloud fraction. The total liquid runoff 
at 3.5–4.5 km elevation increases in April due to earlier (March) snowmelt caused by increased downward solar radiation. 
The possible deviations in surface energy and SWE over the TP, caused by plane-parallel assumption in most climate models 
may result in biases in the liquid runoff and the river water resources over the TP and downstream.

1  Introduction

The Tibetan Plateau (TP), or “the third pole on Earth”, has 
an area of 2.5 million km2 and an average elevation exceed-
ing 4.5 km, and it plays a crucial role in the Earth’s cli-
mate system. As a terrain barrier, the TP not only forces air 
masses to rise and undergo cooling effect (Liu et al. 2007; 
Terzago et al. 2014; Wu et al. 2015), but also impacts the 
thermo-dynamical properties of the atmospheric circulation, 
energy budget, and global climate (Ding et al. 1992; Wu 

et al. 2006, 2015). From the hydrological point of view, the 
water melted from the snowpack on the TP provides water 
through the major river systems for 1.5 billion people living 
downstream (Yao et al. 2012; Terzago et al. 2014). Further-
more, the land surface processes over the TP significantly 
affect the duration and strength of Asian monsoon systems 
(Yao et al. 2012).

Spatiotemporal variations in the surface solar radiation 
over irregular rugged surfaces result from the complex 
interactions between direct and diffuse solar beams in the 
atmosphere-surface system, which determine many land-
scape processes such as soil moistening, evapotranspiration, 
photosynthesis, and snow melting (Liou et al. 2007, 2013; 
Lee et al. 2011, 2013; Zhao et al. 2016). Accurate calculat-
ing the radiative transfer over complex topography is chal-
lenging because of the complexity of the spatial orientation 
and inhomogeneous features of mountain surfaces. Most 
current climate models have been using the plane-parallel 
(PP) assumption to calculate the radiative transfer process 
in the earth-atmosphere system, i.e., the surface is assumed 
to be homogeneous and flat in these models. However, Lee 
et al. (2013) showed that there were significant deviations in 
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the surface insolation over the TP between the 3-D radiative 
transfer scheme, which considers the impact of complex ter-
rain, and the plane-parallel model. The deviations in down-
ward surface solar fluxes between the 3-D model and the PP 
radiative transfer scheme were approximately 200 W m−2 
at shaded or sunward sides for a clear sky without aerosols. 
There is also about + 100 W m−2 deviation in the reflected 
fluxes of the direct solar radiation over snow covered areas 
(Lee et al. 2013), which will lead to more snowmelt over 
the TP.

A parameterization of solar fluxes over complex terrain 
was developed based on 3-D Monte Carlo photon tracing 
simulations (Liou et al. 2007; Lee et al. 2011, 2013). This 
parameterization has been incorporated into the fourth 
version of the global Community Climate System Model 
(CCSM4 hereafter) to estimate the impact of complex topog-
raphy on the surface hydrology over the Sierra Nevada and 
Rocky Mountains in the western United States (Lee et al. 
2015). The 6-year simulation results showed substantial 
increases/decreases in the downward surface solar flux over 
mountain tops/valleys. More importantly, the 3-D topog-
raphy of the Rock Mountain and Sierra Nevada regions 
is likely to induce faster snowmelt in the mountain tops, 
thereby leading to a shortened duration of snow cover 
and different snowmelt-driven runoff amounts at lower 
elevations.

The TP is characterized by complex terrain. To assess 
the long-term influence of complex terrain on land surface 
processes and hydrology over the TP, the CCSM4 with the 
incorporation of 3-D radiative transfer parameterization 
is used to analyze the surface solar radiation, cloud cover, 
snow water equivalent, and runoff in the region. This paper 
is organized as follows. The 3-D radiation parameterization 
in the CCSM4 is described in Sect. 2. Section 3 presents the 
model simulation results, including the spatial patterns in the 
surface energy, total cloud fraction, precipitation rate, and 
snow water equivalent (SWE) in January (winter) and April 
(snow melt season). We also analyze seasonal variations in 
the total cloud fraction, surface energy and hydrology as a 
function of elevation in Sect. 3. Finally, a summary is given 
in Sect. 4.

2 � Parameterization scheme of 3‑D radiative 
transfer applied in CCSM4

The 3-D parameterization approach was presented in detail 
in Lee et al. (2011, 2013). Below is a brief review. The 
solar fluxes reaching the surface physically include fol-
lowing components. The direct and diffuse flux (Fdir, Fdif) 
represent photons striking the ground directly from the sun 
without experiencing scattering or reflection and photons 
undergoing single and/or multiple atmospheric scattering, 

respectively. The direct and diffuse reflected flux (Frdir, 
Frdif) represents the reflection of Fdir and Fdif from neigh-
boring surfaces, respectively. Radiation experiencing 
surface reflection or atmospheric scattering after having 
been reflected by the ground is the coupled flux (Fcoup). 
The objective of the 3-D parameterization is to produce 
the relative deviations in the five components from those 
calculated by a conventional PP radiative transfer model, 
given subgrid-scale topographic information. The cor-
responding relative deviations in the direct, diffuse, and 
coupled fluxes are defined as follows:

where Fi is the surface flux calculated from the 3-D Monte 
Carlo model, and F̂i is the flux from the PP radiative transfer 
scheme. Since F̂rdir and F̂rdif are zero, the relative deviations 
in the Frdir, Frdif are set as follows:

Several topographic parameters including the cosine of 
the solar incident angle ( �i ), the sky view factor (the por-
tion of the sky dome visible to the target point, Vd), and 
the terrain configuration factor (the area of surrounding 
mountains visible to the target point, Ct) were introduced 
as the independent variables for multiple linear regression 
analysis (Lee et al. 2013). Using multiple linear regression 
analysis, the relative deviations in the five components of 
the surface fluxes are expressed by a linear combination 
of the topographic parameters. To improve the regression 
parameterization, the normalized variables are defined as 
follows:

where �s is the slope angle of the surface. Fol-
lowing Lee et  al. (2013), the relative deviations 
( F�

i
, i = dir, dif, rdir, rdif, coup ) in the five components 

for a clear sky can be expressed as follows:
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deviation of the elevation h. The derived deviations can be 
applied in any climate models to interpret the impact of com-
plex terrain on the distribution of solar radiation. To improve 
the accuracy of the parameterization, the topography data at 
a resolution of ~ 90 m from the Shuttle Radar Topography 
Mission (SRTM) global data set (Jarvis et al. 2008) was used 
to carry out 3-D Monte Carlo photon tracing simulations 
(Lee et al. 2013).

The deviations in the five components between the 
“exact” values from 3-D Monte Carlo simulations and the 
values predicted by regression equations were compared to 
interpreting the precision of the 3-D parameterization (Lee 
et al. 2011, 2013). The mean solar incident angle and the 
mean sky view factor in the regression equation explain 
more than 80% of the variation in the deviation of the direct 
flux; the root mean square errors (RMSE) are generally 
less than 3 W m−2. The variation in the deviation of the 
diffuse flux is about 5 W m−2, and the RMSE is less than 
0.5 W m−2. The variation and the RMSE for the deviation in 
the direct-reflected flux are 1–8 W m−2 and 0.08–0.5 W m−2, 
respectively, depending on the position of the sun. The varia-
tion and RMSE for the deviation in the diffuse-reflected flux 
are approximately 0.3 and 0.01 W m−2, respectively. The 
performance of the regression equations for the coupled flux 
is less satisfactory because the coupled flux contains photons 
experiencing multiple scattering more complicated; how-
ever, the magnitude of the error is so small that it does not 
affect the total flux calculation (Lee et al. 2011). Lee et al. 
(2013) proved that the 3-D radiative transfer scheme can be 
applied to grid cells coarser than 10 × 10 km.

The CCSM4 is used to investigate the long-term effect of 
the complex topography on the surface energy, snow cover 
and hydrology over the TP. The CCSM developed by the 
National Center for Atmospheric Research (NCAR) is a 
coupled climate model comprised of separate atmosphere 
(Community Atmosphere Model, CAM4), ocean (Parallel 
Ocean Program, POP2), land (Community Land Model, 
CLM4), and sea ice (Community Ice Code, CICE4) com-
ponents, plus one central coupler component. The model 
system was described in detail by Gent et al. (2011). The 
preceding radiative transfer parameterization has been incor-
porated into the CCSM4 (Lee et al. 2015).

Focusing on the TP (25°–40°N, 70°–100°E) and eleva-
tions greater than 1.5 km, two numerical experiments are 
performed as follows. A simulation with a conventional 
plane-parallel radiative transfer parameterization is per-
formed as the control experiment. Another experiment 
was conducted with a 3-D radiative transfer scheme imple-
mented. We have carried out 11-year simulations (from 2000 
to 2010) at a horizontal resolution of 0.23° × 0.31°, with 
prescribed sea surface temperatures and sea ice, greenhouse 
gases, and aerosols corresponding to the year 2000. We used 
the results determined from the last 10 years in the analysis. 

The elevation map of the Tibetan Plateau is displayed in 
Fig. 1 at a 0.23° × 0.31° resolution.

3 � Model simulation results

3.1 � Impact of complex topography on the spatial 
pattern of surface energy and hydrology

Simulation results in March when snows begin to melt over 
the TP are selected to evaluate the model results with the 
measurements. Figure 2a displays the March mean SWE 
map over the TP processed by the Canadian Meteorologi-
cal Centre (CMC) (Brown and Brasnett 2010). The CMC 
product is often considered the best available snow products 
for evaluating modeled output (e.g., Su et al. 2010; Reichle 
et al. 2011; Toure et al. 2016), which is the reason that we 
first decided to use CMC product. The CMC snow analy-
sis consists of the NH snow depth data. The snow depth is 
generated based on a 6-hourly optimal interpolation of an 
extensive in situ snow depth report from the World Mete-
orological Organization (WMO) information system (Bras-
nett 1999). The first-guess field is obtained through a simple 
snow model driven with 6-hourly meteorological forcing 
from the European Center for Medium-Range Weather Fore-
casts (ECMWF) ERA-15 Reanalysis (Brown et al. 2003). 
The CMC snow depth data were converted to SWE estimates 
using snow densities (Sturm et al. 2010). In areas with a 
high density of snow depth observations, the resulting SWE 
estimates are largely controlled by the observed spatial and 
temporal variability in snow depth. In data sparse areas, the 
SWE estimates are entirely simulated from the snowpack 
model driven with the ECMWF temperature and precipita-
tion fields (Brown et al. 2003). The CMC SWE data have a 
spatial resolution of 24 km, which is comparable to that of 
the model. In this study, we used the CMC monthly SWE 
data for March from 2001 to 2010.

Fig. 1   The elevation map at a 0.23° × 0.31° resolution for the Tibetan 
Plateau
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The 10-year mean SWE, precipitation rate simulated 
with the 3-D parameterization and corresponding differ-
ence (3-D–PP) over the TP for March are shown in Fig. 2b, 
c, e, and f respectively. Figure 2d shows the March mean 
deviation (3-D–PP) of the net surface solar flux (FSNS). 
The black contour lines in Fig. 2 are terrain heights in km.

Model simulated peaks in the SWE are located in the 
Hindu Kush, Pamir, Karakoram, Kunlun ranges and the 
western Himalayas. The SWE values decrease along the 
Himalayas to the southeast. The spatial pattern in the SWE 
is consistent with the simulation from the MIROC4h climate 
model (Terzago et al. 2014). The MIROC4h (the model for 
interdisciplinary research on climate version 4 with high 
resolution) developed by University of Tokyo, National 
Institute for Environmental Studies, and Japan Agency for 
Marine-Earth Science and Technology is coupled with the 

land surface model of the minimal advanced treatments of 
surface interaction and runoff (MATSIRO) (Takata et al. 
2003). It has a spatial resolution of 0.5625° with 56 vertical 
layers (Sakamoto et al. 2012). Further detailed descriptions 
of the model configurations are summarized in Sakamoto 
et al. (2012).

The CMC SWE shows corresponding peak areas similar 
to those from the CCSM4 simulation, although the CMC 
exhibits higher SWE values throughout Tibetan Plateau. 
Toure et al. (2016) evaluated the SWE simulation from 
CLM4 for the period from Jan. 2001 to Jan. 2011 using 
CMC snow products. In this study, we also use the standard 
statistical techniques including mean bias (MB), root-mean 
square error (RMSE), and anomaly correlation coefficient 
R to assess the CCSM4 SWE against CMC SWE data. The 
values of MB, RMSE, and R are − 139 mm, 288 mm, and 

(a)

(b) (e)

(f)(c)

(d)

Fig. 2   The March mean a snow water equivalent (SWE) estimated 
from the Northern Hemisphere daily snow depth data processed by 
the Canadian Meteorological Centre (CMC), b SWE map simulated 
by 3-D experiment, c precipitation map simulated by 3-D experiment, 

d deviation (3-D–PP) in the net surface solar flux, e SWE deviation 
(3-D–PP) map, and f precipitation deviation (3-D–PP) map. The 
black contour lines are terrain heights in kilometer
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0.10 respectively, which are comparable to the results (MB, 
RMSE, and R are − 130 mm, 134 mm, and 0.08, respec-
tively) by Toure et al. (2016).

However, previous studies reported that very poor cov-
erage of in situ snow depth measurements in the Tibetan 
Plateau (TP) was available for CMC snow analysis (Fig. 9 
in Reichle et al. 2011), which means that CMC estimates for 
the TP are based mostly on “a simple snow model”. An addi-
tional uncertainty was also introduced using snow density 
parameterization (Sturm et al. 2010) to convert CMC snow 
depth to SWE (Toure et al. 2016). Therefore, the CMC prod-
ucts over the TP should be interpreted with caution because 
of the scarcity of the available meteorological observations.

Due to this reason, we further compared the simulated 
SWE from CCSM4 incorporated with 3-D radiative scheme 
with the snow depth data from Global Land Data Assimila-
tion System version 2 (GLDAS-2) (Beaudoing and Rodell 
2016) and the passive microwave SWE data from Advanced 
Microwave Scanning Radiometer-Earth Observing System 
(AMSR-E/Aqua) L3 products (Tedesco et al. 2004). Fig-
ure 3a shows the March mean GLDAS snow depth data 
(2001–2010) of 25 km resolution, and Fig. 3b exhibits the 
March mean AMSR-E/Aqua L3 SWE data (2003–2010) 
of 25 km resolution. Compared with these two data sets, 
CMC significantly overestimates the SWE over the TP, espe-
cially over the southern ranges, while the SWE simulated by 
CCSM4 with 3-D radiative transfer parameterization seems 
to fall within the ranges of the two sets of observations, with 
some degrees of overestimate over the southern TP. Previous 
relevant modeling studies also reported the overestimates of 
SWE over the TP when comparing their modeling results 
with other available datasets. Qian et al. (2011) and Toure 
et al. (2016) showed that the CLM4 model overestimated 
the snowpack significantly against MODIS observations 
over the TP. In addition, compared to Interim European 
Center for Medium-Range Weather Forecasts (ECMWF) Re-
Analysis ERA-Interim/Land data, Climate Forecast System 
Reanalysis (CFSR) data and Twentieth Century Reanalysis 
version 2 (20CRv2) data, the CCSM4 simulation for mean 

winter (DJFMA) during 1980–2005 tends to overestimate 
the SWE over the highest-elevation mountains of the Hindu 
Kush-Karakoram and Himalaya (HKKH) regions (Terzago 
et al. 2014). The HKKH regions correspond to the southern 
ranges over the TP in our study, where the CCSM4 model 
with the 3-D radiative transfer parameterization shows a 
reduction in the SWE. Note that every type of SWE data, 
including the CCSM4 simulations, the CMC products, the 
GLDAS-2 data, and the AMSR-E/Aqua product may have 
large uncertainties over the TP. It is currently impossible to 
identify which data are most accurate over the TP (Toure 
et al. 2016) due to lack of in situ SWE measurements.

The differences (3-D–PP) in SWE are related to differ-
ences in precipitation, FSNS, and surface temperature. The 
decreased SWE along the Hindu Kush–Karakoram–Hima-
laya mountain ranges is due to the more available solar flux 
(Fig. 2d) considering 3-D effects and the reduced precipita-
tion (Fig. 2f). The maximum reductions in SWE (Fig. 2e) 
reach 90  mm. The negative deviation in precipitation 
(Fig. 2f) of about 2 mm/day makes the difference of about 
60 mm per month. The negative deviation in SWE is partly 
caused by the reduced precipitation. Zhang et al. (2019) sug-
gested that many climate models (including CCMS4) have 
exaggerated the scaling value of precipitation in southeast-
ern Qinghai-Tibet Plateau compared with the observed val-
ues. Thus, in combination with our results, it can indicate 
that 3-D scheme has its advantages for the area with complex 
terrain, such as TP. The positive deviations in the precipita-
tion at the Yarlung Zangbo Valley correspond to the negative 
deviations in SWE because the FSNS (Fig. 2d) increased 
due to the 3-D mountain effects. The significant reduction 
in SWE corresponds to a reduction in the reflected solar 
radiation (not shown here). The decreased SWE results in a 
reduced surface albedo, and a lower reflected solar radiation.

The snow season normally begins in mid-September 
over the TP and snow continues to accumulate after this 
point, with the maximum accumulation occurring in Janu-
ary (Qin et al. 2006; Qian et al. 2011). April is the middle 
of the snow ablation season (Yao et al. 2012). Therefore, 

(a) (b)

Fig. 3   The March mean a GLDAS snow depth data (2001–2010), and b AMSR-E/Aqua L3 SWE data (2003–2010) of 25 km resolution
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January and April were selected to examine the 3-D effects 
on the surface energy and hydrology over the TP. The 
10-year mean FSNS value over the TP for winter (January) 

and spring (April) simulated with the incorporation of the 
3-D parameterization are shown in Fig. 4a, b, respectively. 
The corresponding deviations (3-D–PP) are exhibited in 

(a) (b)

(c) (d)

Fig. 4   The 10-year mean net surface solar flux (FSNS) over the TP for January (a) and April (b) simulated with the incorporation of a 3-D 
parameterization and the corresponding deviations (3-D–PP) in January (c), and April (d)

(a) (b)

(c) (d)

Fig. 5   Similar to Fig. 4 except for snow water equivalent
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Fig. 4c, d. Similarly, Figs. 5, 6 and 7 show the SWE, sur-
face temperature, total cloud fraction over the TP from 3-D 
experiment and their corresponding deviation (3-D–PP) 
for January and April. There is an obvious increase in the 
net surface solar flux over the entire TP from January to 

April related to the position of the sun. The FSNS (down-
ward surface solar flux minus upward surface solar flux) is 
also influenced by the surface albedo, the 3-D topography 
effect, and cloud fraction. The FSNS exhibited an opposite 
pattern to that of the SWE (Fig. 5a, b) and cloud fraction 

(a) (b)

(c) (d)

Fig. 6   Similar to Fig. 4 except for surface temperature

(a) (b)

(c) (d)

Fig. 7   Similar to Fig. 4 except for total cloud fraction



	 X. Fan et al.

1 3

(Fig. 7a, b). Generally, a higher cloud fraction reduces the 
downward surface solar flux and leads to a lower FSNS. 
Lower solar energy absorbed by surface can affect the sur-
face temperature and cause a higher SWE and a higher 
snow albedo. Then, a higher snow albedo causes more flux 
to be reflected (higher upward surface solar flux), which 
results in a lower FSNS.

Most of the TP is covered by snow in January (Fig. 5a), 
when the surface temperature (Fig. 6a) is below 270 K over 
the entire TP. In April, the SWE peaks are still located at the 
northwestern part of the TP and the western part of Yarlung 
Zangbo valley in the east-southern region of the TP, where 
the surface temperature is below the freezing point, as shown 
in Fig. 6b. Larger cloud fractions are found in the northwest 
part of the TP in January (Fig. 7a), which corresponds to the 
lower net surface solar flux (Fig. 4a). The Karakoram and 
Pamir regions receive large amount of precipitation during 
winter (December–January) season (Dimri 2009; Maus-
sion et al. 2014) where clouds generally present in January 
(Fig. 7a), additional surface heating from the 3-D mountain 
effect could help to enhance cloud fraction (Fig. 7c).

The differences between the 3-D and PP in the FSNS 
(Fig. 4c, d) are due to the effects of topography, the differ-
ences in the snow field (Fig. 5c, d), and the differences in 
cloud amounts (Fig. 7c, d). Positive deviations in the FSNS 
in January generally occur over the south slopes of moun-
tains and mountain summits, where more solar flux is inter-
cepted. During the winter in the Northern hemisphere, the 
sun rises from the south east and sets in the southwest. And, 
the solar zenith angle, another astronomical factor influenc-
ing FSNS, has the smaller daily minimum value in April 
than that in January. Thus, more solar radiation is inter-
cepted by the south slopes (sunny side) of the mountains in 
January than April. Therefore, positive deviations (3-D–PP) 
in the FSNS in the winter occur over the south slopes of 
mountains. The downward solar flux deviations appear to 
be negative over valleys and the north slopes of mountains, 
especially along the northern margin of the TP, due to the 
shadow effects during wintertime.

The deviations (3-D–PP) in the total cloud fraction in 
January shown in Fig. 7c display an increased cloud fraction 
at higher-elevation (> 4.0 km) areas, where the net surface 
solar fluxes is reduced (Fig. 4c). The total cloud fraction is 
largely driven by the changes of low clouds fraction over the 
TP (Duan and Wu 2006; Pan et al. 2017). These low clouds 
likely developed in response to the solar heating, which 
gradually built up since the sunrise (Gu et al. 2012). As is 
common in mountain environments, upslope flows contrib-
ute to convection and cloud formation as the elevated sur-
face in mountains was heating up relative to the surrounding 
air. During winter, westerly winds bring moisture from the 
Mediterranean and Caspian Sea to the TP (Syed et al. 2006; 
Zhang et al. 2013), which is in favor of cloud formation, 

and additional surface heating from the 3-D mountain effect 
could help to enhance cloud fraction.

The positive deviations (3-D–PP) in the FSNS in April (in 
Fig. 4d) along the Hindu Kush–Karakoram–Himalaya moun-
tain ranges correspond to negative deviations (3-D–PP) in 
the SWE (Fig. 5d), which indicates that the enhanced net 
surface solar flux results in decreased SWE and the reduced 
SWE lowers the surface albedo and increases the net solar 
flux reaching at surface. Negative deviations (3-D–PP) in 
the SWE, generally greater than 70 mm, are found along 
the Hindu-Kush, Karakoram, Kunlun mountain ranges, and 
the western Himalayas in April (Fig. 5d). Clouds increase 
over the southern TP but decrease over the western part in 
April (Fig. 7d).

The deviations (3-D–PP) in the clear-sky surface solar 
flux (FSNSC) and reflected solar radiation for January and 
April are shown in Fig. 8a, b, e, f. The deviations in the 
FSNSC show a similar pattern of deviations in the FSNS 
(Fig. 4c, d). The FSNSC is relative to the orography effects 
and the change in the snow field. In January, positive/nega-
tive deviations (3-D–PP) in the FSNSC are found at south/
north slopes over the TP because the 3-D mountain effects 
are dominated. The deviations in the FSNSC in January are 
similar to those in April over the Hindu-Kush, Karakoram 
mountain ranges, and the western Himalayas, as well as the 
western part of Yarlung Zangbo valley. For these regions, 
the FSNSC shows positive deviations in January and April; 
the deviations in April have larger magnitudes. The remark-
able decreases in SWE in April for these regions correspond 
to reductions in the reflected solar radiation (Fig. 8f). The 
decreased SWE results in a reduced surface albedo; the 
lower snow albedo causes less solar radiation to be reflected.

Differences between the 3-D–PP deviations of the FSNSC 
and FSNS are shown in Fig. 8c for January, and in Fig. 8d 
for April, to illustrate the possible effects of changes in cloud 
fields induced by the 3-D effect. Changes in clouds contrib-
ute to the differences between the FSNS and FSNSC. Thus, 
the 3-D–PP deviations in cloud fraction (Fig. 7c, d) show a 
pattern opposite to the differences in the deviations between 
the FSNS and FSNSC, as shown in Fig. 8c, d.

The cloud fraction increases due to 3-D effects over the 
western TP in January (Fig. 7c), and the 3-D–PP devia-
tions in FSNS also show positive values in the same region. 
However, the relationship between the 3-D–PP deviations in 
FSNS (Fig. 4d) and cloud fraction (Fig. 7d) in April is oppo-
site to that in January over the western TP. It is because that 
the effect of 3-D topography on FSNS plays a more impor-
tant role than cloud cover changes in January. But the effects 
of cloud cover changes on the FSNS are dominant in April.

The differences in the 3-D effects between January and 
April are mainly related to the position of the sun, which 
results in differences in the surface downward solar flux, 
surface temperature, surface albedo, cloud changes and so 
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on. In April, the differences in the solar radiation due to 
topography become weaker compared with those in January 
because the sun moves north. And, the differences between 
the 3-D–PP deviations of the FSNSC and FSNS are within 
the ranges of − 6 to + 6 W m−2, − 20 to + 10 W m−2 in Janu-
ary (Fig. 8c), and April (Fig. 8d), respectively. The 3-D–PP 
deviations of the FSNS take values from − 32 to + 32 W m−2 
(Fig. 4c), − 26 to + 40 W m−2 (Fig. 4d) in January, and 
April, respectively. It means that differences in the 3-D–PP 
deviations of the FSNSC and FSNS for April (Fig. 8d) are 
more pronounced compared to those in January (Fig. 8c), 
suggesting cloud cover change is a dominant effect in April.

Atmospheric circulation plays an important role on cloud 
formation; therefore, the vertical velocity and horizon-
tal wind vectors are used to investigate the 3-D effects on 
cloud fraction. Figure 9 shows January (Fig. 9a) and April 
(Fig. 9b) temperature contours overlain by vertical (unit: 

0.01 Pa/s) and meridional (unit: m/s) wind vectors from a 
3-D experiment on an 85°E longitude cross section. The 
corresponding 3-D–PP deviations for January and April are 
shown in Fig. 9c, d, respectively. The downward motions are 
dominant south of 34°N latitude in January (Fig. 9a), which 
corresponds to the less cloud fraction shown in Fig. 7a. The 
vertical motions are upward over 34°–40°N in Fig. 9a, which 
results in more cloud fraction shown in Fig. 7a. Compared 
to vertical motions in January, the ascending motions occur 
at more southerly location (~ 29°N) in April, as shown in 
Fig. 9b, although descending motion still exists at 32–34°N. 
This motion results in greater transfer of heat upward and 
favors the formation of clouds at ~ 29°N, as shown in Fig. 7b.

A positive temperature deviation is found at approxi-
mately 300–500 hPa over 26°–32°N in January (Fig. 9c). 
The increased heat leads to increased upward motion, corre-
sponding to enhanced cloud fraction in the region, as shown 

(a)

(c) (d)

(f)(e)

(b)

Fig. 8   The deviations (3-D–PP) in the 10-year mean clear-sky net 
surface solar flux (FSNSC) for January (a) and April (b). The map of 
differences between the FSNS deviations and the FSNSC deviations 

in January (c) and April (d). The deviations (3-D–PP) in the 10-year 
mean reflected solar radiation (FSR) over the TP for January (e) and 
April (f)
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in Fig. 7c. The 3-D–PP deviations in circulation show domi-
nant upward motions over 34–40°N, which also corresponds 
to positive deviations in the cloud fraction in these regions 
(Fig. 7c). Similarly, the upward/downward motion in April 
(Fig. 9d) corresponds to positive/negative deviations in 
cloud fraction, as shown in Fig. 7d. Increases in clouds over 
the south region (27°–33°N) of the TP in April, correspond 
to the upward motions (Fig. 9d).

3.2 � The elevation‑dependent seasonal variation 
of surface energy and hydrology

Figure 10 exhibits the deviations (3-D–PP) in the monthly 
averaged net surface solar flux (Fig. 10a), sensible heat flux 
at surface (Fig. 10b), total cloud fraction (Fig. 10c), and sur-
face temperature (Fig. 10d) as a function of elevation. Vari-
ations in the FSNS affect the cloud formation, which leads 
to changes in the surface energy balance. Thus, the seasonal 
pattern of deviations in the FSNS is opposite to that of the 
deviations in the total cloud fractions. Increased/decreased 
FSNS (Fig. 10a) corresponds to a decreased/increased cloud 
fraction (Fig. 10c). Differences in the FSNS are mostly 

positive except in December when the total cloud fraction 
increases significantly. The differences generally increase 
with elevation, reaching a maximum at higher elevations 
for the months of February and March, which indicates that 
more solar flux is intercepted at higher elevation regions due 
to 3-D topography effects. Total cloud fractions for most 
of the year decrease due to 3-D mountain effects, except in 
May and December. Mountain clouds normally develop in 
response to surface solar heating. The reduced solar insola-
tion in lower elevations due to the 3-D mountain effect tends 
to cool the surface and weaken the convection over mountain 
regions, resulting in less cloud water. Since cloud formation 
is primarily dominated by dynamical processes, enhanced 
surface heating over mountain tops due to the 3-D effect may 
not be sufficiently large to initiate cloud formation (Gu et al. 
2012). During May when the surface is heated up, or dur-
ing winter (December–January) which is the snowy season 
over the Karakoram and Pamir regions (Dimri 2009; Maus-
sion et al. 2014) where clouds generally present in January 
(Fig. 7a), additional surface heating from the 3-D mountain 
effect could help to enhance cloud fraction (Fig. 7c). The 
deviations (3D-PP) in the surface sensible heat flux and 

(a) (b)

(c) (d)

Fig. 9   Temperature contours overlain by vertical (in 0.01 Pa s−1) and meridional (in m s−1) wind vectors from a 3-D experiment from an 85°E 
longitude cross section for January (a) and April (b). The corresponding 3-D–PP deviations in January (c) and April (d)
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surface temperatures show similar seasonal variations to the 
deviations (3D-PP) in the net surface solar flux (Fig. 10b, d).

Figure 11 shows the monthly averaged SWE, precipita-
tion rate, runoff, and the corresponding deviations (3-D–PP) 
over the TP as a function of elevation. The SWE begins to 
decrease in March, with the peak in February; the excep-
tion is 3.5–4.5 km, which the peak is in March and the 
decrease begins in April. The largest SWE is located over 
the 3.5–4.5 km elevation region instead of the highest ele-
vation (> 4.5 km) from December to the following April 
because of several factors. The precipitation (Fig. 11b) for 
3.5–4.5 km during the period of December–April is more 
than that for the elevation > 4.5 km, where moisture is sig-
nificantly depleted due to rainout at lower elevation. The 
net solar flux intercepted at mountain tops is much greater 
than that at lower elevations due to the effects of topography, 
resulting in more snowmelt at mountain tops. Additionally, 
blowing snow events in the winter caused by strong westerly 
winds at upper levels also contribute to the decrease in the 
snowpack at mountain summits (Moore 2004). Simulations 

by the WRF model with a 3-D parameterization over the 
Rocky Mountains and Sierra Nevada in the western US 
also have shown peaks in precipitation and SWE values at 
2.5–3.0 km instead of at the highest elevations > 3.0 km 
(Liou et al. 2013).

The decreases in SWE due to topography effect are found 
during spring months (Fig. 11d) due to the increased down-
ward solar flux (Fig. 10a) and the enhanced surface tempera-
ture (Fig. 10d). The changes in the surface solar radiation 
due to the complex terrain result in earlier snowmelt over 
the TP. The deviations in the SWE clearly depend on ter-
rain elevations. The SWE is reduced by 1–17 mm due to 
the 3-D mountain effects in April, with the largest decrease 
in the SWE in the 3.5–4.5 km elevation. Kim et al. (2007) 
indicated that the net surface solar flux can have remarkable 
effects on snowmelt when the low-level temperatures are 
near their freezing point, at which point a small change in 
the net surface solar flux could possibly bring the surface 
temperature above or below the freezing point and influ-
ence the snowmelt process. The surface temperature (not 

(a) (b)

(c) (d)

Fig. 10   Deviations (3-D–PP) in the monthly averaged a net surface 
solar flux, b surface sensible heat flux, c total cloud fraction, and d 
surface temperature as a function of elevation for 1.5–2.5 km (red), 

2.5–3.5 km (orange), 3.5–4.5 km (green), above 4.5 km (blue), and 
the whole domain excluding pixels lower than 1.5 km (black)
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shown here) in the 3.5–4.5 km elevation range varies near 
the freezing point over the TP during the period of April and 
May. This dependence on the ambient temperature explains 
the elevation dependency of the complex terrain effect on 
spring SWE over the TP.

Most precipitation occurs during the summer months of 
rain season, which is influenced by the Asian summer mon-
soon, and precipitation decreases with elevation. The sea-
sonal variation in the total runoff (Fig. 11c) follows that of 
precipitation, which suggests that precipitation is a dominant 
factor for runoff over the TP. Negative deviations in the pre-
cipitation rate are found throughout the year, except in May 
and December (Fig. 11e), and they follow the seasonal vari-
ation in the deviations in the total cloud fraction (Fig. 10c). 
Increased precipitation in May ranges from 0.25 (3.5–4.5 km 
elevation) to 1.10 mm per day (1.5–2.5 km elevation). The 
deviations in the total liquid runoff (Fig. 11f) are influenced 
both by changes in the SWE and by precipitation. The total 

liquid runoff for 3.5–4.5 km elevation increases by 0.3 mm 
per day in April due to earlier (March) snowmelt caused by 
increased downward solar radiation. The deviations in the 
total liquid runoff generally follow the seasonal variations in 
the precipitation over the TP during other months.

4 � Summary

The CCSM4 model in corporation with a 3-D radiative 
transfer scheme is used to investigate the long-term impact 
of complex topography on surface energy and hydrology 
over the Tibetan Plateau. The 11-year PP and 3-D experi-
ments are performed and the results from the last 10 years 
are analyzed. The simulation results verified complex ter-
rain imposes a remarkable impact on the surface energy 
and the water resources of the TP. Positive deviations in 
the surface downward solar flux in January generally are 

(a)

(b) (e)

(f)(c)

(d)

Fig. 11   The seasonal variation in the a snow water equivalent (SWE, 
mm), b precipitation (mm per day), c runoff (mm per day) and the 
corresponding deviations (3-D–PP) in d SWE, e precipitation, and 
f runoff averaged over the simulation domain excluded those pixels 

lower than 1.5  km as a function of elevation for 1.5–2.5  km (red), 
2.5–3.5 km (orange), 3.5–4.5 km (green), above 4.5 km (blue), and 
the whole domain (black)



Modeling study of the impact of complex terrain on the surface energy and hydrology over the Tibetan…

1 3

found over the south slopes of mountains and mountain 
tops, where more solar flux is intercepted. However, sur-
face downward solar fluxes over north slopes of moun-
tains or valleys, especially in the northern margin of the 
TP, presents negative deviations due to the shadow effects 
during winter. Changes in the surface solar radiation influ-
ence the cloud amount and snow cover, which affect the 
surface energy budget. Thus, the deviations in the total 
cloud fraction and the SWE exhibit opposite patterns to 
that of FSNS.

The differences in the 3-D effects between January 
and April are mainly related to the position of the sun. 
In April, the difference in solar radiation due to the top-
ographic effect becomes weaker compared with that of 
January because the sun is more northerly.

The total cloud fraction is mostly reduced throughout the 
year except in May and December due to the decreased solar 
flux intercepted at lower elevations, which is caused by 3-D 
terrain effects. The SWE reaches its maximum value over the 
TP in February in all elevation ranges except at 3.5–4.5 km, 
where the maximum value of SWE is in March. The largest 
values of SWE are located from 3.5–4.5 km instead of the 
highest elevation > 4.5 km because the downward solar flux 
reaching at mountain tops is much more than that at lower 
elevation due to 3-D mountain effect, which results in more 
snowmelt. In addition, the precipitation for 3.5–4.5 km from 
December to the following April is more than that for eleva-
tions > 4.5 km. The SWE decreases due to the 3-D moun-
tain effect during the spring months and these decreases 
clearly depend on terrain elevations. The SWE decreased 
by 1–17 mm over the TP due to the effects of the complex 
terrain in April, with the largest decrease in the SWE over 
the 3.5–4.5 km elevation region. Most precipitation occurs 
during the summer rain season influenced by the Asian mon-
soon and precipitation decreases with elevation. Negative 
deviations in the precipitation rate are found throughout the 
year, except in May and December, following the seasonal 
variation in the deviations in the total cloud fraction. The 
total liquid runoff at 3.5–4.5 km elevation increases in April 
due to earlier (March) snowmelt caused by increased down-
ward solar radiation.

The 10-year simulation results show that the deviations 
in the surface energy and in the SWE over the TP are 
caused by the plane-parallel assumption in most climate 
models, which may result in uncertainties in the liquid run-
off and river water resources on the TP and downstream.
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