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Abstract—Although recent advances in 
neuroprostheses offer opportunities for improved and 
intuitive control of advanced motorized and sensorized 
robotic arms, the expense and complications associated 
with such hardware can impede the research necessary for 
clinical translation. This hurdle potentially can be overcome 
with virtual reality environments (VREs) with embedded 
physics engines using virtual models of physical robotic 
hands. These software suites offer several advantages over 
physical prototypes, including high repeatability, reduced 
human error, elimination of many secondary sensory cues, 
and others. There are limited demonstrations of closed-
loop prostheses in a VRE, and it is unclear whether VRE 
performance translates to the physical world. Here we 
describe how two transradial amputees with neural and 
intramuscular implants identified objects and performed 
activities of daily living with closed-loop control of 
prostheses in a VRE.  Our initial evidence further suggests 
that capabilities with virtual prostheses may be predictors 
of physical prosthesis performance, demonstrating the 
utility of VREs for neuroprosthetic research. 

Index Terms—Electromyography, Neural Engineering, 
Neurofeedback, Prosthetics, Virtual Reality  

I. Introduction 
rosthetic hands are becoming more advanced and more 

complicated to control as they more closely replicate the 

human form. Until recently, humans have had difficulty 

interfacing with these advanced prosthetic hands because of a 

lack of intuitive control [1]. One way that control can be 

improved is through the use of neuromuscular implants, which 

record neuromuscular activity with a high signal-to-noise ratio 

and high channel count. Such implants offer improved decoding 

of intended motor movement by increasing signal-to-noise 
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ratios of myoelectric recordings and are capable of providing 

signals for many degrees of freedom (DOFs) to be controlled 

[2]–[4]. Furthermore, these interfaces can be used to stimulate 

residual nerve fibers, creating a bidirectional, closed-loop 

system between a sensorized prosthetic device and an amputee 

that improves the functionality of the prosthesis [5]–[8]. 

The potential benefits of these new closed-loop 

neuromuscular prosthetic systems need to be demonstrated, but 

doing so with a physical limb introduces some challenges, 

including, but not limited to, a high upfront cost for a prosthesis, 

prosthesis maintenance, and socket fitting [9], [10]. 

Researchers can still test these systems without a physical 

prosthesis and remove all of the aforementioned challenges by 

using a virtual prosthetic hand (VPH) in a virtual reality 

environment (VRE) with an embedded physics engine instead 

of a physical prosthesis in the physical world [11]. In addition, 

VREs offer potential advantages. Because the VPH is not 

physically tethered to an amputee’s residual limb, secondary 

cues from skin-socket interactions and sounds are non-existent. 

Replicating trials is also highly repeatable both within a 

laboratory and among different laboratories, because of the 

ability to reload experimental scenarios instantly in exactly the 

same way as they were previously rendered. Previous work has 

shown that VREs can be useful for testing motor capabilities 

alone [12]–[14], but did not perform closed-loop tests, 

presumably due to an inability to provide sensory feedback. 

Beyond allowing the investigation of closed-loop prosthetic 

arm control capabilities, such as object identification tasks, 

VREs also offer an excellent way to observe how complex 

behaviors change with the presence or absence of feedback 

applied through peripheral nerve stimulation. VREs provide a 

low-level experimental playback capability that allows for 

every contact interaction to be digitally logged. For complex 

freeform experiments, this playback capability allows for 
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nuanced closed-loop control behavior to be analyzed beyond 

the simple outcome metrics of time-to-completion or difficult-

to-blind experimenter observations. Using VREs allows for 

extremely tight time-synced analyses between motor control 

and sensory output, which is not feasible to perform with simple 

experimenter observations. Furthermore, mechanical 

constraints of sensor activation and overcoming joint friction 

amount to lag in physical systems that can confound analyses 

of subtle sensorimotor interactions, which virtual motors and 

sensors can completely bypass. These analytical advantages 

promote the use of VREs for investigating the changes in 

prosthetic hand control caused by sensory feedback. 

We herein describe experiments conducted with two human 

transradial amputees performing tasks with bi-directional 

closed-loop control of a VPH. The results from these 

experiments demonstrate that VPHs within VREs can serve as 

a useful tool for researchers attempting to validate and quantify 

their control systems for high-DOF sensorized prosthetic hands. 

These experiments demonstrate that contact interactions 

between a VPH and virtual objects can be used to drive 

intraeural microstimulation useful for better understanding a 

virtual environment, and highlight the impact of bidirectional 

close-loop control on both motor behavior and sensory 

processing. Furthermore, the stimulation that was provided in 

response to these virtual interactions can be translated to a 

physical-world system in order to provide an amputee with the 

same benefits stimulation provided in a virtual world.  

II. MATERIALS AND METHODS 

A. Patients 
Two transradial amputee volunteers provided informed 

consent under guidance by a University of Utah IRB and 

Department of the Navy Human Research Protection Program 

in this study as a part of the Defense Advanced Research 

Projects Agency’s HAPTIX program. The first volunteer (HS1) 

was a bilateral upper-extremity amputee, whose amputation 

occurred 24 years prior to the investigation. The second 

volunteer (HS2) was a dual left transradial and transtibial 

amputee whose amputation occurred 12 years prior. Both 

volunteers had their left arms implanted with neuromuscular 

implants with the same surgical procedure. 

B. Implants and Surgery 
The volunteers were put under general anesthesia. Two wired 

Utah Slanted Electrode Arrays (USEAs, Blackrock 

Microsystems, Salt Lake City, UT) consisting of 100 

penetrating microelectrodes of varying length were implanted, 

1 array per nerve, into the median and ulnar nerves of the left 

upper arm [15]. A wired intramuscular electromyography 

recording implant (iEMG, Ripple LLC, Salt Lake City, UT) 

consisting of 8 leads with 4 electrodes each plus 1 reference 

lead was implanted into residual muscle of the left forearm. 

Wires from the implants travelled subcutaneously from the 

implant site to individual transcutaneous sites on the posterior 

upper arm. iEMG leads travelled along the back of the elbow to 

reach the transcutaneous site. External Gator (Ripple LLC) 

connectors were wire-bonded to the extracutaneous portions of 

the wires, which served as the mounting point for Grapevine 

(Ripple LLC) stimulating and recording hardware. Volunteers 

were given at least 1 week to recover from surgery before 

experiments began. 

C. VRE 
We used the Multi-Joint dynamics with Contact VRE 

(MuJoCo, Roboti LLC, Redmond, WA) provided through the 

DARPA HAPTIX program for closed-loop experiments [11]. 
MuJoCo was chosen for this application because this VRE has 

a built-in physics engine that calculates contact interactions 

between objects. Simulations were built using .XML script, and 

real-time inputs to and outputs from the VRE were managed 

through a MATLAB (Mathworks®, Natick, MA) application 

program interface (API). We recorded calculated contact forces 

on individual hand segments in real time. Similarly, we 

controlled individual segments of the hand independently, 

which allowed for individual control of the digits and wrist 

through the API. MuJoCo’s data logging of the VPH’s 

movements and contact with the VPH’s sensors occurred at 1 

kHz. 

Volunteers used 1 of 2 VPH models for these experiments. 

HS1 used a virtual Modular Prosthetic Limb (vMPL, Johns 

Hopkins Applied Physics Lab, Laurel, MD). This VPH had 19 

contact sensors spanning the fingers, palm, and back of the 

hand: palmar sensors on every phalangeal segment of every 

finger, 2 on the palm, 1 on the lateral edge of the hand, and 1 

on the back of the palm. The vMPL had 13 motors: 1 for 

flex/extend on each finger, 1 ab/adduction on the index and on 

the little fingers, 1 each on the 4 joints of the thumb, and 3 for 

the wrist individually controlling flex/extend, supinate/pronate, 

and ulnar/radial deviation. Each motor had position feedback, 

giving a total of 32 sensors. 

HS2 used a virtual LUKE™ Arm (vLA, DEKA Research 

Corporation, Manchester, NH). This hand had 11 contact 

sensors: 1 on the tip of each digit, lateral sensors on the distal 

phalangeal segments of the thumb and index, 2 on the palm, 1 

on the lateral edge of the palm, and 1 on the back of the palm. 

The vLA had 6 motors: 1 for index flex/extend, 1 for combined 

middle/ring/little (MRL) flex/extend, 2 for the thumb 

controlling flex/extend (thumb yaw) and ab/adduction (thumb 

pitch), and 2 on the wrist controlling supinate/pronate and 

flex/extend. Each motor had position feedback, giving a total of 

17 sensors. (More recent physical and virtual LUKE™ Arm 

models, not used in the present studies, have added 2 contact 

sensors to the lateral and posterior sides of the thumb.) 

D. Hand Calibration 
Decoding of motor movements has been previously 

described [6], [16]. In addition to using firing rate of neural 
discharges recorded by USEA electrodes as potential features 
for a modified Kalman-filter-based decode, we used the mean 
absolute value of the filtered recordings from all possible 528 
single-ended and differential pairs of the 32-lead iEMG [17]. 
Once the modified Kalman-filter-based decode was trained, 
decoded movements were tied to motors of 1 of the 2 VPHs, 
which allowed for real-time individual and proportional control 
of the motors of the hand. Modifications to a standard Kalman 
filter included use of thresholds and non-unity gains, which 
were adjusted by an experimenter to allow for full range of 
motion within a DOF and to minimize crosstalk between DOFs 
[17], [18]. 

Page 2 of 13

http://mc.manuscriptcentral.com/tnsre-embs

Transactions on Neural Systems and Rehabilitation Engineering

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



Confidential: For Review Only

Kluger et al.: Virtual Reality Provides an Effective, Low-cost Platform for Evaluating Closed-loop Neuromyoelectric Prosthetic Hands 3 

Motors could be moved in a “velocity” or “position” mode, 
and the mode of each DOF was independently toggled 
depending on the task. Velocity control is employed by 
conventional myoelectric prostheses; the joint angle of a given 
motor stays constant until a flex or extend signal is detected, at 
which time the motor moves. Position mode has a rest joint 
angle, and the DOF will return to this rest position when no 
intended movements are detected. The distance the joint moves 
from rest is correlated to the intensity of the decoded signal. 

When enabled, movements of the entire VPH through virtual 
space were mediated by movements of a volunteer’s residual 
forearm. An OptiTrack V120:Trio (Natural Point, Inc., 
Corvallis, OR) infrared camera tracked retroreflective markers 
placed on the residual forearm and on the computer monitor that 
rendered the virtual simulations. Motive software (Natural 
Point, Inc.) computed the movements of the forearm relative to 
the monitor, and moved the VPH through virtual space 
accordingly. 

Sensory calibration necessitated stimulation mapping of each 
of the 192 combined active channels of both implanted USEAs 
[6], [7], [17], [19]. The orientation and numbering of the array’s 
electrodes can be seen in supplementary Fig. S1. The modality 
of the sensations varied, but the modalities included cutaneous 
and proprioceptive sensations across the volunteers’ phantom 
hands. Electrodes evoking cutaneous sensations were mapped 
to contact sensors of the VPH, whereas electrodes evoking 
proprioceptive sensations were mapped to the joint-angle 
sensors of the VPH. During bidirectional, closed-loop control 
of the VPH, the stimulating and recording software operated at 
a 30-ms loop cycle. 

After we had identified individual or groups of electrodes 
capable of evoking sensations congruent to the prosthesis 
sensors, we explored the sensation intensity range on those 
electrodes with either amplitude and/or frequency modulation. 
Stimulation was delivered in continuous 500-ms bursts 
separated by 500 ms of no stimulation. Individual pulses within 
the bursts were cathodic-first, charge-balanced square 
waveforms with 200-μs single-phase durations separated by a 
100-μs interphase interval. We asked the patient to rate the 
perceived intensity on a 0–10 verbal scale while we adjusted the 
current and/or frequency of the pulses within the bursts. We set 
lower limits of amplitudes and frequencies for which the 
volunteer could barely feel the stimulation, or reply with an 
intensity greater than zero and less than or equal to 1, so that 
any touch between the VPH’s contact sensor would result in a 
noticeable sensation. We then manually increased the 
amplitude and/or frequency on the same electrode(s) to identify 
stimulation upper limits, which were bound by safety and 
software limits of 500 Hz and 100 μA. Upper limits were 
chosen to coincide with the maximum bearable intensity of the 
evoked sensation while being below the safety limits. The 
perceived intensities of the maximized stimulation parameters 
were usually in the range of 2-5 in the self-reported scale. These 
minimum and maximum amplitudes and frequencies were set 
to define the range of intensities our volunteers could possibly 
experience with VPH interactions.  

We often introduced temporal variability to the USEA 
stimuli, i.e. jitter, in order to make the artificially-produced 
sensations more realistic, a phenomenon that has been reported 

in the literature [5]. We created jitter by systematically 
changing the pulse train frequency during each 30-ms loop 
cycle.  Jitter was encoded by adding Gaussian noise to the 
stimulation frequency with a standard deviation of half the 
scaled frequency, which was calculated by linearly scaling the 
sensor output to the minimum and maximum frequencies found 
from sensory calibration. 

If stimulation could not be detected below our upper limit, 
we sometimes added another electrode that generated a similar 
sensation and repeated the calibration procedure. In some cases, 
we could not generate sensations of varying intensity due to our 
frequency and amplitude limits and a lack of available percepts 
that had been revealed from stimulation-mapping sessions. In 
these cases, we would abandon attempting to encode the 
anatomically-matched VPH sensor. All of the sensory encode 
parameters for both volunteers can be seen in supplementary 
Table S2. 

E. Open-loop Sensory Task 
We tested HS2’s ability to discriminate among the location 

and intensity of stimulation driven by the VPH’s sensors on 2 
occasions. The volunteer was presented with stimuli that varied 
by sensor location, modality (i.e., contact or joint movement), 
and intensity (i.e., contact force or amount of movement). 

For the first experiment, HS2 discriminated between 
cutaneous sensations with 3 discrete intensities (i.e., discrete 
stimulation frequencies) and 4 discrete locations (i.e., discrete 
USEA electrodes) for a total of 12 possible options.  The four 
discrete locations were independently tied to the lateral palm, 
distal index, distal thumb and thumb joint position sensors 
(sensory substitution) of the VPH. The second experiment used 
only the aforementioned contact sensors without the thumb 
joint position sensor at 4 intensities using amplitude modulation 
on 4 USEA electrodes. HS2 had the opportunity to feel the 
stimulus up to 5 times before he had to guess which stimulus 
had been presented to him. Each stimulus lasted for 1 second. 
Jitter was used during both experiments.  
 We performed binomial tests of the volunteer’s responses to 
assess whether he could identify the stimuli. We rejected the 
null hypothesis of an inability to identify a stimulus property at 
a familywise error rate of α = 0.05 using Holm-Šidák-
Bonferonni corrections for multiple comparisons. 
 

F. Closed-loop Tasks 
1) Size and Compliance Identification:  Both HS1 and HS2 

performed virtual size-identification tasks with motion capture 
disabled. HS1’s size-identification task involved randomly 
positioning the vMPL beneath empty space, a small 3.5-cm 
diameter cylinder, or a large 8-cm diameter cylinder. All 4 
fingers moved in tandem using the decoded signal from a single 
DOF. The volunteer had unlimited time to explore the virtual 
space above the vMPL and attempt to identify what was 
positioned over the hand. After the volunteer guessed the 
object’s size, feedback was given towards his response and the 
next object was presented immediately. Proportional 
proprioceptive sensory feedback was provided by frequency 
modulation of 2 electrodes and binary cutaneous sensory 
feedback (i.e., on or off) was delivered through 3 electrodes. 
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HS2’s object-identification task required identifying objects 
of varying size and compliance with position control of the 
vLA. The volunteer had to identify both the size and 
compliance of a randomly selected object placed over the 
vLA’s palm by squeezing the virtual objects. HS2 had 30 s to 
explore the object and attempt to identify its size and 
compliance while blindfolded. After the 30-s exploration 
duration expired, a mandatory inter-trial interval of 45 s was 
used to minimize sensory adaptation [20]. For the first test, the 
volunteer discriminated among 4 unique objects with large or 
small size (diameter of 4 cm or 8 cm) and a soft or hard 
compliance (damping ratio and spring constant of 222 and 400 
or 1010 and 2000, respectively). We provided the volunteer 
with position control of the index and MRL DOFs, which 
were coupled together. The experiment used frequency- and 
amplitude-modulated intensity encoding through 2 electrodes 
with jitter. 

The second test was made more difficult by adding medium-

sized and medium-compliance objects, yielding a 3x3 

confusion matrix. All of the objects presented to the volunteer 

can be seen in Fig. 1. The medium objects were 6 cm in 

diameter. Their damping ratios and spring constants were 421 

and 800, respectively. Again, the index and MRL DOFs were 

coupled together and driven by position control. The 

experiment consisted of 36 trials with the same trial timing as 

the 2x2 experiment. We delivered frequency- and amplitude-

modulated intensity encoding with 1 electrode, with jitter on the 

first and no jitter on the second. 

To compare virtual and physical closed-loop task 
performance, HS2 performed a similar 2x2 size/compliance 
identification task with closed-loop position-control of a 3D-
printed Ada Hand (Open Bionics, Bristol, UK) with force-
sensitive resistors embedded in the 3D-printed material serving 
as contact sensors. The hard objects were a golf ball and a 
lacrosse ball, and the soft objects were similarly-sized foam 
balls. The volunteer was blindfolded and had control of the Ada 
Hand’s middle finger. Frequency- and amplitude-modulated 
intensity encoding was used on 1 electrode with no jitter. 

2) Texture Identification: A pilot study of HS1 stroking a 

virtual door under closed-loop control of the vMPL indicated 

he could feel the door. Because of his reactions to this pilot test, 

we developed a regimented texture-identification task for HS2. 

HS2 performed a texture discrimination task with motion 
capture enabled on the vLA. Either a smooth wall or a wall with 
4-cm corrugations was randomly placed in the virtual 
environment while the volunteer was blindfolded and had 
sensory-only control or closed-loop control of the VPH (Fig. 2). 
The volunteer stroked the wall using motion capture and had to 
guess which wall was present for 30 s with a 90-s break to 
minimize sensory adaptation. Control of the motors was 
disabled for the first 12 iterations of this test, whereas the 
second 12 trials allowed the volunteer to independently control 
the index motor, and coupled and middle, ring, and little finger 
motors using position control. We delivered frequency- and 
amplitude-modulated intensity encoding on 1 electrode with 
jitter. 

For the aforementioned size, compliance, and texture 
discrimination tasks, we performed binomial tests of the 
volunteer’s responses to assess whether he could identify the 
objects’ properties. We rejected the null hypothesis of an 

inability to identify an object property at a familywise error rate 
of α = 0.05 using the Holm-Šidák-Bonferonni method of 
multiple comparisons. 

3) Activity of Daily Living (ADL) tasks: Both HS1 and HS2 

performed virtual tasks that simulated literature-validated ADL 

assessment procedures. HS1 performed a subset of virtual 
Action Research Arm Test (ARAT) tasks without a time limit 
[21]. We added concave features to the faces of the 2-cm and 

4-cm cubes to improve the virtual hand’s grip on the objects. 

HS1 received frequency-modulated intensity encoding on 6 

electrodes with no jitter. 
HS2 performed a subset of virtual Jebsen Hand Function Test 

(JHFT), Activities Measures for Upper Limb Amputees (AM-
ULA), and custom tasks with the vLA in velocity-control [22], 
[23] in 3 separate experiments. The subset of tasks included 1) 
moving a light and a heavy can from a starting location to a 
target location, 2) picking up a marble and placing it within a 
cup, 3) pouring the marble from the cup into a bowl, 4) picking 
up a spoon and scooping the marble from the bowl back into the 
cup, 5) picking up a key and unlocking a lock, 6) turning a door-
knob, 7) stacking checkers, and 8) pretend writing. Tasks 1, 2, 
4, 7, and 8 were JHFT subtasks [22]. Tasks 3, 4, 5, 6, and 8 were 
AM-ULA subtasks [23]. HS2 performed each subtask twice in 
a row during a single ADL assessment. A single presentation of 
the subtask had sensory feedback enabled, whereas the other 

 
Fig. 1.  All objects presented to HS2 for the virtual size/compliance 
identification tasks. The 2x2 task used the 4 objects in the corners 
whereas all objects were used for the 3x3 task. 

 

 
Fig. 2.  HS2 performing the texture identification task. Corrugated 
wall shown. 
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did not. Whether or not stimulation occurred in the first 
presentation was randomly decided on a 50/50 probability. The 
volunteer was given 60 s to complete the presentation of the 
ADL subtask before a timeout occurred. The volunteer 
controlled the vLA in 6-DOF velocity control on all days. The 
volunteer also completed physical versions of the marble 
moving, checkers, and writing tasks with the modified Ada 
Hand with the thumb, index, middle, ring, and little DOFs in 
velocity mode. Sensory feedback calibration was variable, 
where we used frequency- and/or amplitude-modulated 
intensity encoding through 2 or 3 electrodes with or without 
jitter. 

To determine whether the presence of sensory feedback 

affected overall task performance, we performed t-tests on the 

time needed to complete the tasks where successful runs 

occurred in both the stimulation-on and stimulation-off groups. 

T-tests were paired if the number of successful stimulation on 

and off runs were the same, and two-sample t-tests if the 

number of runs differed. 

Because sensory feedback and the imminent motor task can 

guide motor performance with physical prosthetic devices [5], 

[24], [25], we investigated sensor activity during HS2’s ADL 

tasks in an attempt to distinguish how sensory feedback and 

task-related motor demands affected volunteer-object 

interactions. Due to the freeform nature of the experiment, all 

VPH-object interactions were reliant on the volunteer’s 

manipulations of the VPH. Consequently, assessing the sensor 

activity allowed us to indirectly assess VPH motor performance 
and also to examine whether differences in motor performance 
affected sensory experiences via closed-loop bidirectional 
interactions. Using MuJoCo’s detailed virtual data logs that 
record all VPH activity, we compiled sensor output mean 

amplitude and above-zero duration during every trial in 

separate ANOVAs. Both ANOVAs were grouped by the 

presence (or absence) of stimulation, the contact sensor 

location, and the subtask. A sensor’s data were included only if 

the sensor was tied to USEA stimulation for half of the trials as 

described above in order to investigate differences caused by 

the presence or absence of intraneural microstimulation. All 

other sensor logs were not included. We removed outliers 

before performing the ANOVAs. An outlier was defined as 

having a value outside of the bounds set by 3 median absolute 

deviations from the overall median. We performed post-hoc 

Fisher’s least significant difference (LSD) procedures within 

the groups that showed significant differences in the ANOVAs 

in order to identify the factors that contributed to the differences 

identified in the ANOVAs. 

III. RESULTS 

A. Open-loop Sensory Task 
We examined HS2’s ability to identify the stimuli’s receptive 

field, intensity, the receptive field and intensity simultaneously 
on each day, and the overall ability to identify both the receptive 
field and intensity simultaneously for every trial across both 
days, leading to a total number of 7 multiple comparisons. At 
the familywise error rate of α = 0.05, the volunteer successfully 
identified the stimuli’s receptive field on both days, and he 
identified the receptive field and intensity simultaneously on 
each day individually and both days combined. The subject 

identified the intensity of the stimuli on the second day, but he 
did not identify the intensity on the first day (p = 0.4306). 
Confusion matrices for the results from these tests can be seen 
in Fig. 3 (receptive fields) and Fig. 4 (intensities). 

B. Size and Compliance Identification 
Our closed-loop system allowed for both human volunteers 

to identify virtual object properties. Given that S1’s test 

involved proprioceptive USEA stimulation that caused 

feedback even when no contact was made, we investigated 

whether he could identify the presence or absence of a cylinder 

from virtual contact. We also sought to determine whether he 

could identify the object presented to him, leading to 2 

comparisons at familywise α = 0.05. The volunteer identified 

the presence of an object and the objects’ size with statistical 

significance. 
For the size/compliance identification tasks, we investigated 

HS2’s ability to recognize size, compliance, and combined 
size and compliance, leading to 3 multiple comparisons at a 
familywise error rate of α = 0.05 each for the virtual 2x2, 

 
Fig. 3. Receptive field confusion matrices for HS2’s open-loop sensory 
task. P = palm contact, T = thumb contact, I = index contact, and TJ = 
thumb joint. The volunteer correctly identified the receptive field of the 
stimuli on both days (p’s < 0.0001). 

 
Fig. 4. Intensity confusion matrices for HS2’s open-loop sensory task. 
W = weak, M = medium, S = strong, and VS = very strong. The 
volunteer was unable to identify the intensity on Day #1 (p = 0.4306), 
but was able to identify the intensity on Day #2 (p < 0.0001). 
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virtual 3x3, and for the physical 2x2 experiments. HS2 
identified all object properties with statistical significance 
except for the compliance in the virtual 3x3 experiment (p = 
0.2933) and size in the physical 2x2 experiment (p = 0.2272). 
Confusion matrices for the results from the virtual tests can be 
seen in Fig. 5 (sizes) and Fig. 6 (compliances). 
 

C. Texture Identification 
The volunteer correctly identified the texture of the wall he 

stroked as either “smooth” or “rough,” both with motor control 

of the vLA disabled (11/12 correct) and with motor control 

enabled (12/12 correct). These individual experiments and 

combined results were analyzed and controlled for 3 multiple 

comparisons at a familywise error rate of α = 0.05. The 

volunteer identified texture with statistical significance in all 3 

comparisons. 

D. ADL Tasks 
HS1 successfully completed several door-opening tasks with 

closed-loop control. This was the first time a human volunteer 

used a prosthetic under voluntary motor control with contact-

mediated USEA stimulation evoking percepts on a phantom 

hand. During this pilot session, we invited the volunteer to act 

freely within the VRE, knowing he had closed-loop control of 

the VPH. Almost immediately, the volunteer stroked the virtual 

door with the VPH, gasped, and remarked, “Oh my God, I just 

felt that door” (see supplementary video S3). After continuing 

to stroke the virtual door, he exclaimed, “God, that is so cool!” 

Previous open-loop stimulation through the same and different 

USEA electrodes had not evoked a comparable reaction. 

Following the pilot exploration period, the volunteer was able 

to remove a latch, grab a handle, and open a door. The volunteer 

was also able to grab a door handle, rotate it, and pull a door 

open. 

HS1 successfully completed several ARAT tasks with 

closed-loop control of the vMPL. The volunteer successfully 

lifted the 2-cm cube, 4-cm cube, and grinding stone from the 

table surface to the top of the shelf. He successfully picked up 

a cylindrical glass and poured its contents into a stationary 

glass. The volunteer removed a cricket ball from a stationary 

bowl and placed it into another stationary bowl on top of the 

shelf. The volunteer was unable to pick up a 10-cm cube on the 

table, a ball-bearing in a stationary bowl, or a hollow tube from 

a pedestal. 

HS2 completed a total of 4 modified JHFT and custom ADL 

tasks under a 60-s time limit with the vLA (Table 1). In brief, 

the volunteer was able to pick up a small ball and drop it into a 

pitcher, pour a small ball from a pitcher into a bowl, turn a 

virtual door knob, and pretend write. The volunteer was unable 

to move both cans, use a spoon to scoop a small ball out of a 

bowl and drop it into a pitcher, stack 3 checkers on top of one 

another, or use a key in a lock. 
To examine the potential consequences of sensory feedback 

on task performance, stimulation controlled by sensor 

activation was delivered via USEA electrodes on 50% of the 

trials; in the other 50% of trials, stimulation was not delivered 

regardless of sensor output. The presence or absence of 

stimulation did not affect the time it took for HS2 to complete 

tasks 3, 6, or 8, which were the tasks that had successful runs in 

both the stimulation-on and stimulation-off conditions (#3, p = 

 
Fig. 5: Size confusion matrices for HS2’s size and compliance 
identification task. L = large, M = medium, and S = small. The 
volunteer was able to identify the size during both experiments 
(2x2 p = 0.0106, 3x3 p < 0.0001). 

 
Fig. 6: Compliance confusion matrices for HS2’s size and 
compliance identification task. H = hard, M = medium, and S = 
soft. The volunteer was able to identify compliance during the 2x2 
experiment (p < 0.0001), but he was unable to do so during the 
3x3 experiment (p = 0.2933). 

 

TABLE 1 
HS2 Successful ADL Results 

ADL Task Stimulation Success/total Time (s) 
Move 
marble* No 1/4 31 

Pour 
pitcher+ 

No 4/4 28.5 | 20 
Yes 4/4 29.5 | 13 

Door 
knob+ 

No 4/4 24.5 | 33 

Yes 1/4 32 | 21 

Pretend 
write*+ 

No 1/4 14 
Yes 2/4 25.5 | 33 

Table 1.  Results of successful virtual ADL tasks by HS2. Time is 
reported as median | IQR for testing groups with multiple 
successes. * = JHFT subtask. + = AM-ULA subtask. 
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0.4437; #6, p = 0.9812; #8 p = 0.7564; unpaired t-tests). When 

using the Ada Hand in the physical-world tests under a 60-s trial 

limit, the volunteer performed the marble-moving task 6 out of 

6 tries, the checkers task 4 out of 6 tries, and wrote with a pen 

2 out of 2 tries. 
If stimulation affected motor performance, then changes in 

motor behaviors in turn might have affected the intensity or 
duration of sensor activation, thereby demonstrating 
bidirectional closed-loop sensorimotor interactions. Consistent 
with this hypothesis, the mean intensity of sensor activation 
during contact was greater on trials for which stimulation was 
on (mean ± SEM: 26.82 ± 4.32 N) than on trials for which 
stimulation was off (19.56 ± 3.17 N; F1,68 = 5.52, p = 0.0261) 
(Fig. 7a). These results indicate that the subject handled the 
object more firmly when sensory feedback was provided, which 
in turn affected the sensory feedback he received. Mean sensor 
amplitude also differed significantly by sensor location (F1,68 = 
5.59, p = 0.0240), where the LSD post-hoc tests showed greater 
activation from the index finger (48.53 ± 6.14 N) relative to the 
palm (14.77 ± 2.07 N), middle finger (28.46 ± 1.26 N), and ring 
finger (13.17 ± 2.13 N), and between the ring and middle 
fingers (p’s < 0.05) (Fig. 7b). These results indicate that the 
volunteer’s grasps differentially activated different sensors, 
possibly because he differentially activated the various 
independent degrees of freedom associated with these sensors. 
Sensor output amplitude did not differ significantly by task 
(Fig. 7c), or by any combination of the presence of stimulation, 
sensor location, and task (p’s > 0.05). 

The duration of sensor activation showed a statistical trend 
(F1,78 = 3.20, p = 0.0819) to be shorter for stimulation-on trials 
(10.23 ± 1.24 s) than for stimulation-off trials (12.69 ± 1.54 s), 
indicating a tendency to handle the objects more quickly when 
sensory feedback was provided (Fig. 7a). The duration varied 
significantly by sensor location (F3,79 = 10.15, p = 0.0001), 
where a post-hoc test showed the duration on the middle finger 
(4.13 ± 0.19 s) was shorter than on the other three sensors 
(palm: 14.77 ± 2.07 s; index: 10.32 ± 1.70 s; 4.13 ± 0.77 s; ring: 
14.08 ± 1.76 s; p’s < 0.05), once again indicating that the 
volunteer’s grasping movements produced differential 
activation of sensors in different locations (Fig. 7b). Contact 
duration also varied by subtask (F7,78 = 3.71, p = 0.0040), where 
the LSD post-hoc tests showed the durations during the spoon 
task (task #4, 21.05 ± 1.09 s) were significantly longer than on 
any other task (#1: 8.46 ± 2.04 s; #2: 9.32 ± 2.32 s; #3: 8.02 ± 
1.56 s; #5 13.58 ± 3.17 s; #6 6.84 ± 1.42 s; #7 10.94 ± 3.51 s; 
#8: 13.53 ± 2.02 s), the key task (#5) had longer durations than 
the door knob task (#6), and the writing task (#8) had longer 
durations than the door knob task (p’s < 0.05) (Fig. 7c). The 
variability in durations suggests that the subject used the VPH 
differently across different subtasks. The duration of sensor 
activation did not show any statistically significant differences 
for any interactions of the task, presence of stimulation, and 
sensor location (p’s > 0.05).  

 

IV. DISCUSSION 
Our findings support the use of VREs for assessing the ability 

to identify virtual object properties. They further suggest 
conducting closed-loop object identification tests in a VRE may 

be in some ways superior to testing in a physical world scenario. 
Complex virtual ADL tasks requiring subtle manipulations of a 
VPH, like virtual copies of the ARAT, JHFT, and AM-ULA, 
are possible, but are very challenging. A lack of proficiency in 
these virtual tasks may not be indicative of real-world prosthetic 
capabilities. Furthermore, we were able to use the VRE to show 
indications of bidirectional sensorimotor influences of closed-
loop prosthetic arm control. 

 

A. Open-loop Sensory Task 
HS2 successfully identified the stimuli’s receptive field and 

intensity simultaneously, which adds credence to USEA-
mediated sensory feedback. These results corroborate findings 
from previous studies demonstrating that USEA 
microstimulation was capable of evoking graded and location-
specific perceptions on human amputees’ phantom hands [6], 
[7]. 

The volunteer’s inability to identify the intensity on Day #1 
of open-loop testing, but an ability to do so on Day #2, may be 
a consequence of one or several physiological phenomena that 
were not tested for in a systematic manner. One possible 
explanation is that a learning effect had taken place, in which 
the subject was not used to the stimuli presentations on 
experiment Day #1, but he may have become better trained to 
identify the differences in stimulation intensity by experiment 
Day #2, which were 97 days apart. This difference could be 
partly explained by cortical reorganization effects, where 
cortical reorganization following his injury several years prior 

 
Fig. 7: Sensor output during S2’s ADL tasks. Differences in sensor 
activity were observed due to the presence of stimulation (A), the 
sensor location (B), and the ADL subtask (C). * = p < 0.05; † = p < 
0.1. 
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was subsequently reversed following the influx of afferent input 
to his central nervous system through USEA stimulation [26]–
[28], differences between the efficacy of rate and population 
encoding in the peripheral nervous system [29]–[31], and/or 
differences in the modalities of information being conveyed to 
the central nervous system due to activation of different afferent 
fibers. 

B. Virtual vs. Physical Prosthesis Performance 
We have demonstrated that VPHs can be used to predict 

performance of a physical prosthesis for object identification 
tasks, and these tasks may be advantageously performed in a 
VRE as opposed to a physical environment. However, the 
inability to perform some tasks in a VRE does not necessarily 
predict the same lack of abilities with a physical prosthesis. 

1) Object identification: VREs are a powerful tool for 
assessing amputees’ object-identifying capabilities using 
prosthetic hands with closed-loop capabilities. Both volunteers 
were able to identify object properties in all of the virtual and 
physical object identification tasks presented to them, including 
texture, size, compliance, and simultaneous size and 
compliance. The only object properties that were not 
successfully identified in our testing was size in the physical 
2x2 size/compliance task and compliance in the 3x3 virtual 
size/compliance task. However, the inability to identify 
compliance in the 3x3 test may have been from a simulation 
error that we subsequently identified: Index finger contact with 
hard objects resulted in a substantial oscillating sensor output, 
which does represent a challenge for closed-loop VRE testing 
where modelled physical behavior must be diligently bug-
checked before testing. 

Identification testing using physical objects introduced 

secondary cue confounds to the object identification tasks, 

another problem that VRE-testing completely eliminated. 

Because the VPH’s motors were silent, the volunteer could not 

hear when the motors would stall when contacting an object as 

he could with the physical Ada Hand. We attempted to 

eliminate auditory cues by applying earmuffs to the volunteer 

during physical testing. Furthermore, a physical world analogue 

of the texture identification test also involves secondary cues, 

some of which also are eliminated by the use of the VRE. A 

physical wall-stroking test inevitably results in an amputee 

subject receiving secondary cues through skin-socket 

interactions, which cannot occur with a VPH. Furthermore, the 

VPH eliminated experimenter error where objects could be 

presented with a regularity that would have been difficult to 

achieve in the physical test. This regularity may have been the 

determining factor that allowed the volunteer to identify size in 

the virtual tasks, but not in the physical task. Thus, due to its 

ability to eliminate certain secondary cues and experimenter 

errors, testing closed-loop object discrimination in VREs may 

be superior in multiple ways to testing in the physical world. 

2) ADLs: The volunteers successfully completed several 
virtual and physical ADL tasks. Even though the volunteer was 
able to perform ADL tasks in the VRE, comparing the results 
from virtual performance to physical performance suggests 
virtual ADLs are often more difficult than the physical tests 
they are modelled after. HS2 was able to complete the checker 
stacking task in the physical world 4 out of 6 times but was 
never able to do so in the virtual task. Furthermore, he 

completed the marble moving task in the physical world 100% 
of the time, but was able to do this task only 1 time out of 8 tries 
in the virtual tests. Although the vLA was not a replica of the 
physical Ada Hand, these results suggest complex ADL tasks 
are much easier to perform in the physical world than in a VRE 
with a VPH, and VRE testing of ADLs may be a poor indicator 
of physical ADL performance with socket-mounted prostheses. 

C. Using VPHs for Amputee Behavior Analyses 
VREs are a useful tool for assessing subtle VPH behaviors 

when exposing amputees to complex tasks, which suits using 
VREs for identifying changes in sensorimotor behaviors 
resulting from the presence or absence of sensory feedback. A 
lack of improvement in ADLs from closed-loop control could 
be due to virtual ADL difficulty. 

1) Sensory feedback’s impact on virtual performance: 
Sensory feedback influenced subjects’ performance on several 

but not all metrics. 
The volunteer generated more force on the sensors tied to 

USEA stimulation during trials when sensor-driven USEA-
evoked sensory feedback was provided than when this 
intraneural microstimulation was absent. The VPH sensors 
could be activated only by the movements of the VPH that were 
controlled by the volunteer. Consequently, these results indicate 
that it was the volunteer himself who generated more forces on 
the VPH when sensory feedback was applied. This change in 
motor behavior could have been due to simple enjoyment of the 
evoked sensation; alternatively, the volunteer may have 
generated more force when tactile feedback let him know that 
contact had been properly initialized.  

HS2’s virtual experiments demonstrate that he was executing 
different grasps and movements: sensor output amplitude 
varied by sensor location, and the duration of sensor activation 
varied by task and sensor. These findings suggest the volunteer 
used the VPH in grip- and task-specific ways in an attempt to 
complete the goal presented to him. 

Results from both ANOVAs indicate grip- and task-specific 
VPH interactions. The index finger’s sensor had the highest 
mean amplitude of the 4 sensors that were analyzed, which 
coincides with results from an isometric gripping study which 
found that the index finger produced the highest forces of the 
index, middle, and ring fingers [32]. Presumably, the volunteer 
used the highest forces on this finger due to remnant gripping 
behaviors from before his amputation-causing injury. The ring 
finger had the lower amplitudes relative to the index and middle 
fingers due to the fact that its usage was predominantly 
incorporated for power grips, a grip type where normal forces 
were distributed across a wide surface area. The middle finger 
experienced intermittent contact with objects in a power grip, 
due to it being the longest finger, and it experiences a lack of 
touch events during two-finger pinch grips, thus its lower mean 
duration compared with the other sensors. Furthermore, the 
middle finger was not intentionally used in pinch grips, so 
contact during these tasks was likely accidental and very short-
lived. For task-wise sensor activity, we observed the highest 
durations in the spoon task. HS2 readily achieved a prolonged 
power grip on the spoon, but had difficulty using the spoon to 
scoop up the ball, thus the prolonged contact. Similarly, the 
knob task showed shorter durations than the writing and key 
tasks. The volunteer was able to turn the knob by resting his 
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fingers on the end of the knob and sliding the whole hand across 
the side with relative ease, leading to the low contact durations. 
The writing task, like the spoon task, allowed for prolonged 
power grips around the target object, which caused long contact 
durations. The key task was exceedingly difficult, causing the 
key to be frequently dropped, leading to short contact durations. 
 
2) Virtual ADLs did not improve with sensory feedback: Although 
USEA-evoked sensory feedback allowed for object 
identification, feedback did not improve the ability to perform 
virtual ADLs. This combination of results is similar to a 
previous finding that sensory feedback allowed for 
identification of the presence or absence of a block between a 
sensorized prosthetic hand’s fingers (much like HS1’s 
identification task), but did not improve one subject’s ability to 
perform the Southampton Hand Assessment Procedure [33]. 
However, this previous finding was from a single subject within 
one study, and was unique among the documented literature. 
The present results extend these previous results. 

The absence of an effect of sensory feedback on HS2’s motor 
performance is contrary to most observations that sensory 
feedback to the nervous system improves motor performance 
[24], [34], [35]. The small number of trials, task difficulty, 
and/or the tasks not being tailored to demonstrate sensory 
benefits may be contributing factors. 

The lack of improvement from cutaneous sensory feedback 
may have arisen from the lack of supporting proprioceptive 
feedback associated VPH motor activity, where both 
endogenous and USEA-mediated exogenous feedback were 
totally absent due to our use of velocity control and inability to 
excite proprioceptive afferents, respectively. Cutaneous 
feedback alone does not create kinesthesia, or the knowledge of 
joint position that proprioceptive feedback generates [34], 
which has been demonstrably useful in closed-loop tasks [6], 
[19]. The cutaneous stimuli we provided were not applied to 
encode skin stretch, where skin stretch sensations have been 
shown to produce kinesthesia [36], [37]. 

3) Abstract effects of VPH interaction: We observed several 
phenomena that promote the incorporation of intuitive sensory 
feedback into prosthetic limbs, beyond the object identification 
capabilities previously described. When HS1 first touched and 
felt the virtual door with his VPH under his own volition, it 
resulted in a startle response (“Oh, my God!”) that differed 
qualitatively from his response to previous open-loop 
stimulation through the same and different USEA electrodes. 
The different types of responses evoked by open-loop and 
closed-loop stimulation further reinforce the functional 
consequences and bidirectional interactions of sensorimotor 
closed-loop neuroprostheses. Subjective differences in sensory 
perception may in part arise from differences in cortical 
activation, as suggested by electrophysiological responses 
recorded in cortex of non-human primates [38]. The virtual 
ADL sensor output results demonstrate the functional 
consequences and ongoing interactive nature of bidirectional 
sensorimotor communication. Not only do the results from both 
experiments indicate that sensory feedback guided motor 
performance, but also changes in motor performance in turn 
influenced the evoked perception due the sensory stimulation 
that the volunteer received. 

The volunteer’s elation of his virtual interaction with the door 
and word usage (“I just touched that door!”) also suggests that 
HS1 embodied the VPH to at least some degree. In previous 
work, applying sensory feedback to physical prosthetic devices 
has demonstrated quantifiably greater embodiment of the 
prosthetic device [39]. This result promotes further 
investigation into what degree of embodiment is possible with 
VPHs. The elation expressed by the volunteer (“…that is so 
cool!”) further demonstrates the emotional benefit of adding 
sensory feedback to a prosthetic hand. The behavioral, 
emotional, and rehabilitational influences of closed-loop 
control of prosthesis-driven sensory feedback also demands 
more attention in future work investigating closed-loop control 
of prosthetic hands, both virtual and physical. 

V. CONCLUSION 
We have demonstrated that the use of intramuscular EMG 

implants and intraneural USEAs allows for closed-loop control 

of VPHs, and that real-time, bidirectional sensorimotor 

communication provides measurable functional benefits for 

prostheses. Several closed-loop virtual tasks were executed by 

human amputees. Our volunteers were also able to identify 

object properties such as size, compliance, and texture and 

complete virtual ADLs. These promising results promote 

further investigation of these closed-loop control methods with 

a physical limb mounted to the residual limb of a transradial 

amputee. This work supports the hypothesis that experimental 

results from using VPHs within VREs may serve as preliminary 

validation of their closed-loop control methods when they are 

translated to physical limbs. The use of VPHs within VREs can 
be superior to the use of a physical limb for testing closed-loop 
object discrimination capabilities due to the highly repeatable 
presentation of objects and elimination of secondary sensory 
cues. However, use of VREs in virtual ADL assessments may 
not always accurately predict real-world performance with 
physical prostheses. Finally, we have provided evidence that 
complements published literature documenting bidirectional 
sensorimotor influences during primate reaching and grasping 
tasks. 
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Fig. S1.  (A) Diagram showing the side view of a USA on an implanted nerves,
where the long electrodes are on the distal end of the implants. (B)
Back-plane view of the implanted USEA with an electrode numbering schematic.
Shaded boxes indicate reference electrodes at distal end of array, which were
not used for stimulation.

Table S2.  USEA stimulation settings. For the electrodes, u# and m# indicate
an ulnar USEA electrode and median USEA electrode, respectively. For the task,
"S/C" represents size/compliance identitifcation tasks.

Video S3.  First clip: Footage of HS1 performing door and handle task. Second
clip: footage of first closed-loop interaction in MuJoCo. The volunteer's
verbage suggests embodiment and hightened USEA-evoked perceptions compared
with open-loop stimulation due to interacting with the virtual door in
closed-loop.
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