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Abstract—Significance: The performance of traditional ap-
proaches to decoding movement intent from electromyograms
(EMGs) and other biological signals commonly degrade over
time. Furthermore, conventional algorithms for training neural
network-based decoders may not perform well outside the
domain of the state transitions observed during training. The
work presented in this paper mitigates both these problems,
resulting in an approach that has the potential to substantially
improve the quality of life of people with limb loss.

Objective: This paper presents and evaluates the performance
of four decoding methods for volitional movement intent from
intramuscular EMG signals.

Methods: The decoders are trained using dataset aggregation
(DAgger) algorithm, in which the training data set is augmented
during each training iteration based on the decoded estimates
from previous iterations. Four competing decoding methods:
polynomial Kalman filters (KFs), multilayer perceptron (MLP)
networks, convolution neural networks (CNN), and Long-Short
Term Memory (LSTM) networks, were developed. The perfor-
mance of the four decoding methods was evaluated using EMG
data sets recorded from two human volunteers with transradial
amputation. Short-term analyses, in which the training and
cross-validation data came from the same data set, and long-
term analyses training and testing were done in different data
sets, were performed.

Results: Short-term analyses of the decoders demonstrated
that CNN and MLP decoders performed significantly better than
KF and LSTM decoders, showing an improvement of up to
60% in the normalized mean-square decoding error in cross-
validation tests. Long-term analysis indicated that the CNN,
MLP and LSTM decoders performed significantly better than KF-
based decoder at most analyzed cases of temporal separations
(0 to 150 days) between the acquisition of the training and
testing data sets.

Conclusion: The short-term and long-term performance of
MLP and CNN-based decoders trained with DAgger, demon-
strated their potential to provide more accurate and naturalistic
control of prosthetic hands than alternate approaches.

I. INTRODUCTION

Most people with limb loss retain the neural circuitry to
sense and control their missing limb. In this work, we take
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advantage of this ability to investigate offline decoding of
the motor intent for the missing limb from intramuscular
electromyographic (EMG) signals recorded from the resid-
ual limb of individuals with transradial amputation.

The vast majority of current clinical practices in EMG-
controlled prostheses directly control one or two degrees of
freedom (DoFs) with the level of EMG activity from multiple
muscles measured on the surface of the skin overlying the
muscles. Commonly, activity from one group of muscles
is used to switch between which DoF is controlled (i.e., a
classifier) and another group of muscles is used to pro-
portionally control movements. Alternatively, the controller
switches between a proportional controller and a pattern
recognition algorithm that uses a classifier to select among
a set of desired hand positions [1]–[4].

A number of methods have been proposed for extracting
motor intent from neural and EMG signals and controlling
the prostheses in a more intuitive and naturalistic manner.
These decoding algorithms fall into broad categories of
Wiener filters [5], [6] population vectors [7], [8], probabilistic
methods [9], [10], and recursive Bayesian decoders such as
Kalman filters (KFs) [11]–[21]. There have been multiple
reports of both offline and online performance of KF-
based decoders applied to the control of a prosthetic arm
[17]–[22]. However, the KF framework assumes a linear
generative model, and nonlinear decoders have been shown
to perform better than linear decoders when applied to the
highly nonlinear biological control of arm movement [12],
[14], [15], [17], [18].

Deep learning and reinforcement learning algorithms
have become popular alternatives for processing biological
data [23]. There are reports of using deep architectures to
decode hand position using electroencephalogram (EEG)
and local field potentials (LFP) [24]. Sussillo et al. [25]
proposed the use of a recurrent neural network as a neural
decoder. Radial basis networks have also been used for
this purpose [26]. Chen et al. [27] presented a practi-
cal implementation of neural decoders based on extreme
learning machine. Deep architectures were used to process
EMG signals to decode speech [28]–[30] and classify hand
positions [31]–[33]. Bae et al. [34] employed reinforcement
learning using Q-learning via kernel temporal differences
to control a robotic arm. Wang et al. [35] used a variation
of this approach based on attention-gated reinforcement
learning to directly predict among seven possible actions
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in a center out task.
Although the methods cited above provide good results

for movement prediction in general for simple tasks, as
the tasks becomes more complex the performance of most
these methods deteriorates. A possible explanation for this
is that it is impractical to obtain training data from human
subjects which contain all possible state transitions. As a
result, the decoders are trained with a limited view of the
domain, and it may perform poorly outside the region for
which it was trained. Further, such systems are prone to
making mistakes that accumulate and increase with time
[36], implying the inability to use the trained parameters
even after a short period of time. Herein, we address these
problems using a dataset aggregation (DAgger) algorithm
[37].

The effects associated with limited training data is mit-
igated in DAgger using an iterative approach. In the first
iteration of DAgger, the decoder is trained using training
data with an appropriate learning algorithm. In subsequent
iterations, the visited states from the trained system are
aggregated into the training set. In this work, we use the
Markov Decision Process (MDP)-DAgger framework using
four nonlinear decoding methods which are polynomial
Kalman filters (KFs), multilayer perceptron (MLP) networks,
Long Short-term memory (LSTM), and convolutional neural
networks (CNN). We also offer a comprehensive set of
analyses for short-term decoding (training and testing done
during the same experimental session) and for up to five
months between the training and testing sessions (long-
term analyses). The results presented in this paper demon-
strate that (1) training using the DAgger approach improved
the performance of all three neural networks analyzed,
but not the Kalman decoder; and (2) the MLP network
and CNN-based decoders perform significantly better than
KF-based decoders. The LSTM-based decoder had similar
performance to the KF-based decoder in the short-term,
but outperformed the KF-based decoders in the long-term
analyses.

Preliminary results of this work were presented at a con-
ference, but the content of this paper differs substantively
from the conference proceedings paper [22]. In particular,
this work describes two additional decoding approaches
(LSTM and CNN-based decoders), increases the number of
subjects from 1 to 2, and increases the number of data
sets examined from 10 to 81. Additionally, we explore the
effect of hyperparameters such as the number of hidden
nodes per layer for the MLP, LSTM and CNN approaches,
the number of convolutional filters for the CNN approach,
and the nonlinearity order for the KF approach. Moreover,
this paper explores the robustness of the decoder perfor-
mance over time by evaluating the decoding errors of the
methods on data acquired few months after the system was
trained. Finally, this paper presents an empirical analysis
of the neural network-based decoders using a relevance
propagation methodology [38], [39].

The rest of this paper is organized as follows: Section
II describes the MDP framework for EMG decoding and
also how DAgger is used to train the system. Section III

describes the experiments and the four decoding algorithms
employed in this work. Experimental results are provided in
Section IV. A discussion of the experimental results and the
evaluated algorithms are presented in Section V. Finally, the
concluding remarks are made in Section VI.

II. METHODS

Broadly, the function of any decode algorithm is to decide
how to best command movement of the prosthesis given
the current state of the prosthesis and the biological signals
related to movement. Markov decision processes have been
used to model motor tasks [40], [41] and neural decoders
[34], where the goal is to learn a probabilistic description
πθ(uk |sk ) of the control signal uk for the kth time step,
given sk , the system state and the biological signals at time
step k. In general, it is desirable that the chosen control
signal maximizes πθ(uk |sk ), which maximizes the probabil-
ity of the system reproducing a desired trajectory. In this
section, we follow the steps similar to those described by
Peter and Schaal [41] to derive this recursive prediction
problem.

In prostheses control problems, EMG signals contain
incremental information about the movements. Conse-
quently, we design the prosthetic control system in such
way that the state of the system contains information
about EMG signals and the kinematic state of the limb.
We define zi ,k as the k-th measurement from the i -th EMG
channel and Zk as a vector of measurements from the EMG
channels at the kth time step, i.e, Zk = [z1,k , ..., zN ,k ]T , where
N is the number of EMG channels. We also define x j ,k as
the limb kinematic state at time k corresponding to the j -
th DoF and Xk as a the vector of all M kinematic states
of the limb at the kth time step, i.e., Xk = [x1,k , ..., xM ,k ]T .
Finally, the system state sk is defined as

sk = [Zk , ..., Zk−H1+1, Xk , ..., Xk−H2+1] (1)

where we have assumed that the system model remembers
the most recent H1 instances of features calculated based
on EMG signals and H2 instances of the limb kinematic
state vector. The control signal, uk , is the desired kinematic
state for the next time sample, i. e.,

uk = [Xk+1] (2)

To train the decoder, we start by assuming that the state
sk evolves according to the Markov property that the next
state is only dependent upon the current state, i.e.,

p(sk+1|sk , ..., s1) = p(sk+1|sk ) (3)

For a given desired trajectory τ = ⋃H−1
i=1 (si ,ui )

⋃
sH , where

H is the number of samples in the trajectory and H > 1, it
is possible to write the probability of the system following
the desired trajectory, p(τ), in a parameterized form, pθ(τ),
in the following manner:

pθ(τ) = p(s1)
H−1∏
i=1

p(si+1|si ,ui )πθ(ui |si ) (4)
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The parameters, θ, of the model are learned by maximizing
the objective function:

J (θ) = 1

H −1
log(pθ(τ)) (5)

Because the log function is a monotonically increasing
function, maximizing log(pθ(τ)) also implies maximization
of pθ(τ). Further, the application of the log function allows
replacing the product of terms with the sum of the log of
the terms. The gradient of J (θ) is given by

∇θ J (θ) = 1

H −1

H−1∑
i=1

∇θ[logπθ(ui |si )] (6)

where ∇θ[·] is the gradient of [·] with respect to θ. This
results means that no knowledge of the system dynamics
p(si+1|si ,ui ) is needed to maximize pθ(τ). In particular, we
only need to know the parameterized model for πθ(ui |si )
to perform the optimization [41].

Similar to the method proposed by Peters and Schaal [41],
we assume that πθ(ui |si ) is a Gaussian probability density
function as given by

πθ(ui |si ) = 1p
2πσ2

e
−

[ui −φθ(si )][ui −φθ(si )]T

2σ2 (7)

where φθ represents a possibly-nonlinear model of the
control signal (i.e., the decoder) and is completely specified
by the vector of parameters θ. Since πθ(ui |si ) is assumed
to be a Gaussian distribution, ∇θ J (θ) can be written as

∇θ J (θ) = 2

H −1

H−1∑
i=1

[
[ui −φθ(si )][∇θφθ(si )]T ]T (8)

The decoder parameters are updated using a gradient
ascent approach for the j th iteration as

θ j+1 = θ j +α∇θ j J (θ j ) (9)

where α is a positive constant and controls the learning
rate. During the training phase, for a given trajectory τ, the
decoder φθ can be trained using (9) and (8).

During training, the desired hand movements represent
the kinematic data. In the experiments done on amputee
subjects, the kinematic data was obtained from a virtual
hand during training. Details of the training process are
described in Section III. During normal operation of the
decoder as well as during testing, this data was replaced
by estimates of hand kinematics produced by the decoder,
ûi . Algorithm 1 describes the operation of the decoder,
assuming that the system is fully trained and its parameters
θ are not adapted after training. Here, H ′ is the number of
samples in the testing phase. The above derivation is quite
general, and can be applied to a variety of system models.
This work explores decoder architectures involving KF, MLP
networks, CNN and LSTM to learn the parameters of the
system model φθ(·).

In human studies, there is a limited amount of data
available for training, which makes effective training a
challenging task. It is also common for a neural network to
have a large number of parameters, and learning general

Initialize X1 at the desired position
for i = 1 to H ′ do

Create ŝi = [Zi , ..., Zi−H1 , X̂i , ..., X̂i−H2 ]
Run the decoder φθ(·) to estimate control signal.

ûi =φθ(si )
Update the state of the arm X̂i+1 based on the

estimated control signal ûi . In this case,
X̂i+1 = ûi

end
Algorithm 1: Pseudo-code for the movement intent
decoder post-training.

motor task models without over-fitting requires very large
training sets. The challenge becomes that of exploiting the
available training data to its maximum to yield the best de-
coders. Researchers have addressed this issue using regret-
based reinforcement learning techniques [40], [42] which
require a significant amount of data, and non-regret-based
reinforcement learning, in particular imitation learning [43],
[44], which provides a compromise between performance
and training data requirements.

In this work, we use the dataset aggregation algorithm
[37], an imitation learning approach, to improve the train-
ing efficacy of the neural network. In the DAgger algorithm,
the training data set is augmented in every DAgger iteration
with a mixture of the known correct control signal that
the prosthesis would take and the estimated control signal,
uk , by the decoder represented by the distribution π̂θ. The
DAgger algorithm used to train the decoder is described
using a pseudo-code in Algorithm 2. In our implementation,
the decoder is trained initially using the original EMG data
and the intended movements. In subsequent iterations,
the training data is augmented based on decisions ûi

made by the system and the known movement intent, ui .
For the experimental results presented in this paper, the
CNN and MLP-based decoders were trained using a back-
propagation algorithm. For the KF decoder, we used the
least-mean-square error algorithm described in [17], [18].
At each iteration, a zero-mean Gaussian pseudo-random
noise is added to the EMG signal to mitigate problems with
over-fitting the model. In summary, the DAgger algorithm
samples the states visited by the policy, which are close
to the desired trajectory, and augments such states to the
original dataset. This yields richer datasets, allowing the
system to follow trajectories more accurately.

III. EXPERIMENTS

A. Experimental Setup

The results presented here are from two amputee sub-
jects, described as HS1 and HS2. After approvals from the
University of Utah and Department of the Navy Human
Research Protection Program Institutional Review Boards,
and receiving informed consent from the subjects, they
were implanted with 32 EMG electrodes to acquire intra-
muscular EMG data. The subjects were also implanted with
two 96-electrode Utah Slanted Electrode Arrays [45] in the
ulnar and median nerves of their residual arm but these
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Initialize D1 as the original training set,

D1 ←
H−1⋃
i=1

(sl
i ,ul

i )

Estimate parameters θ from D1

for l = 1 to NBR DAgger Iterations do
Estimate X̂ l

k by decoding the EMG training
sequence, Z l

i using Algorithm 1
Generate all visited states,ŝl

i , as
[Z l

i +noi se, ..., Z l
i−H1

+noi se, X̂ l
i , ..., X̂ l

i−H2
]

Generate all chosen control signals, ûl
i , as

ûi = X l
i+1

Make D ′
l =

H−1⋃
i=1

(ŝl
i , ûl

i )

Aggregate datasets Dl+1 ← Dl
⋃

D ′
l

Estimate parameters, θ from Dl+1
end

Algorithm 2: Pseudo-code for the DAgger algorithm

devices were not used in this analysis. The thirty two single-
ended EMG signals were acquired at 1 KHz sampling rate
by a Grapevine NIP system (Ripple, Salt Lake City, UT)
using proprietary front-end hardware. These signals were
filtered with a 6th-order Butterworth high-pass filter with
3 dB cut-off frequency at 15 Hz, a 2nd-order Butterworth
low pass filter with 3 dB cut-off frequency at 375 Hz, and
60, 120, and 180 Hz notch filters. More information about
the implants can be found in Page et. al. [46]. Differential
EMG signals for all 496 possible combinations of the 32
single-ended channels were calculated in software. For
each of the single ended and differential EMG channels,
the mean absolute value was calculated over a 33.3-ms
window of time and subsequently smoothed with a 300-
ms rectangular window. To reduce the dimensionality and
the computational complexity of the decoder, principal
component analysis was performed on the EMG-based
features in the training data set [18]. The first sixteen
principal components (PCs) were used as decoding features
to the MLP and CNN-based decoders, and the first 64 PCs
were used as decoding features for the KF-based decoder.
We analyzed the performance of a range of larger and
smaller number of PCs and, for each decoding method, the
number of PCs used herein resulted in the smallest mean
normalized mean-square-error (NMSE, Eq. 11) during the
testing, averaged across all datasets. We also considered
different features including slope change in a window of
time, signal change in a window of time, and wave length
in a window of time as described by Hudgins et. al. [47].
However, decoders trained with MAV feature alone had the
best performance. Similar results have been reported by
Malesevic et. al. [48] and Phinyomark et al. [49]. Therefore,
we present only results using MAV features.

We trained the algorithms using a virtual environment
(Musculoskeletal Modeling Software [50]). This environment
modeled a virtual hand with the following 12 DoFs: flexion
and extension of each digit, adduction and abduction of
all digits except for the third digit, and wrist roll, pitch and
yaw. For the decoding results described herein, we collected

data for 5 to 8 DoFs depending on the session, but for the
analyses we used only the data of the 5 DoFs corresponding
to flexion and extension movements of the 5 digits in this
analysis, given that some of the datasets had only these
5 DoF. Further, the chosen DoFs are directly responsible
for grasp actions and thus are useful for dexterous highly-
enabled prosthetics devices.

Fig. 1. Experimental setup used in this work. The study volunteer (HS2)
had intramuscular EMG electrodes implanted in his arm and was asked
to follow the the movements shown on the screen using his phantom
limb. The screen on the left was used to show the movements during the
training phase. The screen on the right showed the decoder results during
a possible online phase.

Figure 1 displays the training and testing set-up used in
this work. During training, the subject was instructed to
mimic the movement of a hand displayed in the virtual
reality environment with his phantom limb while the EMG
signals were recorded. The instructed movement followed
a semi-sinusoidal path at a velocity deemed comfortable
by the subject. Only movements of a single DoF were
instructed during each training trial, and 10 training trials of
each movement were performed. The single DoF movement
trials within the same session were concatenated and used
to train and test the decoder. In this paper, the collected
data was used for the offline analyses and no online
experiments were performed.

Typically, subjects participated in multiple experimental
sessions for the duration of their implantation, with each
session resulting in a single data set. Typically the sessions
were separated by a few days, but, in a small number
of cases, two session occurred on the same day. We as-
sessed the decoder performance within an experimental
session (both training and testing were performed on non-
overlapped data acquired during the same session to per-
form short-term analyses) or between sessions (data from
one session used for training and data from a different
session used for testing, to perform long-term analyses).
Twenty three datasets from HS1 over four months (first
four months post-implant) and fifty seven datasets from
HS2 obtained over eleven months (first eleven months post-
implant) were used in this work. The short-term analyses
explored how the hyperparameters (i.e. number of hidden
nodes, number of convolutional layers, convolutional filter
size, polynomial order) impact the performance of each de-
coder. In the short-term analyses, 70% of the per-movement
data in a dataset was used for training, the remaining 30%
was "held out" to use for testing. For each subject, the first
14 datasets (total of 28 datasets) were used for the short-
term analyses. The best performing set of hyperparameters
found with the short-term analysis was used in the long-
term analyses. In the long-term analyses, the robustness
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of the decoder to variations occurring over L days was
evaluated by assessing the decoder performance using a
data set acquired on day n when the decoder was trained
with a data set acquired on day n-L. For the long-term
analyses, the systems were retrained, and the data used to
train the systems were never identical to those used in the
training process for the short-term analyses. For this study,
L was in the range of 0 to 150 days. This time span was
selected because HS1 was implanted for a little more than
4 months, including data over 5 months excludes HS1 data
from parts of the analyses. The long-term analyses used all
ten trials from a session for training and all ten trials from
a different session for testing.

The global delay between the EMG activity and the kine-
matic movement was estimated during training and was
incorporated into the decoder. For each method analyzed,
the delays were estimated by finding the time lags between
the EMG signals and the desired kinematic information that
resulted in the best overall performance. This approach is
similar to what was done in [17] for Kalman filter-based
decoders. In our experiments, the 30-samples memory used
by the MLP and the CNN-based decoders was enough
to incorporate the time lag into the system, while the 5
samples memory used by the KF-based decoder required
the addition of a 5-sample delay (167 ms) to accommodate
the time lag between the EMG signals and the kinematic
activity. We experimented with a large set of memory and
delay parameters for all three systems. The above choices
of the hyperparameters of the decoders resulted in the
smallest NMSE for each type of decoder.

The methods presented in the subsection were imple-
mented in a central processing unit (CPU) and a graphical
processing unit (GPU) in Python. For the CPU version
we used the Theano [51] branch optimized by Intel. This
implementation improved the execution time by more than
one order of magnitude over the standard branch. For the
GPU version, we used the standard Theano [51] library
optimized by the NVIDIA CUDA Deep Neural Network
(cuDNN) package. This implementation made a time effi-
cient performance of the methods described here possible
on an NVIDIA Tesla K40 GPU and a Intel Xeon E3-1231
CPU.

B. Decoders Architecture

The MLP network used in this work had four layers as
shown in Figure 2 and had two inputs: the EMG input
belonging to RH1×N and a kinematic input belonging to
RH2×M . This inputs were transformed into a flat vector
in R1×H1N+H2M . The second and third layers had Nhn

nodes and employed a rectifier linear unit (ReLU) activation
function defined as

f (x) = max(x,0) (10)

The final layer was the output layer belonging to R1×M . The
output, ûk = X̂k+1, of the network is the prediction of the
next kinematic state of the arm X̂k+1.

Fig. 2. A schematic diagram of the MLP network-based decoder.

The decoder based on CNN [52] is shown in Figure 3
and had two inputs: the EMG input belonging to RH1×N

and a kinematic input belonging to RH2×M . The EMG input
was processed by 2 consecutive blocks consisting of a 1-
D convolutional layer with Lc f -coefficient finite impulse
response (FIR) filters processing the input signal along the
temporal axis, Nc f filters per layer with ReLU activation,
and a 1-D maxpooling layer. The maxpooling operation par-
titioned the input matrix into a set of non-overlapping 1×2-
element vectors and, for each such sub-region, presented
the maximum value in the vector at the output. The output
of the last convolutional layer was processed by a fully
connected MLP layer. The kinematic signals were reshaped
into a vector of M H2 elements and processed with a fully-
connected hidden layer with ReLU activation functions. The
addition of convolutional layers to process the kinematic
data did not result in performance improvements, and
therefore only one fully-connected MLP layer was employed
to process the kinematic data. The output of the hidden
layer for the kinematic data and the last hidden layer for
the EMG data were merged and then used as the input to
another fully connected layer as shown in Figure 3. The
output of this final layer belonged to R1×M and was ûk , the
prediction of the kinematic state of the arm X̂k+1.

Similar to the CNN-basde decoder, the LSTM-based de-
coder had two main dataflows. The first one processed the
EMG data using four stacked LSTM [53] layers with a fully
connected layer in the end. The second flow, processed the
Kinematic data with a single fully connected layer. The two
branches were merged and the data was finally processed
by two other fully connected layers. All fully connected
layers, with the exception of the very last layer, in this
decoder used Relu activation functions.

Multiple combinations of learning rates and momentums
were tested for all CNN, MLP and LSTM-base decoders.
The best results were obtained when the networks were
trained with a learning rate of 0.01 and momentum of 0.4
momentum. Additional considerations on choosing these
parameters can be found in [54], [55].

The MLP, CNN and LSTM-based decoders had memory
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Fig. 3. A schematic diagram of the convolutional neural network-based
decoder.

of the preceding 1 second of EMG state data (H1 = 30
samples) and 0.166 seconds (H2 = 5 samples) of prosthesis
state data. We analyzed the performance of the system with
a range of larger and smaller values of these parameters.
The parameters used herein resulted in the smallest mean
NMSE during the testing, averaged across all datasets. We
used a convolutional kernels size (N br f ) of 5 samples. For
the polynomial KF-based decoder [17], the EMG states were
an (N L)th order polynomial expansion of the previously
described EMG states as in (1). We examined different
combinations of H1 and H2, the amount of memory in the
state vector, but only report the performance results when
H1 and H2 were 5 samples (0.166 seconds). This choice of
parameters resulted in the smallest mean NMSE during the
testing, averaged across all datasets.

C. Performance Analyses

The experiments described in this manuscript were per-
formed in an offline fashion, the measure of performance
used in this work is the normalized mean-square error
defined as:

MSEnor mali zed =

H∑
k=1

||Xk − X̂k ||2

H∑
k=1

||Xk ||2
(11)

where || · ||2 denotes the Euclidean norm of (·), Xk is the
desired kinematic state, X̂k is the decoded kinematic state,
and H is the number of samples in the testing dataset. This
performance metric averages the errors across DoFs and
time samples and can clearly report the distance between
the predicted movement and the desired movement.

To establish the statistical significance of the relative
performance of each decoding approach and the set of
hyperparameters for the short-time analysis, we used Fried-
man’s test followed by, if statistically significant, a multiple
comparisons post hoc test using Tukey’s honest significant
difference correction [56]. Principally, we compared the
decoder performance as a within subject effect and treated
each participant as an independent subject (unexamined
between subject effects), and each of the data sets as a
repeated observation within a cell. We selected this non-
parametric test as it readily and effectively provides a way to
manage "multiple observations within a cell" in a repeated
measures design [56]. To establish the statistical significance
of the relative performance of each decoding approach
for the long-time analysis, we used a two-factor, repeated
measures analysis of variance test (ANOVA), followed by,
if statistically significant, a multiple comparisons post hoc
test using Tukey’s honest significant difference correction.
The two factors were the decoding method and the time
between the dates of training and testing sessions. All
statistical analyses were performed in MATLAB with the
functions friedman, multcompare, anova, manova,
and ranova. Whenever data are presented in the text as
X X ±Y Y , X X is the arithmetic mean and Y Y is the sample
standard deviation. In all graphics, error bars represent
standard deviation of the particular configuration over all
datasets used in the analysis from both subjects. Finally,
the graphs presented herein show results from the testing
data.

Finally, we used layer-wise relevance propagation (LRP)
[38], [39] to investigate the impact of each EMG principal
component to the DoF movement. LRP was first proposed
by Bach et. al. [39], to show the contribution of the input
features to outputs of a machine learning system. LRP
transforms the output of the neural network into a heatmap,
where high values associated with any input feature indicate
more contribution from that input feature to the output.
To find the relevance map, the neural network makes a
prediction and then LRP propagates the output all the way
to the input. Sturm et. al. [38] have used such an approach
to explain the most relevant patterns in the input for a
movement classification based on electroencephalogram
signals.

IV. RESULTS

A. Short-Term Analyses

We analyzed the performance of the polynomial Kalman
filter-based decoder for polynomial orders 1 to 5 for multi-
ple iterations of the DAgger algorithm. Here, a polynomial
order of 1 corresponds to the standard linear Kalman filter.
Consistent with earlier work [17], polynomial orders above 3
resulted in no better decoding performance, and we provide
results only for orders 1 to 3. Figure 4 displays the NMSE
of the polynomial KF-based decoders of order 1, 2 and 3
for the first ten DAgger iterations on testing data. The per-
formance of the polynomial KF-based decoders appear to
degrade for all three orders with increasing order of DAgger
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iteration. This result was found to be statistically significant
using the Friedman test (p < 10−10 for all three orders of
nonlinearities). There was no statistical evidence indicating
different performance among the three polynomial orders
for either the first or the tenth iteration (Friedman’s test,
p = 0.8 and 0.6 for the first and tenth iterations, respec-
tively). Across all polynomial orders and DAgger iterations,
the best performance, averaged across the 28 datasets, was
the second-order polynomial for the first DAgger iteration,
and this set of hyperparameters resulted in an NMSE of
0.099±0.033.

Fig. 4. Normalized MSE as a function of the number of iterations in DAgger
for EMG signals using Kalman filter-based decoders on testing data.

We analyzed the performance of the MLP network-based
decoders for multiple numbers of hidden nodes for multiple
iterations of the DAgger algorithm. As can be seen in Figure
5, applying the DAgger algorithm to MLP networks-based
decoder resulted in substantive performance improvement
for all decoder parameterizations. This result was found
to be statistically significant via Friedman test (p < 10−5

for the cases of 10, 32, 128 and 256 hidden nodes per
layer), and a multiple comparison test indicated that the
tenth DAgger iteration is statistically-significantly different
from the first iteration (p < 10−8 for all four cases). Fur-
thermore, no statistical evidence indicating performance
improvement after two DAgger iterations was found for
any of the competing configurations (p > 0.5 for all four
cases). The MLP networks-based decoders with 128 and 256
hidden nodes per layer were found to perform statistically-
significantly better than the MLP network-based decoders
with 32 hidden nodes for ten DAgger iterations (Fried-
man’s test p < 10−8, followed by a multiple comparison
test p < 10−5 for both cases). The MLP-based decoder
with 128 hidden nodes per layer performed statistically-
significantly better than the MLP-based decoder with 256
hidden nodes per layer for the first iteration via Friedman’s
test (p < 10−10). However, there was no statistical evidence
of performance difference between 256 and 128 hidden
nodes per layer after two or more DAgger iterations (Fried-
man’s test p > 0.4). Across all four competing MLP-based
decoder parameterizations and DAgger iterations, the best
performance, averaged across all the 28 datasets, was for
the system with 256 hidden nodes for the tenth DAgger
iteration, and this set of hyperparameters resulted in an
NMSE of 0.039±0.017.

We analyzed the performance of the CNN-based de-

Fig. 5. Normalized MSE as a function of the number of iterations in
DAgger for EMG signals using MLP network-based decoders.

coders for multiple numbers of hidden nodes, convolu-
tional filters and iterations of the DAgger algorithm. As
can be seen in Figure 6, applying the DAgger iterations
to a CNN-based decoder improves its performance in all
three cases presented. This result was found statistically
significant via Friedman test (p < 0.002 for all 3 cases), and
multiple comparison tests indicated that the tenth DAgger
iteration is statistically-significantly different from the first
(p < 10−10 for all three competing hyperparameter settings).
Furthermore, no statistical evidence indicating performance
improvement after four DAgger iterations was found for
each competing configurations (p > 0.4 for all pairwise
comparisons). The CNN-based decoders with 64 and 128
hidden nodes were found to perform significantly better
than the CNN-based decoders with 32 hidden nodes after
two or more DAgger iterations (Friedman’s test p < 0.02 for
2 to 10 DAgger iterations). The CNN-based decoder with 64
hidden nodes per layer performed statistically-significantly
better than the CNN-based decoder with 128 hidden nodes
per layer for the first iteration (Friedman’s test p < 10−10).
However, there was no statistically-significant evidence of
performance difference between 128 hidden nodes per
layer and 64 hidden nodes per layer after four or more
DAgger iterations (Friedman’s test p > 0.4). Furthermore, as
shown in Table I, the number of filters per convolutional
layer did not substantively change the CNN-based decoder
performance for the 4 presented cases (4, 8, 16 and 32
filters). There was no statistical evidence indicating different
performance for the number of convolutional filters per
layer after two or more DAgger iterations via Friedman
test (p > 0.4 for 2 to 10 iterations). Therefore, we selected
four convolutional filters per layer to keep the complexity
low. Across all competing CNN-based decoders parame-
terizations and DAgger iterations, the best performance,
averaged across all the 28 datasets, was provided by the
system with the 64 hidden nodes and four convolutional
filters per layer for the 10th DAgger iteration, and this set
of hyperparameters resulted in an NMSE of 0.033±0.017.

We analyzed the performance of the LSTM network-
based decoders for multiple numbers of hidden nodes for
multiple iterations of the DAgger algorithm. As shown in
Figure 7, applying the DAgger algorithm to LSTM network-
based decoders resulted in increased performance improve-
ment for all decoder parameterizations. This result was
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Fig. 6. Normalized MSE as a function of the number of iterations in
DAgger for EMG signals using CNN-based decoders.

Fig. 7. Normalized MSE as a function of the number of iterations in
DAgger for EMG signals using LSTM network-based decoders.

found to be statistically significant via a Friedman test
(p < 10−5 for the cases of 32, 64 and 128 hidden nodes
per layer), and a multiple comparison test indicated that
the second DAgger iteration was statistically-significantly
different from the first iteration (p < 10−8 for all four cases).
No statistical evidence indicating performance improve-
ment after two DAgger iterations was found for any of
the competing configurations (p > 0.5 for all four cases).
There was no evidence via Friedman test that the three
decoders performed statistically different from each other
(p > 0.1). Across all three competing LSTM network-based
decoder parameterizations and DAgger iterations, the best
performance, averaged across all the 28 datasets, was for
the system with 32 hidden nodes for the second DAgger
iteration, and this set of hyperparameters resulted in an
NMSE of 0.096±0.013.

The improvements for the MLP and the CNN-based
decoders over the KF-based and LSTM network-based de-
coders observed in the short-term analysis are summarized
in Figure 8 and in Table I, where the performance of multi-
ple configurations of each decoder are shown. The best per-
formance of each decoding method is indicated by bold text
in the table. Figure 8 shows the variability of the data across
multiple datasets and DoFs. A Friedman’s test was applied
to the four competing methods resulting in p < 10−10,
indicating that at least one of the decoders is different from
the others. Post-hoc multiple comparison tests indicated
that the CNN and MLP network-based decoders performed
significantly differently than the KF and LSTM-based de-
coder (p < 10−4). There was no statistical evidence that the

Fig. 8. Normalized MSE performance for the best decoder configurations.
The red lines represent the median, the black dashed lines represent
the amplitude of maximum and minimum NMSE not considered to be
outlier values, the blue boxes display the interquartile ranges, the magenta
dots represent the means and the magenta bars represent the standard
deviations.

TABLE I
PERFORMANCE OF THE MOVEMENT INTENT DECODERS WITH
DIFFERENT HYPERPARAMETER CONFIGURATIONS. THE BEST

PERFORMANCE FOR EACH METHOD IS IN BOLD.

Methods NMSE

Kalman Filter NL 1 0.099±0.032
Kalman Filter NL 2 0.099±0.032
Kalman Filter NL 3 0.101±0.032
MLP 64 Nodes 0.051±0.017
MLP 128 Nodes 0.041±0.017
MLP 256 Nodes 0.039±0.017
CNN 32 Nodes and 4 Filters 0.040±0.017
CNN 64 Nodes and 4 Filters 0.033±0.017
CNN 128 Nodes and 4 Filters 0.041±0.017
CNN 64 Nodes and 8 Filters 0.040±0.017
CNN 64 Nodes and 16 Filters 0.041±0.017
CNN 64 Nodes and 32 Filters 0.040±0.017
LSTM 32 Nodes 0.096 ±0.013
LSTM 64 Nodes 0.100±0.013
LSTM 128 Nodes 0.121±0.013

CNN-based decoder performed differently than the MLP
network-based decoder (p > 0.6). In addition, there was no
statistical evidence that the KF and LSTM-based decoder
performed differently. Given the relationships of the CNN,
MLP, KF and LSTM decoding performance illustrated in
Figure 8, we conclude that the MLP network and the CNN-
based decoders performed better than the KF and LSTM-
based decoder. The better performance is also easily seen
in representative time traces of the four decoding methods
(Figure 9), although the following observations were not
all formally analyzed statistically. The KF and LSTM-based
decoders exhibited jitter in the estimated intent and had
difficulty tracking the desired hand movements. The KF
and LSTM-based decoders also appeared to have difficulty
in returning to the rest position. Observationally, the MLP
networks and the CNN-based decoders did not appear to
have this problem. All methods exhibited some degree of
cross-movements (movement of a stationary DoF while a
different DoF is commanded to move). Generally, the KF
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Fig. 9. Representative samples of the decoder output for the four methods for HS1 and HS2.

and LSTM network-based decoders exhibited more jitter
and cross-movement compared with the MLP and the CNN-
based decoders. The decoders based on MLP networks and
CNN-based decoders yielded smoother and more accurate
decoded trajectories.

Finally, we used layer-wise relevance propagation (LRP)
to analyze the importance of the principal components of
the input features to the prediction of the movements by the
neural networks. A representative sample of these results is
shown in Figure 10. The first heatmap column represents
the PCs used in the decoding process, the other three
columns represent the LRP heatmap output for the MLP,
CNN and LSTM-based decoders as a function of time on
the x-axis, and the y-axis corresponds to input feature index
to the decoder output. In the LRP heatmaps, the intensity
of the pixel values is a measure of the contribution of the
input features to the final output prediction. A higher pixel
value associated with a specific feature can be interpreted
as the input having a high relevance to the final output.
High values of the pixels in the first column of Figure 11
indicates which PCs were prominent at any given time.
The LRP heat maps suggest that the same PCs had higher
relevance for the same movements for a given DoF. This is
shown with the overlaid circles in the figure. In addition,
within the same decoding method, we noticed that 13th

and 14th PCs had high relevance to the movements of the
middle and little fingers. The 12th-15th PCs were relevant
to the movements related to the thumb and index finger.
The 12th-15th PCs and the 8th PC were relevant to the
movements related to middle finger. Finally, in most of the
cases, the same PCs were the most relevant for the same
movement across decoders, although the relevance pattern
changed between the different decoders, probably, due to
the systems converging to different local minima of the
non-convex cost functions employed by the decoder.

B. Long-Term Analyses

To investigate the robustness of each method’s perfor-
mance over time, we examined the decoding performance

when the decoders were tested on data sets recorded up
to 150 days after the systems were trained. In this long-
term performance analysis, we used the best hyperparam-
eter configuration from the short-term analysis for each
decoder.

To establish statistical significance of the performance
differences among the methods and the variations in the
performance with changes in the time difference between
training and testing, we performed a two-factor repeated
measures ANOVA test, where the first factor was the decoder
method and the second factor was the time between train-
ing and testing. To have a similar number of samples per
time point, we partitioned the time between training and
testing into blocks of ten days. The class day zero represents
cases where there were more than one data set from the
same day. For this class, training was performed with one
data set and testing was performed with a different data set
from the same day that was acquired after the training data
set. For the long-term analysis we did not include the short-
term results, where the training and testing was performed
within the same data set.

In the first set of analyses, we determined if, on average
across all time classes, the performance of the four de-
coding methods were different in a statistically-significant
manner. The four decoding methods differed via repeated
measure ANOVA (p < 0.001) and the performance in time
also differed (p < 0.001). The system with the best perfor-
mance was the CNN decoder significantly outperforming
the other three competing methods (p < 10−8 via multi-
comparison tests). The MLP-based decoder had the second
best performance, significantly outperforming the KF and
LSTM-based decoder (p < 10−8 via multi-comparison tests).
Finally, the LSTM-based decoder significantly outperformed
the KF (p < 10−8 via multi-comparison tests).

We also analyzed the data to determine whether, on
average across all methods, the performance changed over
the time between training and testing. We performed a
two-piece-wise linear fit in the data, the first interval was
in the range of zero and 30 days, the second piece was
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Fig. 10. PCs and LRP amplitude across time for one the same session used in Figure 9 for HS2. The PCs and LRPs were rescaled to the interval [0,1]
in order to facilitate the comparison. The overlaid blue line represent the desired movement for the digit.

Fig. 11. Normalized MSE for CNN, MLP, KF and LSTM-based decoders
as a function of the days between training and testing. The solid lines
represents the mean of the NMSE for each decoder’s in a ten-days block,
while the dashed lines represents the linear fit performed in order to the
detect a trend.

between 31 and 150 days. For the first analyzed interval,
the decoders based on MLP, CNN and LSTM had slopes
of 0.003 NMSE/day, 0.003 NMSE/day, 0.004 NMSE/day
respectively. All three slopes were significantly different than
zero (p < 10−7). There was no statistical evidence that the
slope of the KF-base decoder method was different from
zero (p > 0.17). For the second investigated interval, there
was no statistical evidence that any of methods had a slope
different from zero (p > 0.07).

The subsequent post-hoc analyses indicated that each
method had a different change in performance across time.
The KF method showed no evidence of changing with
time. In contrast, the CNN, MLP and LSTM have a small
degradation during the first month, but that degradation
stopped in the next 4 months. Despite this degradation,
the CNN and MLP decoders had better performance at all
times analyzed, compared with the KF and LSTM decoder
(Figure 11).

V. DISCUSSION

The results presented in this paper demonstrated a
statistically-significant 60% improvement over the KF-based
decoder performance for MLP-based decoders from 0.099±
0.037 to 0.039 ± 0.017 in the NMSE sense and a 66%
improvement for the CNN-based decoders from 0.099±0.05
to 0.033±0.017 in the NMSE sense. In addition, LSTM and
KF-based decoders had similar performance when testing

with data recorded in the same session as the dataset
used for training. The long-term analysis indicated that the
CNN, MLP and LSTM-based decoders perform significantly
better than the KF decoders, even up to five months
separating the training and testing sessions. Furthermore,
only modest performance degradations were observed for
the CNN, MLP and LSTM networks-based decoders at the
one month point. No statistical evidence was found in the
following 4 months to support any degradation. CNN, MLP
and LSTM networks-based decoders outperformed the KF-
based decoder in the long-term analyses.

CNN, MLP and LSTM network-based decoders trained
with DAgger exhibited significant performance improve-
ments during the first few iterations of DAgger. By aug-
menting the training data in each iteration of DAgger, the
system trains on more possible scenarios that are likely to
happen during the normal operation of the decoder. The
performance of the KF-based decoders deteriorated with
DAgger iterations and additional investigations are needed
to better understand this phenomenon.

For decoders based on CNN, we experimented with
varying the numbers of hidden nodes in the fully connected
layers, as well as with different number of filters per con-
volutional layer. The convolutional neural network with 64
hidden nodes per layer had the best performance although
no statistically-significant difference was found between the
performances of the competing sets of hyperparameters
after four DAgger iterations. Increasing the number of filters
beyond 4 did not have statistically-significant impact on
the performance of the CNN-based decoder. Therefore we
chose to keep the complexity of the CNN-based decoders as
low as possible by employing four convolutional filters per
layer. There were no statistically-significant difference be-
tween the performances of the CNN and the MLP network-
based decoders. Both performed similarly in the short-
term. The CNN-based decoder has better performance than
the MLP networks-based decoder. Although a statistical
evidence was found to support this claim, the performance
gain was small, 0.02 in the NMSE sense. Therefore, the per-
formance improvements seen in the CNN-based decoder
may not be sufficient to justify the additional computational
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complexity associated with them.
For the LSTM-based decoders, we experimented with

the size of hidden nodes in the fully connected layers.
We noticed that the best decoders had 32 hidden nodes
in the hidden layers. We speculate that as the number of
hidden nodes increased overfitting occurred. In the short-
term analyses, the LSTM-based decoders had the same
performance level as the KF-based decoders. However, the
LSTM-decoders outperformed the KF-based decoders in the
long-term analyses.

A disadvantage of the MLP network, CNN and LSTM-
based methods is their computational burden. We used
GPUs to train the methods, which reduced their run time,
but used only CPUs to test our models, which is repre-
sentative of our current subject-in-the-loop hardware. On
average, the KF decoder took 2 ms to make a prediction
of the next kinematic state of the prosthetic arm whereas
the MLP network-based decoder took 20 ms and the CNN
and LSTM-based decoder took 25 ms. On the basis of
these results, it is possible to conclude that despite of
the increase in computational cost, all three methods can
be implemented in our current, 33-1/3 ms per decoding
cycle configuration. Further, we anticipate substantive per-
formance increase when the framework is translated from
the present interpreter Python environment to compiled
code.

VI. CONCLUSION

This paper explored the use of DAgger to train EMG
decoders of movement intent for a high-degree-of-freedom
prosthetic limb. The MLP networks, the CNNs and the
LSTM networks were used to parameterize the decoder
output, and the performance of these algorithms were
compared with that of standard linear Kalman filters and
polynomial Kalman filters. Use of the DAgger algorithm
improved the decoding performance of both the MLP, the
CNN and the LSTM-based decoders, but not the KF-based
decoder, with just a few iterations. In comparison with the
best performing KF configuration, MLP and CNN-based
decoders reduced the normalized mean-square decoding
error by 60% and 66%, respectively for the short-term anal-
yses. There was no evidence that the KF and LSTM-based
decoder had different performance levels in the short-term
analyses. The performance of the MLP, CNN and LSTM-
based decoders had a small performance degradation in
the first 30 days after training. Such degradation was not
observed for the KF. After the first 30 days, no performance
degradation was observed in any of the decoders. The
results presented in this paper suggest that the MLP and
the CNN-based decoders are feasible decoding algorithms
with better near-term decoding performance, compared
with current practices. The methods presented in this paper
should be further investigated in a real-time setup with a
human subject in the loop. In the configuration reported
herein, the parameter of the decoding algorithm were set
by training alone and kept frozen during the testing phase.
The authors are currently working on extending the decoder
capabilities by updating their parameters online. Given

the high computational burden of the neural network-
based decoders, future work should also focus on more
computationally efficient implementations of the methods.
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