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Front & backside profiles
have same MA gradient
due to beam damage

ABSTRACT: Time-of-flight secondary ion mass spectrome- SIMS primary beam can  Thermo-mechanical

try (TOF-SIMS) is one of the few techniques that can damage organic cations - cleaving to reveal back
. L . . . in PSC films interface for profiling

specifically distinguish between organic cations such as backside

methylammonium and formamidinium. Distinguishing be- cleaved film

tween these two species can lead to specific insight into the

origins and evolution of compositional inhomogeneity and

chemical gradients in halide perovskite solar cells, which

appears to be a key to advancing the technology. TOF-SIMS

can obtain chemical information from hybrid organic-

inorganic perovskite solar cells (PSCs) in up to three

dimensions, while not simply splitting the organic components

into their molecular constituents (C, H, and N for both

methylammonium and formamidinium), unlike other characterization methods. Here, we report on the apparently ubiquitous

A-site organic cation gradient measured when doing TOF-SIMS depth-profiling of PSC films. Using thermomechanical

methods to cleave perovskite samples at the buried glass/transparent conducting oxide interface enables depth profiling in a

reverse direction from normal depth profiling (backside depth profiling). When comparing the backside depth profiles to the

traditional front side profiled devices, an identical slight gradient in the A-site organic cation signal is observed in each case. This

indicates that the apparent A-site cation gradient is a measurement artifact due to beam damage from the primary ion beam

causing a continually decreasing ion yield for secondary ions of methylammonium and formamidinium. This is due to

subsurface implantation and bond breaking from the 30 keV bismuth primary ion beam impact when profiling with too high ofa

data density. Here, we show that the beam-generated artifact associated with this damage can mostly be mitigated by altering

the measurement conditions. We also report on a new method of depth profiling applied to PSC films that enables enhanced

sensitivity to halide ions in positive measurement polarity, which can eliminate the need for a second measurement in negative

polarity in most cases.
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I. INTRODUCTION

Hybrid halide perovskite solar cells (PSCs) have shown
dramatic improvements in efficiency over the past decade.1-3
Although the lack of long-term stability remains the most
significant barrier to commercialization of the technology,
great strides have been made in this area in only a few years.4-7
Time-of-flight secondary ion mass spectrometry (TOF-SIMS)
is a characterization technique that provides detailed elemental
and molecular information about the surface, thin layers, and
interfaces of a sample, offering a full three-dimensional (3D)
analysis. It is also one of the few analysis techniques that can
differentiate the organic components of PSC materials without
breaking them into their molecular constituents. Therefore,
TOF-SIMS can be used to provide deep insight into the
development of more efficient and reliable PSC devices, as was
outlined in our previous publication related to TOF-SIMS
measurements of PSC materials.8 Here, we report on the
development of thermomechanical cleaving techniques for
PSC materials to enable backside depth profiling in our efforts
to understand the apparent organic cation gradients inherent in
the TOF-SIMS profile data of PSC films. This apparently

) XXXX American Chemical Society

ACS Publications

inherent cation gradient, if real, would imply an internal
gradient in the ratio of A-site to B-site cations through the
thickness of'the film, which would have important implications
for understanding the device characteristics and performance.

SIMS is a versatile and powerful technique, but it is not
without its limitations. One significant limitation of SIMS is
the complex relationship between intensity and concentration,
which makes quantification difficult and can affect the data in
other ways, as we will discuss later in the manuscript. The
SIMS intensity equation is

1= )

where the measured SIMS intensity (if) depends on the
primary ion intensity (F), sputter yield (Y) of the ion,
ionization probability (a4) of that ion, transmission efficiency
(//a) of the detection system, the species isotopic abundance
(Of), as well as its fractional concentration in the material
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(XA). Both the sputter yield and ionization probability are
affected by the matrix, which means that the intensity of any
secondary ion measured could be different when present in the
same concentration in two different matrixes. Because the
ionization probability is affected by the matrix, the signals
measured can be affected by changes to the matrix. This is due
to beam damage from either the primary ion beam or the
sputter beam. An example ofthe type events that occurs from a
single primary ion beam impact is shown in Figure 1.

Figure 1. SIMS primary ion collision cascade results in the ejection of
the sample material from the first few monolayers of the sample
surface. A small amount of the ejected material is charged and we can
then analyze the mass of these charged secondary ions. The primary
ion beam impact also results in implantation of the primary ion into
the matrix as well as the breaking of bonds and atomic mixing in the
subsurface region (shown as the semitransparent area below the ion
impact area). The amount of this damage depends on the energy per
incident atom and the beam flux.

In dual-beam depth profiling, as is commonly employed for
profiling of PSC materials, a high-energy analysis beam is used
at low dosage. This induces damage, but if the ion beam flux is
below the static SIMS limit of 1 X 1013 atoms/cm2, we can
assume that, statistically, subsequent measurements are
sampling a pristine area.9 A second low-energy etching beam
is then used at higher flux to perform bulk sputtering, as the
lower energy per incident ion limits the depth ofbeam damage
induced when sputtering. When depth profiling and measuring
signals for molecular organic species, as we do here for
methylammonium (MA) and formamidinium (FA) in the PSC
material, we are trying to liberate molecular species from the
sample with the primary ion beam to form charged secondary
ions of those molecular species, while trying to avoid
fragmenting subsurface molecular species from the previous
ion impacts, which are inherent to depth profiling. To
successfully achieve this condition, three major issues must
be considered, which are graphically illustrated in Figure 2: (1)
the depth of damage caused by the primary ion beam
impacting the sample, (2) the damage caused by the sputter
source, and, when dual-beam depth profiling, which is typical
for TOF-SIMS, (3) that the material removed by the sputter
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Figure 2. Illustration of some concepts related to beam damage and
sputter cleanup when depth profiling molecular organic species. The
relative depth of the damaged layer due to the breaking ofbonds from
the primary ion beam collision cascade (dj) is shown for different
primary ion beams. The 30 keV bismuth single-ion beam has the
deepest damage depth, shown on the left; the argon cluster beam has
the least damage depth; and the Bi3+ ion beam, typically employed for
perovskite depth profiling, has a damage depth between the other two
ion beams. The damaged area (Ad) is inversely proportional to the
damage depth dit whereas the intensity of the signal for molecular
organics goes in order Ar,,+ > Bi3+ > Bi,t' The material removed from
one theoretical sputter cycle relative to the primary beam damage
depth is shown as the sputter cycle depth d2. The figure created from
the concepts covered in detail in Brison et al.l0

cycle should be greater than the damage depth caused by the
primary beam impact. The amount of material removed in one
sputter cycle is illustrated by the sputter depth “d¢{ in Figure 2,
which shows the relative damage depth for different primary
ion beams as “d".

Figure 2 shows the relative damage depth for different
primary ion beams, the energy of the bismuth primary ion
beam is typically 30 keV, whereas that for argon clusters can be
varied from 2.5 to 25 keV. Because the damage depth is
proportional to the energy per incident ion, the damage depth
is greatest for the monatomic 30 keV bismuth beam. The
damage depth can be decreased with the use ofa 30 keV Bi3+
cluster. This also helps generate more signal from molecular
organic species as the probability of breaking subsurface bonds
from the primary ion beam impact is lowered as the energy per
incident ion is decreased. This can be taken to an extreme with
the use of a gas cluster source, where the energy per incident
ion can be as low as several eV/atom. Thus, most ofthe energy
from the ions are then transmitted to the matrix very close to
the surface, which makes the damage depth very low and the
generated signals from molecular organic species very high.10
Another important point is that the damage depth is influenced
by the angle of the incident primary ion beam. This is fixed at
45° in an ION-TOF system, but if one were to have a system
where the rotation of the sample was possible when profiling,
then the direction of primary ion bombardment is continu-
ously changing, which limits damage accumulation from the
primary ion beam and would be more effective at depth-
profiling organic species.

There are many factors which can lead to nonsuccessfiul
depth profiling of polymeric materials (or of the organic
components of the PSC film, as we do here). They are well
discussed in the works by Brison and Mahoney, with more
details found in the references therein.10,11 In relation to the
material removed per sputter cycle (d2 in Figure 2), if not
enough material is sputtered away per cycle, the damage from
bonds breaking and ionic mixing from the high-energy primary
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ion beam (d! in Figure 2) can compound with each
measurement cycle. This is known as “damage accumulation”,
where the damage from the primary ion beam keeps
compounding as each measurement cycle is sampling a volume
of the sample previously damaged by the primary ion beam,
and, thus, the amount of damage keeps increasing with the
number of cycles. This results in more-and-more subsurface
broken bonds in the MA and FA through the depth ofthe film
during profiling. The manifestation of such damage accumu-
lation from the primary ion beam would be a continually
decreasing measured intensity for molecular species until some
high-damage steady-state condition is reached. We observed
this effect for FA and MA in previous work, and it is also seen
in the literature.4,8,12-16 It is often assumed that damage
accumulation is avoided if the primary beam dosage is below
the static SIMS limit of | X 1013 atoms/cm2. However, this is
not the only factor necessary to avoid strong measurement
artifacts when TOF-SIMS depth profiling PSC materials. It is
assumed that the higher the primary ion beam dosage, the
more damage is imparted to the HPSC material by the primary
ion beam. This would, in turn, require more material to be
removed by the sputter cycle to effectively clean up the damage
from the primary ion beam. This could become increasingly
important when doing 3D tomography where long integration
times and, thus, high dosage may be necessary to obtain high-
quality images for each measurement cycle in the profile.

The beam energy for the sputter sources is typically on the
order of 1 keV or less, so the damage depth from the sputter
beam is much lower than that for the primary beams shown in
Figure 2. At higher currents (>10 nA, even at | keV or less),
the sputter beam will certainly alter the material structure due
to subsurface broken bonds, which can affect the ion yield and,
thus, the intensity of the signals that are measured.
Consequently, one may see differences in intensity when
moving to different sputter energies or changing the sputter
current. Gas cluster ion beams are ideal for investigating
organic species, as the large number of atoms ensures that the
energy per impact ion is low, thus the damage is more localized
to the surface resulting in more efficient sputtering of
molecular organic species. However, this can lead to
preferential sputtering of only the organic components in
mixed organic/inorganic materials like a PSC absorber. Atomic
beams penetrate more deeply into the material, resulting in the
breaking of bonds in the subsurface of the material. This then
decreases the signal measured for a molecular species (like MA
of FA) in subsequent measurement cycles.

Il. EXPERIMENTAL SECTION

The hybrid perovskite solar cells used in this study were fabricated by
methods discussed in detail elsewhere.7 The samples were analyzed by
TOF-SIMS using methods discussed in detail in our previous work$
Briefly, measurements were conducted in the noninterlaced mode,
with a SO X SO //m2 analysis area, 30 keV Bi3+ primary ion beam (0.75
PA pulsed current), and a ISO X ISO fiml sputter raster, | keV oxygen
or cesium was used in most cases (5—8 nA current). The perovskite
absorber used in this study had a composition of
(CsPbI3)005(FAPbI3)085(MAPbLBr3)015, where FA is formamidinium
and MA is methylammonium. Alumina were deposited by atomic
layer deposition (ALD) by trimethylaluminum and water at 85 °C on
some films under identical conditions as our aluminum-doped zinc
oxide process previously reported.l7 The thermomechanical cleaving
procedure used was similar to those used at NREL recently for other
PV applications and have been discussed in several publications.1§ 20
The cleaving procedure as applied to PSC materials will be discussed

Pursuant to the DOE Public Access Plan, this document represents the atttiors peer-re‘\\/clsél\’ﬁle

[

Research Article

in further detail here. TOF-SIMS measurements using a gas-cluster
ion source for profiling were performed on the ION-TOF TOF-SIMS
V instrument at the Colorado School of Mines (CSM) in this work.
The primary ion beam conditions were similar to those of our
previous works, but a gas-cluster ion source was used for profiling
under several conditions including a 5 keV cluster energy and a 1200
argon atom cluster size (ISO X ISO //ml area 4.5 nA), in addition to
2.5 keV cluster energy, 1000—3000 argon atom cluster size (ISO X
ISO //m? area 0.85 nA), as well as 20 keV cluster energy (500 atom
cluster size—500 X 500 fiml area 4 nA). At both locations, the
measurement conditions for profiles using oxygen and cesium for
sputtering were similar to those detailed in our previous work.$

Ill. RESULTS

Figure 3 shows one-dimensional depth-profile data for a 1-
step-fabricated FAMACsPbI3 film, taken from Harvey et al.§ In

_____ <1 Step GCIB FA
_____ > 1 Step lkeV 13FA
—— Sn Substrate

0.001 -1
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Depth (nm)
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Figure 3. FA(HNCHNH) and carbon-13 FA(HN“CHNH)

profiles normalized to total counts for 1-step prepared films. The
black curves were taken with a gas-cluster ion beam (GCIB) for the
sputter beam, which in theory should eliminate beam damage. The
blue curve was taken with conventional low-energy oxygen as the
sputter source. The GCIB FA profiles use the left-hand y-axis and the
13 FA profiles use the right-hand y-axis. An FA gradient for both films,
which can be as large as an order of magnitude, is observed through
the film thickness and is almost always the case. The back of the film
is reached at around 250 nm, explaining the steep drop in FA signal
beyond the 250 nm profile depth. Reproduced with permission from
reference Harvey et al.§ Copyright 2018 American Chemical Society.

this case, data were collected both with a gas-cluster ion beam
(GCIB) and with a conventional oxygen ion beam used for
sputtering. The GCIB should have minimal to no beam-
damage artifacts that could arise due to a change in the
ionization probability for molecular species that manifest
themselves as a signal with an apparent drop in intensity.
However, because there was a gradient in the A-site organic
cation observed through the thickness ofthe film in both cases,
the gradient was presumed to be real. This conclusion was
often met with some skepticism, as it would imply an internal
gradient changing the ratio of A-site to B-site cations through
the thickness of the film and is the motivation for the current
study. To definitively determine ifthis A-site cation gradient is
a measurement artifact or an inherent gradient, we employed a
thermomechanical cleaving technique to separate PSC films at
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the back of the device/film stack at the transparent conducting
oxide (TCO)/PSC interface. By depth-profiling from both
directions of the film, the A-site gradient typically observed
(which decreases from the front to the back of'the film) should
be reversed. PSC devices are typically deposited in a
superstrate stack design, where the standard PSC profile is
completed with the film on glass prior to metallization. Thus,
profiling is typically done from the back ofthe film to the front
of the film, as it would be in actual operation. Here, the
cleaving method to separate the film at the TCO/PSC
interface exposes what is nominally the front ofthe PSC film in
operation. However, we still refer to this as backside depth
profiling due to the vernacular from the SIMS community for
these types of measurements, where profiling starts from what
is typically a buried interface enabled by the specialized sample
preparation.

In the cleaving procedure employed previously on CdTe
thin films at NREL, a thin sheet of aluminum is adhered to the
CdTe with an ultra-high-vacuum compatible Torr-Seal epoxy.
The sample is then placed in an argon atmosphere glovebox
(<2 ppm water typical) and cured (typically overnight). Once
cured, the sample is submerged in liquid nitrogen, where the
sample adhered to the epoxy cleaves at the back CdTe/CdS
interface due to the large difference in thermal expansion
coefficient between the film stack on glass and the epoxy +
metal.18-20 When applying this to a PSC stack consisting of
glass/TCO/PSC/2 nm ALD AI203/50 nm indium tin oxide
(ITO), we did not have success because the epoxy reacted with
the PSC absorber material, most likely due to prolonged
contact before curing. By using a much thicker (~200 nm)
capping TCO layer, as well as a thicker (40 nm) ALD alumina
layer, the epoxy was able to cure to the metal and perovskite
overnight in the glovebox without apparent degradation; it
successfully cleaved when immersed in liquid nitrogen.
However, a simpler approach was also successful using
different types of tape adhered to the top surface and then
immersed in liquid nitrogen. Several varieties of tapes were
attempted including Kapton tape, scotch tape, duct tape, and
electrical tape. Although cleaving worked with the epoxy +
metal combo and to some extent with all tapes, as shown in
Figure 4A, it worked the best with the electrical tape. When
immersed in liquid nitrogen, the device cleaves reliably at the
TCO/perovskite interface and the film stack is now on the
tape. It should be mentioned that when cleaving the sample, it
is held by the tape or metal adhered to the surface with forceps
as it is lowered into the liquid nitrogen. Once the glass cleaves
off (typically within a few seconds), the sample on the tape is
removed from the liquid nitrogen while held under a low flow
of inert gas from a spray gun for several minutes, until the
sample approaches room temperature. This is done to prevent
water condensation onto the sample, which could contribute to
accelerated sample degradation. The tape methods were much
easier from a sample preparation perspective than the epoxy +
metal combo because they also dictated that the thick ITO
capping layer was not needed. Thus, a new set of samples was
prepared for cleaving both with and without a thin (~40 nm)
ALD alumina layer on top, using only electrical tape for the
cleaving. The samples without the ALD alumina consistently
cleaved more uniformly, which is clearly visible in the results
from the tape-only cleave attempts shown in Figure 4B.

After successful cleaving of the samples at the back TCO
interface without degradation (tape and liquid nitrogen
cleave), shown in Figure 4A,B, we were able to depth profile
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A. Initial cleave attempt B. Tape-only cleave results

Efiei"eved
Film missing

cleaved

Figure 4. (A) Photo of various cleaved samples that have been
subjected to liquid nitrogen thermomechanical cleaving using the
epoxy + metal or electrical tape. (B) The photo of tape-only cleave
attempts; those with an ALD alumina layer on top ofthe PSC film are
on the top of the image, marked with the text “ALD”. A
noncontinuous cleave is seen in these cases. The PSC-only films are
at the bottom of the image, where a complete and clean cleave is
noted for each film.

from the back of the device to the front. These results are
shown in Figure 5, where the profile of the sample in the
traditional manner (from the front surface to the back) is
shown in Figure 5A. Unfortunately, the backside profile in
Figure SB shows that the organic cation gradient indeed still
follows the same trend, with the increasing A-site organic
content at the start ofthe profile (back ofthe device) and with
decreasing intensity at the end of the profile (front of the
device). These data prove that the organic cation gradient
often seen in TOF-SIMS data in the literature is a
measurement artifact.4'§, 246 Now that we know this is a
measurement artifact, we performed further experiments to try
to minimize the artifact by changing the measurement
conditions as well as the TOF-SIMS hardware.

To investigate if the measurement artifact is due to beam
damage from the sputter beam or the primary bismuth beam,
we performed a series of measurements on a second ION-TOF
TOF-SIMS V instrument. This instrument is similar to that at
NREL, but it has some additional upgrades in the hardware
such as an extended dynamic range detector and a gas-cluster
ion source. With the gas-cluster ion source, a beam energy of
5 keV was used, with a cluster size of 1000 argon atoms and a
sputter current of 4.5 nA. The frontside and backside depth
profiles of the same sample taken under these conditions are
presented in Figure 6A, where a similar gradient in the organic
cations is observed as with the oxygen sputter source, as shown
in Figure 5. Similar profiles were collected while further
lowering the sputter beam energy to 2.5 keV (0.85 nA), still
using the 1000 atom cluster size, in addition to a 2.5 keV beam
energy, with a cluster size of 3000 atoms. These results were
identical to those shown in Figure 5, which suggests that the
bismuth primary ion beam damage is causing a reduced
intensity for molecular species such as methylammonium
(MA) and formamidinium (FA) as the profile is being
measured. This drop in intensity due to beam damage is likely
due to subsurface broken bonds altering the ionization
probability for MA and FA molecular signals as the subsurface
electronic structure is altered due to the beam damage.!l
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A. Standard frontside depth profile
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B. Backside cleave depth profile

Depth (nm)

Figure 5. (A) Standard front side depth profile using our typical measurement conditions, discussed previously. A slight gradient is observed in FA,
Pb, I, which is mitigated by a point-to-point normalization to total counts, not shown.§ The larger gradient in MA is not mitigated by normalization
and shows a stronger beam-damage artifact. The Cs2 signal increase at the back is due to a mass interference with indium, not present in the PSC
portion ofthe profile. (B) Backside depth profile of the cleaved sample; identical gradients due to beam-damage artifacts are noted from the back of
the PSC layer to the surface, which is now at the back of the profile. The sample surface is now on the electrical tape, so the carbon signal increases
at the end of the profile. In both profiles, Pb refers to the 204Pb isotope and 13 FA is the carbon-13 FA analog I3CH(NH2)2; both of which are
selected to avoid detector saturation. The sputter beam dose density was 1.5 X 1017 ions/cm2.

A. Standard frontside depth profile B. Backside cleave depth profile

Depth (nm)

Depth (nm)

Figure 6. Profile results using a gas-cluster ion source for the sputter beam (S keV energy, 4.5 nA, 1000 atom cluster size, | X 1017 ions/cm?2 dose
density). (A) Standard frontside depth profile; similar gradients are observed to that in Figure 5. (B) Backside depth profile of the cleaved sample;
again, identical gradients due to beam-damage artifacts are noted from the back of the PSC layer to the surface, which is now at the back of the
profile. In both profiles, Pb refers to the 204Pb isotope; both FA and Cs are followed in this case due to the extended dynamic range detector on the

system, which avoids saturation issues in most cases.

The results shown in Figures 5 and 6 suggest that our
standard measurement conditions, outlined previously,$ were
leading to damage accumulation conditions for the organic
cation signals when depth profiling. Ifthis is the case, the cause
would be oversampling, which happens when not enough
material is being sputtered away each measurement cycle to
remove damage from the primary beam between analysis
cycles (see Figure 2 and the discussion covering it). The
measurement conditions from the data shown in Figure 5 were
then changed so that the sputter time per cycle was increased
by a factor of 6X and then a factor of 12X, while keeping all
other measurement parameters the same (i.e., analysis and
sputter areas and dose densities). These results are shown in
Figure 7, where one can clearly see that the beam-damage
accumulation is mostly mitigated when the sputter time is
increased between measurement cycles, and all other measure-
ment conditions are unchanged. No change occurred when the
sputter time per cycle was further increased from 30 to 60 s
(not shown). This confirms that our previously published
results were suffering from damage accumulation, which is also
often observed in the literature as well.4'8,12-16 With the
increased sputter time between analysis cycles, the primary
beam damage appears to mostly be removed between analysis
cycles, as indicated by the overall increase in the MA intensity
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and strongly limited MA gradient at the front of'the film. The
beam damage is the result of primary ion beam damage
accumulation, but it appears related mostly to adequate
primary ion damage cleanup with sputter beam and not to
primary ion beam dose density, because the measurement
conditions were altered to lower the dose density from 3 X
1011 ions/cm? (our standard conditions) to 1 X 1010 ions/cm?
(keeping the material sputtered/cycle roughly the same as the
optimum 30 s condition in Figure 7), and the beam damage
was identical to that shown for the 30 s sputter time/cycle in
Figure 7 (not shown). In extreme cases of primary ion beam
damage, one can observe an increase in the signal for the
molecular fragments due to this subsurface damage, although
SIMS is not a total-counting technique, typically <1% of all
materials removed from the sample surface is a charged
secondary ion, which can be detected. Thus, one may not
always observe an increase in molecular fragments due to the
beam damage, as the damage itself can alter the ion yield,
which results in decreased intensities for molecular fragments
as well. In the current analysis shown where beam damage is
present (Figures 5—7), no significant increase in the MA or FA
fragments (e.g., CH3N+, CH3+, signals) was noted due to the
primary ion beam damage accumulation.
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Figure 7. Depth-profile results showing reduced beam damage from
the primary bismuth beam by decreasing the data density of the
profile. The measurement conditions were the same as the data
presented in Figure 3A, except the sputter interval between analysis
cycles was increased from S s (same as data shown in Figure 3A,
reproduced here) to 30 s. This altered the sampling rate from ~2 nm
per datapoint to ~30 nm per datapoint within the PSC layer. By
increasing the sputtered amount per cycle, the accumulation of beam
damage from the primary bismuth beam, most prevalent in the MA
signal, can be mitigated; and a more uniform FA and MA signal is
observed through the film thickness. In both profiles, Pb refers to the
204Pb isotope and 13 FA is the carbon-13 FA analog 13CH(NH2)2,
both of which are selected to avoid detector saturation.

Noel et al. recently reported on the effects of varying sputter
beam conditions for depth-profiling PSC materials. They
found, similar to our previous reports, that low-energy sputter
beams (500 eV or 1 keV) are best when using monotonic
sputter beams, e.g., oxygen, argon, or cesium. They also report
that the best beam conditions when using a GCIS are when the
energy per argon atom is rather high, 20 eV/atom or more,
which ensures a proper cleanup of primary ion beam damage
with each sputter cycle. This was accomplished with a small
cluster size of ~500 argon atoms and a 10 or 20 keV beam
energy. Measurements were then completed with a
TOF-SIMS V equipped with a GCIS using these sputter
beam conditions and shown in Figure 8. These results show
that similar to the data shown in Figure 7, the measurement
conditions originally chosen for the GCIS profiles shown in
Figure 6 were also not removing enough material for each
sputter cycle, resulting in a similar damage accumulation
condition. The data with the increased sputter beam energy in
Figure 8 now shows minimized beam damage with very
uniform distribution of'the organics as well as Pb and I through
the film thickness.

These experiments indicate that TOF-SIMS data, although it
can certainly elucidate a variety of insightful information in
PSC materials and devices as we outlined in our previous
publication, should be collected with the utmost care.¥ There is
the potential that beam damage can strongly affect the
apparent organic cation gradients through the film thickness
as well as slightly affect the apparent inorganic cation gradients.
This can be partly mitigated by using a point-to-point
normalization to total counts, as discussed previously.8 This
corrects for slight changes in the ion yield, resulting in lowered
measured signals, and it mitigates some of the false gradient.
However, it is important for the researcher to realize that this
artifact is often present in TOF-SIMS data, with varying
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Figure 8. Depth-profile results showing reduced beam damage from
the primary bismuth beam by altering the GCIS sputter energy from
~S eV/atom (S keV 1000 atom cluster data, solid lines, 1 X 1017 ions/
cm? dose density) to ~40 eV/atom (20 keV to 4 nA, 500 atom
cluster, dashed lines, | X 1015 ions/cm2 dose density). With the 20
keV 500 atom argon cluster used as a sputter source, primary ion
beam damage is mitigated, and uniform organic and inorganic cation
and anion gradients are observed. Not all cation and anion species are
shown for clarity. In both profiles, Pb refers to the 204Pb isotope; FA,
not the carbon-13 FA species, is followed in this case due to the
extended dynamic range detector on the system, which can avoid
saturation issues in most cases.

severity depending on measurement conditions and TOF-
SIMS hardware utilized. It is also important to note that the
beam damage appears to affect different organic cations to
varying degrees. In Figures 5—7, one can see that the gradient
observed through the thickness of the film is stronger for the
MA cation than for FA. Although the mechanisms behind such
relationships are unclear, presumably there would be a similarly
different relationship between beam damage and ion yield in
other organic cations now being employed (e.g., guanidinium
thiocyanate).22 These relationships should be studied in detail
if conclusions are to be made about the gradients of these
species in the films.

To summarize the methods discussed here, it is suggested
that a researcher conducting TOF-SIMS depth profiling of
HPSC materials conduct multiple measurements under
different conditions to assess what methods are working best
for their absorber or film stack. We suggest using 1 keV or less
oxygen or cesium for sputtering, unless a GCIS is available
then that is preferred, and an energy of 40 eV/atom is
recommended. Once the best possible sputter source
conditions are determined for the system, one should vary
the sputter interval several times when profiling to observe any
changes in damage accumulation, as observed in Figures 7 and
8. If the sputter interval is too large, the data density when
profiling suffers, but if the researcher has significantly altered
the sputter interval (e.g., up to a factor 10x) and no changes
are observed like those in Figures 7 and 8, then one can
assume that the measurement conditions are optimized. Then,
measurement conditions should be chosen within the bounds
of sputter time/datapoint investigated that yields the desired
data density within the profile.

We reported in our previous work that when looking at the
halide ions in TOF-SIMS profiles, the halide signal is the
strongest when doing measurements with cesium sputtering in
negative polarity.§ Thus, one would typically have to do one
profile in positive polarity and a second profile in negative
polarity if detailed info about the halide ions was desired. We
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A. Cesium Positive Profile
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B. Organic Gradient Comparison
for Difference Sputter Sources

Cs3Br2+ and Cs3I2+ secondary ion clusters. (B) Comparison of the FA and MA profiles for three different measurement modes. For profiling with
oxygen (also shown in Figure 6 30 s data), there is still a small amount of beam damage affecting the MA signal. With the gas-cluster ion source,
there appears to be little to no beam damage (also shown in Figure 7 ~40 eV/atom data); similarly, the | keV Cs profiles taken in MCs+ mode also

show very little to no beam damage in the organics.

have recently applied a standard SIMS methodology, known as
MCst+ profiling, to PSC materials that greatly enhances the
sensitivity of halide ions in positive measurement polarity
(which is the best measurement polarity for most other PSC
components). This type of analysis is typically employed to
minimize effects ofthe matrix on the secondary ion yield when
profiling alloyed or compositionally graded samples. In the
analysis, a monotonic cesium beam is used as the sputter beam
when profiling in positive polarity (1 keV, 6 nA in this case, 7.5
X 1016 ions/cm? dose density). The cesium is implanted into
the matrix during the sputter cycle and is, thus, sputtered away
into vacuum along with the sample material from the primary
ion-beam impact for an analysis cycle. Just after being
sputtered from the surface, the cesium can combine with
other atoms/molecules that were sputtered from the material
as well to form a charged secondary ion cluster. For example, a
generic metal atom “M” and the cesium, which have a very
positive electronegativity, tend to enhance the generation of
MCst+ positively charged secondary ion clusters. For example,
for I or Br, one could follow Csl+ and/or CsBrt secondary ion
clusters with this type of analysis. The profile results from this
measurement are shown in Figure 9, in fact, the Csl+ and
CsBr+, as well as the Cs2l+ and Cs2Brt clusters signals, were
now so intense that they saturated the detector at 1 X 10s
counts. We had success looking at the Cs3Br,+ and Cs3I2+
clusters with high intensity but below detector saturation. This
shows an increased sensitivity to halide ions of more than 3
orders of magnitude in positive polarity (which would be even
more if using an extended dynamic range analyzer, where the
Csl+ and CsBr+ clusters could be followed).

Figure 9B shows the FA and MA profiles for the same film
taken with optimized measurement conditions (minimized
damage from the primary bismuth beam) and three different
sputter beams. There is still a slight gradient noted in the MA
for the oxygen sputter source, but the GCIS profile and the
MCs+ profile show little evidence for beam damage through
the thickness of the film. This measurement method induces
low beam damage to the FA and MA signals, and it has the
ability to sample most of the PSC material constituents with
good sensitivity, including the halide ions. Therefore, this
method will be heavily used in the future TOF-SIMS PSC
work at NREL going forward.
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IV. CONCLUSIONS

Using thermomechanical cleaving methods, we were able to
profile perovskite devices from the backside. So, the profile
starts at the typically buried surface of the PSC absorber and
ends at what is traditionally the starting surface when profiling
a PSC film. These measurements, along with standard top-
down measurements on the same sample, showed that the A-
site cation gradient typically measured in TOF-SIMS depth
profiles is a measurement artifact due to beam damage from
the bismuth primary ion beam causing decreased molecular
organic signals for methylammonium and formamidinium
through the profile. By altering the sputter conditions to
remove more material between analysis cycles, this primary ion
beam damage can be better removed, and most of the artifact
can be mitigated. By switching to sputtering with a gas-cluster
ion source with an energy per atom of >20 eV, it appears that
there are no beam-damage artifacts in the depth profile. We
also discussed a new measurement procedure applied to PSC
materials, where a cesium sputter beam is used when profiling
in positive polarity. This procedure yields good signal intensity
for most species typically followed in a profile of a PSC
material but offers significantly increased sensitivity for halide
ions, as well as other very electronegative elements, e.g.,
bromine, sulfur, oxygen. In addition, it further minimizes beam
damage compared to oxygen sputtering. This measurement
mode could eliminate the need for a second depth-profile
measurement in negative polarity in most cases.
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