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Dynamic Intermittent Feedback Design for Hyo
Containment Control on a Directed Graph

Yongliang Yang
Kyriakos G. Vamvoudakis

Abstract—This article develops a novel distributed intermittent
control framework with the ultimate goal of reducing the com-
munication burden in containment control of multiagent systems
communicating via a directed graph. Agents are assumed to
be under disturbance and communicate on a directed graph.
Both static and dynamic intermittent protocols are proposed.
Intermittent H,, containment control design is considered to
attenuate the effect of the disturbance and the game algebraic
Riccati equation (GARE) is employed to design the coupling and
feedback gains for both static and dynamic intermittent feed-
back. A novel scheme is then used to unify continuous, static, and
dynamic intermittent containment protocols. Finally, simulation
results verify the efficacy of the proposed approach.

Index Terms—Game algebraic Riccati equation (GARE), Hxo
intermittent containment control, multiagent systems (MASSs).

I. INTRODUCTION

C OOPERATIVE behavior and multiagent systems
(MASs) [1]-[3] have widespread applications, including
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microgrids [4] and social networks [5]. In distributed coop-
erative control of MAS, the control protocol for each agent
depends only on neighborhood information, rather than the
global information of the overall system, which might not
be available. Agents exchange their information through-
out a communication network to achieve a global group
objective, such as formation and synchronization [6]. In an
MAS setting with multiple leaders, namely, the containment
control problem, the followers design their distributed control
protocols so that their state or output falls into a convex hull
spanned by the leaders [7], [8].

Existing  solutions to the containment control
problem [9], [10] require continuous interactions and
information exchange amongst the agents which may not be
efficient and doable when there are limited resources in terms
of communication, energy, and bandwidth.

Related Work: Continuous state/output sampling can be
problematic in the context of cyber-physical systems, where
multiple and possibly remotely located plants, sensors, and
actuators, communicate through a shared medium (e.g., wire-
less connections), making it crucial for resources, such as data,
bandwidth, and energy to be used efficiently. Several real-
time scheduling mechanisms have been developed to reduce
the computational and the communication loads [11]-[18]. In
such cases, the controller is only updated when a sampling
error exceeds a certain threshold, to guarantee stability of the
equilibrium point, while ensuring robustness and/or optimal-
ity. However, the dependency of each agent’s update on the
sampling of its neighbors may potentially increase further the
communication and computation loads [19], [20]. Therefore,
there is a need for a class of “combinative” measurements
based on an intermittent feedback design.

Considering the dependency of the threshold on the state,
Fan et al. [19] categorized the event-triggered conditions
as state independent [21] and state dependent [22]. The
threshold parameter is closely related to the communication
load amongst the agents in the networks. In both cases,
the threshold parameters are constant, and are referred to,
as static intermittent mechanisms. However, it is not desir-
able to hold the threshold parameters constant, since they
might exclude useful data transmissions [23]. Hence, there
is a need for a more dynamic framework that leads to a
time-varying threshold. Toward that goal, the work of [24]
presented the concept of a dynamic intermittent feedback,
wherein the intermittent condition is nonpositive only in an
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average sense and shows that it can outperform the con-
ventional static intermittent feedback in terms of the data
transmission rate.

The presence of external disturbances and unmodeled
dynamics in an MAS with multiple leaders might potentially
degrade the performance of the corrupted agent, as well as the
agents that are reachable from it [25]. The event-based con-
tainment control design for MAS with simple linear dynamics
has been considered in [26] and [27]. However, the effect of a
disturbance input on the performance has not been considered
yet. This article investigates the intermittent feedback design
for Hy containment control problem for general high-order
linear dynamics. Existing Lyapunov function designs for dis-
tributed control depend heavily on the topology connectivity,
such as strongly connected graph [28] and strongly connected
and detailed balanced graph [29]. In addition, multiple leaders
in containment control of MAS further increase the diffi-
culty for proper Lyapunov function design. In this article,
a proper Lyapunov function design is designed for the con-
tainment control problem to avoid unnecessary strong graph
requirement.

Contributions: The contributions of this article are three-
fold. First, an amalgamated measurement-based intermittent
containment control framework is developed. Second, it is
shown that the presented intermittent protocol solves the con-
tainment control problem with a guaranteed Hy, performance.
Finally, a unified framework that combines the static, and the
dynamic intermittent feedback is presented to further decrease
the data transmission rate amongst the agents while excluding
Zeno behavior.

Structure: The remainder of this article is structured
as follows. Section II formulates the containment control
problem for leader—follower MAS of general high-order lin-
ear dynamics with disturbances. To avoid the continuous
interaction amongst the agents, Section III develops an aperi-
odic and asynchronous sampling scheme for the containment
error, namely, a novel static intermittent containment con-
trol protocol. To further reduce the state sampling frequency,
Section IV provides a novel dynamic intermittent scheme.
A simulation example is shown in Section V to validate
the efficiency of the presented approach. Finally, Section VI
provides the conclusion and discusses future research
directions.

Notation: The following notations are needed.

® 2 Kronecker product.

A (M) £ maximum eigenvalue of matrix M.

A(M) 2 minimum eigenvalue of matrix M.

g EY {1,..., M+ N}, the set of all agents.

R 2 {1, ..., M}, the set of leaders.

F 2 {(M+1,...,M+ N}, the set of followers.

N; 2 set of neighbors of the ith follower.

A £ adjacency matrix of subgraph F.

ajj 2 (i, pth entry of adjacency matrix A, a; = 1

if there exists connection from ith to jth follower;
otherwise, a;; = 0.

>

d; = 2_jer aij the in-degree of the ith follower.
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D 2 diag{dy, ..., dy}, the in-degree matrix of the
subgraph F.

L Ap_ A, the Laplacian matrix of subgraph F.

gﬁ 2 pinning gain from the /th leader to the ith fol-

lower g/ = 1 if ith follower is connected to the /th
leader; otherwise, gﬁ =0.

Gy 2 diag{gll, ceeh gﬁv}, the pinning matrix of the /th
lgader to all followers.

G = Y jer Gi, pinning matrix from leaders set R to
onllowers set F.

8i = 3", &l the ith element on the diagonal of G.

hy é‘C/iu-i-G]E]RNXN.

h 2 L+ G e RV*N, of which the (i, j)th entry is
denoted as h;;.

H; éh[®1nE]R”NX"N.

H éh ®I, € RannN‘

1y ES N-dimensional column vector with all

entries as 1.

I, 2 n-dimensional identity matrix.

Definition 1 (Convex Hull [30]): A set C € R" is convex
if (1—a)x+ayeC,Vx,y e C and Va € [0, 1]. The convex
hull Co(X) of a finite set of points X = {x1,x2,...,xp} is
the minimal convex set containing all points in X. That is,
Co(X) = {Zlealxﬂxl eX,a > OZle a; =1}

Definition 2 (Distance [30]): Let x € R" and C € R".
Then, the distance from x to the set C is defined as

dist(x, C) = inf||x — y||.
yeC

II. PROBLEM FORMULATION

Consider the dynamics of the M uncontrolled leaders
Xi=Ax;, leR, t>0 (1)

where x; € R" is the leader’s state vector. Let x; = 1y®x;, VI €
R. Then, for each leader, one has

Xi(1) = (Iy @ A)Xi(1), 1> 0. (@)
Consider the dynamics of the N followers, given as
Xi = Ax; + Biu; + Byw;,ie F,t >0 3)

where x; € R" is the state vector, u; € R™! is the control input,
and w; € R™ is a disturbance input.

Assumption 1 [3]: The subgraph F is directed, and for each
follower, there exists at least one leader that has a directed path
to it. That is, the graph G has a united directed spanning tree.

The following lemma adopted from [31] and [32] shows
some important properties that we will use throughout this
article.

Lemma 1: Under Assumption 1, let £ = h 71y, 8 =
diag(é) e RN and Q@ = Eh + hT' 8 € R¥*N_ Then:

1) E>0and Q > 0;

2) Q> A& with Ag = A(h+ 2~ 1ATE).!

I1n this article, the notation of M| > (>=)Mj for symmetric matrices M
and M, is equivalent to M| — My > (>)0.
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Assumption 2: The pair (A, By) is stabilizable.
Define the disagreement vector §; € R" for i € F as

d; 2 Z ag/(xi - xj) + ng(xi = X).

JjeN; [eR

“

By augmenting (4) for all the followers, we can write the
global disagreement as

8 = Hx — ZH;CZ (5)
leR
where
x =[xy XN ]T eR™
5:=[8h., shon | er™.

Based on (2) and (4), and after taking the time derivative of
8;, one has

Si =A Z a,:,-(x,' —)C_,') + ng(xi —Xxp)

ieN; IeR
+ B[ | D ay Y s |ui— ) agy
ieN; I[eR jeN;
+ B Za,-j+2gf Wi—Zaijo
| el I[eR jeN;
= Ad; + Z hijBluj + Z hijBQWj 6)
jeF jeF
§=(y®AS+ (h®B)u+ (h® By)w @

where h;; is the (7, j)th entry of matrix / satisfying

hii = Z aj+ Zgi hij = —ajj

JeN; leR
with
u=[ufy Ui N ]T eR™
WZ[W;/IH W;l_'_N ]TGR”N.

Remark 1: In this article, we consider general linear
systems where the full state information is available for feed-
back. This is applicable to the single-integrator agent if one
can measure the position and the double-integrator agent if one
can measure both the position and velocity. In the case that the
full state is not available, one can add an observer to estimate
the state of each agent and extend the framework to output
feedback by following [33] and [34]. Moreover, in directed
graphs, the requirement of existence of a directed spanning
tree is weaker than the requirement of having a strongly con-
nected graph [3]. Assumption 1 further relaxes the requirement
of the followers subgraph J containing a spanning tree and
hence it is only required that the augmented graph G has a
united spanning tree.

Problem 1 (Hy, Containment Control): Consider the MASs
with leaders given by (1) and followers given by (3). For
a prescribed attenuation level y > 0, design the distributed

protocols u; for each follower i € F such that:
1) all the followers are synchronized to the convex hull
spanned by the leaders when w(f) = 0, that is

tl_l)l‘élo dist(x; (1), Cofxi(D)};cx) =0, Vi€ F

2) under zero-initial conditions §; = 0, Vi, the L£;-gain
condition for the system described in (7) is satisfied
Yw € £5[0, 00), that is

o0 o0
/ sTsdr < y2/
0 0

As shown in [7] and [8], the first condition in Problem 1 is
guaranteed if and only if the system (7) has an asymptotically
stable equilibrium point, that is, § = 0. Therefore, § and §; are
referred to as global and local containment errors, respectively.

wlwdr.

®)

A. Continuous Feedback for the Hyo Containment Control
Design

Using (4), a distributed continuous-sampling-based contain-
ment control protocol is designed as

u; = cKg;, vVie F ®

where ¢ € RT is the coupling gain and K € R™*" is the
feedback gain matrix to be designed later.

The following theorem provides a solution to the continuous
feedback containment control design for Problem 1.

Theorem 1: Under Assumptions 1 and 2, Problem 1 is
solved with a controller given by (9) given that, the parameters
¢ and K are selected as

c=

JK=-B'P (10)

|-

where P > 0 is the unique solution to the following game
algebraic Riccati equation (GARE):
T 1 T T
A"P+PA+Q+ —PBB)P—PB B P=0 (11)
Y
where Q 2 gl, = 0,q € R* and the pair (4, «/Q) being
detectable.

Proof: Substituting the distributed protocol (9) into (6)
and (7), one has

§ = (Iy®A)S + (ch ® B1K)5 + (h @ By)w. (12)

1) We first consider the stability of the equilibrium point
8; = 0 of system (12) for the case that w; =0, Vi € F.

Consider the Lyapunov candidate V(8) = (1/2)87 (E ® P)8,
where E is defined in Lemma 1 and P is the solution to the
GARE given in (11). Since (A, /Q) is delectable and (A, By)
is stabilizable, then P is positive definite. Therefore, E ® P is
positive definite. Differentiating V along the error dynamics
given in (12), one can obtain

. 1 . 1.
V= §3T(E ®P)§ + z5T(E ® P)s
1
= 56%8 ® P)[(Iy ® A)S + (ch ® BK)8]

1
+ 5Ly @A) + (ch® B1K)8]" (E ® P)é.
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1 1 | 1
H < L(ST(S - yszw) + 38" (E@P)h @ Byw+ w! (i @ B)(E@ P)S EaT[E ® <Q +3PB

52 [E® 1]

_ [(IN ® B2P)$
jIN ® In

(Eh ® L,))w

I

SIn®I,
_LyZ(E—lh—Th—l E_l ® In)
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1.r) s

Z(L qg‘)aTa (15)

(In ® B2P)$8 n
(Eh ® L,))w oy

H

Using the feedback K = —BITP yields

) PA+ATP
V= 6T<E ® %)5

Eh+h'E
—5T<—C( 2 )®PBlBlTP>8.

€ RV*N then
PA+ATP
2

Let Q= Eh+hTE

V= 5T<E ® )3 - 38" [2 @ PBIB]PJs.

According to Lemma 1, one has Q > AgE with Ao =
A(h+ E-'ATE). Then, (10) guarantees that

S [~ @ PBIBIP]s < 38"[~30E ® PBIB] P]s

1
< —§6T[E ® PBB{P]s. (13)

Based on (10) and (11), one has
. 1 1
V< —§8T|:E ® <q1,, + —ZPBQB§P>]8 <0. (14
Y

2) Now consider the case that w; % 0, and after differenti-
ating V along the dynamics of (12), one can obtain

o1 1
V< E(ST(E ® P)(h @ By)w + EwT(hT ® BY)(E® P)$

PA+ATP

T( = Cr T
+ <n® 5 )3—53 [Q ® PB B Ps.

Based on (14), we can further write

. 1 1
V= 36" @@P(h@Bw + Sw! (h ®B})(E®P)S

—%5T[ <Q+ PBZBTPHS

Consider now the Hamiltonian H := V + L(878 — y2w!w)
that formulates the H,, control problem, which can also be
described by a zero-sum game where the controller acts as a
minimizing player and the disturbance acts as the maximiz-
ing one. Then, H satisfies (15) (see the top of this page).
To guarantee that H < 0, the following conditions should be
satisfied:

L—q?&<0 Vie F
~5,3(E®1) Sv®l, .
sIvel —E T e ) |
5IN n )/( ® )

Applying now the Schur complement lemma [35] yields

1
~3,2@8 1) <0

- Lyz(E_lh_Th_lE_l ®1,,)

1 1 R
+ |:§IN ®In] |:2—)/2(E ®In)] |:§IN ®Ini| < 0. (16)

The first matrix inequality in (16) can be guaranteed if
8 > 0, which is shown in Lemma 1. The second matrix
inequality in (16) holds if

1 _
L> Egm,\(hhT).
Therefore, L is selected as

—Smaxk(hhT) <L<

q&i
5 17)

with &pax = max;c r &;. Condition (17) eventually guarantees
H= V+L(8T8 — y2wTw> < 0.

Integrating now over (0, #) yields

t
/ 8T8,dr —/ y2wlwide
0 0

+ 8T(1)(E ® P)8(r) — 87 (0)(E ® P)8(0) < 0.

Recall that §;(0) = 0 Vi € F, and E ® P is positive definite.
Then, one can finally obtain

o0 [e )
/ 8T 8:dr 5/ yiwlwde.
0 0
|

Remark 2: The results in this article can be extended to
more complex cases. First, when the leader is driven by a
bounded control input, then a discontinuous adaptive control
method [8] and a continuous adaptive control using a bound-
ary layer technique [36] can be used to compensate for that.
Second, in the case that the followers have norm-bounded
parameter uncertainties, one can use linear matrix inequal-
ity techniques to design the distributed containment control
protocol as has been done in [37].

ITI. STATIC INTERMITTENT DISTRIBUTED Hyo
CONTAINMENT CONTROL DESIGN

A. Static Intermittent Feedback Design

To efficiently utilize the limited resources in terms of
bandwidth, and decrease the communication burden, a novel
distributed intermittent mechanism is developed. This sec-
tion designs a static intermittent control mechanism to solve
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Problem 1. To this end, the control protocol for every
follower i € F is executed only when an event is trig-
gered to guarantee stability of the equilibrium point and a
desired performance level. That is, the local containment
error remains constant between two successive events as
follows:

S(t) — 8i(tli<)’ Vi e ,[tliﬂ tli+l)
CTTE0, t=1y,

where {#, } reo 18 @ monotonically i 1ncreasmg sequence of sam-
pling instants, satisfying limy_, « #;, = 00, with tO =ty VieF.
Let ¢;(¢) denotes the sampling error between 6 (1) and §;(1),
that is

Vie F (18)

ei(t) = 8;(t) — 8;(t), Vi € F. (19)

Then, the intermittent control protocol can be designed, Vi €
F, as
ui(t) = cKbi(t) = cKlei(t) + 8D, t € [, 1, ).  (20)

Substituting now the intermittent control given in (20)
into (7) yields

§=(y®A+ch®BK)S+ (ch® B1K)e + (h® By)w

2D
where e = [e}, | ern1’
The following theorem provides a static intermit-
tent containment control protocol design for solving
Problem 1.

Theorem 2: Suppose that Assumptions 1 and 2 hold. Let
the parameters ¢ and K in (20) be selected as

1 T
¢c>—,K=—B'P
Ao

(22)

where P> 0is the unique solution to the GARE (11) with
0241, >0,p 2 ||PBlBTP|| and y; = ||PBZBTP|| and the
pair (A, /O) being detectable.

Moreover, suppose that the instants {ff(}/?io are determined
by the following triggering condition:

lleqll = ;1161 (23)
where
4ro; (q&i cyrr
P DR LU S 24
i \/ o ( 2 4 24
O0<r< _—(qémm — L) (25)
cy1 2
cyi 2
O<oi<miny| ——— 1,1 (26)
l : <q§max - 2L) }

with ¢ = cA(), and L satisfying (17). Then, Problem 1 is
solved by the intermittent protocol (20) with the triggering
condition (23).

Proof: 1) We first consider the closed-loop stability of
system (21) when w; = 0, Vi € F. Consider the Lyapunov

candidate, V(8) = (1 /2)6T( E ® P)4, for the global contain-
ment error §. Taking the time derivative of V and substitut-
ing (21) yields

V=Vi+V,
V) = 8T<E ® #ﬁa - 38" [@ @ PBiBTP]s
V2= —2c'[2 @ PRIB[P]. @7)
From (13), (14), and (22), one has
Vi < —%(ST[E ® (ql + —PB)B, P)]a
=——Z€,<q+ ”)ua ENY (28)

ieF

Note that the matrix 2 is symmetric and hence can be diago-
nalized. Consider now the orthogonal matrix U’ = U~! such

that
A=UTQU,Q=UAU" (29)

where A = diag{};} with {A;} being the eigenvalues of
matrix Q. Then, the variable transformation can be accordingly
defined as

e=U®IL)e, s =U®RI)S. (30)
Applying now the Young’s inequality to V> yields
vy = —5e'[A® PBIB]P]5

- —% " i PBiB] P3;

ieF
2
-l ||2)

<n Z%(ne:u
Y1€ lle:l?
mes | B sl

ieF
ieF

where y; = |PBiBIP|, and r is determined by (25).

From (30), one has that

ele=ele, 875 =6"s. (31)
Substituting (31) into V, yields
yic lleill* 2| Ay
V) < — & =
2_42[ — -+l (32)
ieF
From (28) and (32), one has
V<Vi+V,

=73 Z&(q+ ”z)ua P+ HES (”el”

+rl8; ||2>
ieF ieF
cnr Y2 &
= {[T - 5’<q+ —2>]||5,-||2 + ;neinz} (33)
ieF Y
= ||PBZB§P|| and r is selected to guarantee that

& V2 cyir
Gl=51q+p —T>0Vl€f

where y»

(34)
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Then, the event is triggered as long as, for o; € (0, 1)

Y1
G leill* < oill8:11> 35)
is violated, which can be rewritten as
do;r
leill < pilldill, pi = .| —G:. (36)
1

Denote g; = 071612 — [(y1)/(4rG)]lle;||>, then, from (33),
one has

. i
vy {—(1 — o1+ oGl * + 4—Vr||e,~||2}

R

S

1

=2 [~a-maisi?} <o

1

> |- - oGl - G
icF
(37)

icF
if g; > 0 is guaranteed. From (37), one can observe that V=0
only if §; = 0. Applying the LaSalle’s theorem for nonsmooth
systems [38, Th. 3.2] we obtain §;(t) — O fori € F ast — oo,
which guarantees that the containment is achieved [7].

2) Next, we analyze the L£;-gain of the system given
in (21). First, consider the variable transformation in (30)

and the matrix transformation in (29). Then, differentiating

V along (21) with w # 0 yields
V=Vi+Va+V3 (38)

where V; and V; are defined in (27) and V3 =
(172w (" @ BI)(E ® P)8 + (1/2)8T(E ® P)(h ® Bo)w.

Consider now the Hamiltonian H = V + L(878 — y2w!w)
L defined as in Theorem 1. Then, H satisfies

H<Vi+Vr+Ws +L<6T8 - ]/ZWTW>

cy1 _
-y <—Fi(1 — ) lI8i112 — Fioillsil1® + 4—Vr||ei||2) +#

ieF
=Y (-F - o)l - Fify) + 7 (39)
ieF
where H < 0, and F; and f; are defined as
PR
2 4
. c
fi = oillsill? — 4;{[ leill® (40)
and r be selected to guarantee
Fizq?gi—L—%lr>0,Vie}“. (41)

Then, the event is triggered as long as the following
condition is violated:

4ro*,-
leill < milldill, m = y F;

(42)

which guarantees that

H=—Y Rl -alsl?] <o.
ieF
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Note that the parameters satisfy

4ro; (g5 cyir dro; [ & Y2 cyrr

— — —L——"—) < = g+ =) ——
cyr \ 2 4 cyr |2 y2 4

which is equivalent to m; < p;. Then, (42) implies that (36)
holds. To guarantee both (34) and (41), r is selected as in (25).
Note that as shown in Theorem 3 that follows, one needs 7; €

(0, 1) in order to exclude Zeno behavior. Then, the condition
[(4roiF)/(cy1)] < 1 should be satisfied, which is equivalent to

4 . .
o(r) = oyr* — ﬂ<£ —L) +1>0.
cyr \ 2
Note that
, gk — 2L gk —2L\?
ming(r)=¢| —— | =1—0)| ——— ) .
r Y1 cyi

Therefore, combining the requirement of o; € (0, 1) in (37),
o; is selected as in (26).

Therefore, the intermittent protocol (20) with the trigger-
ing condition (23) and parameters design (24)—(26) solves
Problem 1. |

Remark 3: By analyzing the two conditions of Theorem 2,
the boundedness of the containment error §;() as well as
its sampled version S5i(p) is guaranteed. This implies that the
control input u;(¢#) in (20) of each follower also remains
bounded.

Remark 4: Since the event-triggered control (20) is mea-
surable and locally essentially bounded, the Filippov solution
for (6) exists. Therefore, similar to [39], the stability of the
equilibrium point of the dynamics (6) can be analyzed using
differential inclusions and nonsmooth analysis [38], [40], [41].
Thus, the dynamics of the containment error § can be written
in terms of differential inclusions as [40]

Sea.e.K[(lN ®A)S+ (h@Bu+ (h® By)wl.

Interested readers are referred to [40] for more details about
differential inclusions shown above and [39] and [41] for
further applications of nonsmooth analysis in the area of
MASs.

Remark 5: The intermittent containment control design in
Theorem 2 depends on the sampling of §;(¢), in contrast to the
sampling of x; in [27]. The containment error §;(¢) can be also
viewed as an extension of a combinative measurement in [19]
to the case of MAS with multiple leaders. This article extends
the combinative measurement-based protocol design to solve
the Hs, containment problem using both static and dynamic
intermittent feedback.

B. Feasibility of the Static Intermittent Feedback

A practical issue for the implementation of intermittent
feedback is that the number of triggering events does not tend
to infinity in a finite amount of time, that is, the absence of
Zeno behavior in Theorem 2.

Theorem 3: Suppose that the intermittent condition is
designed as in Theorem 2. Then, the interevent intervals
{t,"chl — t,i};?il, Vi € F, are strictly positive as k — 00.
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dlei@ll_ A[8i(1;) — ei(®)] — chiBi B P5i(t}) — cB1B[ P hy6; + Y hyBaw;()
@ illy) — e Chiiby k) — €b1b ijOj k(t) ijB2Wj
jeN; jeF

< Al + |A8i(1) — chiBi BT Po(1) — BIBTP Y hydy(t ) + D hyBawid)] < IAlles() ]l + 1, (47)

pp= max A1) - chaBrBTPSI(6) — cB1BTP Y- hydy (] ) + D hiBawi ()

i
€] otk

JeN; JjeF
(48)

JeN; jeF

Proof: The
equivalent to

intermittent condition (23) in Theorem 2 is

72 (18017 + lle:)11?)

2
ei(t 43
eI < e (43)
Using the Young’s inequality one has
2180 + eI _ 72 (1512 + llei( 1)
2+ 2n? 1+ 7} ’
Therefore, the sufficient condition (43) is selected as
N
e < TN eI w2 5i()]
R .y 2+ 272
or equivalently
lei(Dll < ————]8:(4) | £ 5. (44)
V2 + 27'[
The evolution of ¢;(¢) over time in [tfc, t,’; Jrl) satisfies
dlell _ e @] .
< lle:ll = (45)
dr eyl ™

where [(d|le;()[])/(d)] is the right-hand side derivative of
llei()]l when ¢ = t;. From (18), we have that S (1) = 6 (t}{)
when ¢ € [tk, tk +1)- Differentiating now §;(z) over the interval
[tk, tk 1) ylelds

8i(1) = A8;(t) — chyB B} P&;(1L)
— BBTP Y hyti(f) + Y hiBawi)  (46)
JjeN; JjeF

where tfc(t) = argmax{.|f, <1,j € N;} denotes the lat-
est triggering time of the follower j just before time ¢.
Substituting (46) into (45) yields (47) and (48) (see the top
of this page). Note that ¢;(f) is continuous on the interval
[t};, t,i +1)- Applying now the comparison principle [42] to (47)
yields

el = L4 (M0 1) s e 1 ).

49
A @9

Combining the inequalities (44) and (49), when ¢t = tfc 41 yields

o) = o = 2 (M08 1),

‘We shall now consider two cases Vi € F.

(50)

1) The Case When 8,-(1,’;) # 0: Applying the triangle
inequality to (48) yields

wi = A8i(a) | + lehaBr BT P8 ()|

+ |cBiBTP Y hy; (km)

JjeN;

AN

+ max Zh,-jBij(t) = [y
1€\ tigy jeF

with @it > 0 due to the fact that §;(}) # 0.
facts in (50), one has

ﬂ(e”A”(tiH_tfe) _ 1>

s =
= Al

Considering the

which implies

. S A5
r,ﬁ:t}cﬂ—t;{_”A”lg( Al +1]).

Note that it is assumed that 3,-(t,i) # 0. From (44), one has
also s}'{ = [(m;)/( 2+271i2)]||6i(tf()|| > (. Then, the argu-
ment of log(-) in the above inequality is strictly larger than 1.
Therefore, 7 is strictly positive.
2) The Case When §;(t,) = 0: Applying the vector norm
inequality to 8,(tk) — §i(t) = e;(¢) yields
8: (@) | = I8l = [[8:() | = I=8:@)lI| < llei@]I. (51)
From Theorem 2 and (51), the triggering condition given
in (23) guarantees that
[8: (@) | = 8@l < mill&i @l
which leads to
[8i(5) | ||
< 18:(0)] < . 52
T Sl = (52)
Hence, one has
)]

1 —m;. 53
ol — ©3)

For the case that 81'(1};) = 0, it follows from (52) that
8i(t) = 0. Then, the dynamics of the local containment
error (46) yields

A8i(1) = chiB\B] P&;(1})

+ cBiBIPY hl-jaj(zg;j (t)) > hyBawi(n). (54)
JjeN; jeF
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Considering now (48) and (54), one has
i < IAN8:(5) |+ max 148,
teftttyy
= Al 8:() | + |Asi()
where 1’ = arg max " IAS;(#)||. From (53), the following
holds:

i i
el g

_ .
. = |8i(%) |
2
lim i > lim 2+2.ﬂi
koo i~ k—oo [|A]l]|8i(z}) | + A&
(I = m)m;

> . (55)
A2 — 7:),/2 + 277
Note that the inequality (50) implies
o 1 IAlls
=1, —1t >—Ilog < +1). (56)
k k+1 k ”A” ( H«;C
Finally, inserting (55) into (56) yields
lim t{ = lim (¢, —1
o T = (tirr — 1)
1 IAlls;,
> —1o — + 1
Al g( P
(1 — i)
> ——log +1 (57)
Al

(2 — 7j)y/2 + 277

Note that the parameters design in (24)—(26) guarantees that
;i € (0, 1). Therefore, the argument of log(-) in last line of
the above inequality is strictly larger than 1 and 7; is strictly
positive. [ ]

IV. DYNAMIC INTERMITTENT DESIGN

Note that the triggering condition (23) is static, which
implies that the condition |le;|| < m;||§;]| is enforced for
Vt > 0. In order to further reduce the communication load,
this section relaxes such requirement by introducing a dynamic
intermittent mechanism.

To solve the Hy, containment control problem, both condi-
tions in Problem 1 are required to be satisfied. The parame-

ters (34) and (40) in Theorem 2 satisfy

Gi>Fi=g=>f (58)
That is, f; > 0 = g; > 0. Therefore, the triggering condi-
tion (23) is sufficient to solve Problem 1. Finally, the sequence

of the triggering instants determined can be described
Vie F as

i
ty=0

fht =ré%§r{t> f Afi <0} (59

A. Dynamic Intermittent Feedback Design

To formulate the dynamic intermittent mechanism, the
following internal dynamical system is considered:

0= —eini +fi, m(0) =y =0, Vie F (60)

where f; is defined in (40) and «; € RT is a parameter to be
designed. We are now ready to present the following dynamic
intermittent mechanism:

ni(t) + 0if; <0,Vie F

(61)

IEEE TRANSACTIONS ON CYBERNETICS

where 6; € R* is a design parameter. Consequently, the
sequence of the triggering instants is determined by (61)
Vie F, as

th=0
fhoy = ti‘ﬂiﬁ{(’ et > 1) At +0fi <0} (62)

The following theorem shows that the dynamic intermittent
mechanism (61) solves Problem 1.

Theorem 4: Let r,c, K be selected as in Theorem 2 and
a;, 1(0), 6; € R*. Then, the intermittent control (20) with the
event instants (62) that are being determined by (61) solves
Problem 1.

Proof: Let the Lyapunov candidate for the augmented
system (21) and (60) be selected as

V@) =VE®) + ) Gini(t)
ieF
where V(§) is defined in Theorem 2 and G; is defined in (34).
First, we need to show that n; > 0, Vi € F in order to show
that V is positive definite. Note that the dynamic triggering
condition (60) and (61) guarantees Vi € F

(63)

ni(1) +0ifi = 0. (64)
Since 6; € RT, inequality (64) is equivalent to
fi(h) = —%m(t)- (65)
Based on (60) and (65), one has
i) = —(ai + é)m(t), i) = 0. (66)

Applying the comparison principle [42] to (66) yields
ni() > 0, Vr e[t 4 ) and Vk € {0,1,2,...,). Therefore,
ni(t) = 0, Vt € [0, co) is guaranteed. Then, V(8, ) in (63) is
positive definite and radially unbounded.

Next, from (37) and (58), the time derivative of V satisfies

V=V+> Gi(fi — i)

ieF
< > {~Gigi - G[ — oI5| + Gifi — Giavn}
ieF
< Z {_Gigi - Gi[(l - Gi)||5i||2] +Gigi — Giami]
ieF
=Y {-a[a -alsl?] - Gain} < 0.
ieF

Note that o; € (0,1),G; > 0, and n; > 0. Therefore,
V((t), n(t)) decreases as + — oo and §(f) — 0 and
n(f) — 0. Consider the Lyapunov candidate W(3,n) =
V(&) + Y cr Fini(t), where V(8) is defined in Theorem 2
and F; is defined in (40). Similar to V, W also satisfies

W) >0, W) <0, for Vi > 0

W(t) — 0, ast — oo. (67)

Consider the Hamiltonian defined as H = W +

L(878 — y*>wTw). Then, from (39), one has
H = L<8T6 - yszW> + V@) + Y Fii(t)
ieF
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= Y F(=—olsl® =) + Y Ficfi — aum)

ieF ieF
==Y Fi(l —opl8ill> = ) Fium; < 0. (68)
ieF ieF
Based on (67) and (68), the second condition in Problem 1 is
satisfied. m

Remark 6: Tt is worthwhile to discuss the influence of
parameters {6;, «;, w;} in the dynamic triggering condition
design.

1) Effect of 6;: The dynamic triggering condition (61) is

equivalent to

i(1)
[';— + 1]nl-2||6i<r)||2 < e (69)
i0i
which guarantees
n:(?)
[% + 1]nl-2||6i<t>n2 > lleil®. (70

In (70), the left-hand side provides the upper bound
of |le;(1)||>. Therefore, by selecting larger 6;, the upper
bound of |le;j(r)||> becomes smaller, which results in
more frequent events. In addition, as 6; — oo, the above
inequality becomes the static triggering condition (61).
This is consistent with the discussion in [24], which
shows that the static triggering condition (23) can be
illustrated as a special case of the dynamic triggering
condition (61) as 6; — oo.

2) Effect of «;: To generate a larger minimum interevent
interval compared to the static triggering condition, the
dynamic filter with time constant (1/¢;) in (60) should
not be too fast compared to the time constant of the sig-
nal f;. Proper design of the dynamic filter time constant
[1/(etj)] can be referred to [24].

3) Effect of m;i: The parameter m; appears in both static
and dynamic triggering conditions, (23) and (69). In
both cases, given that m; is close to 0, implies that the
event is triggered more often and hence 8; — 5. On the
other hand, by selecting larger 7; one will decrease the
sampling of §;(¢). It is true that 7r; cannot exceed 1, as
indicated by (57).

The use of internal dynamic variables can be found in
applications where the mechanisms are equipped with internal
clocks [43]. Moreover, as mentioned in Remark 6, when 6; is
selected small enough, the event-sampling frequency can be
reduced significantly compared to the static event-triggering
condition.

B. Feasibility of the Dynamic Intermittent Feedback

The following theorem shows that for a fixed state of the
system, the interevent interval given by a dynamic intermittent
mechanism is larger than the one given by the static mecha-
nism. Then, the Zeno behavior can be avoided for the dynamic
intermittent mechanism. .

Theorem 5: Let {12 and {{}2° | Vi € F be the inter-
mittent time sequence determined by the static and dynamic
intermittent mechanisms demgned 1n Theorems 2 and 4,
respectively. Suppose that tk = tk = t.. By denoting

the next intermittent tlme by %tatlc and dynamic intermit-
tent mechambms as tk +1 and tk e respectively, one has,
e = i . o

Proof: We will prove that by contradiction. Assume that

tfil < t4y, Vi € F. Based on the instants in (59), the
following inequality is true:

2N 2

fi = aill&ill” - r—II eill

(71)
Since o; € RT, n; > 0 and (62), one has

cyl
oill8i 1> — mneinz
1

cy1
< n,~+9,-<a,-||6,~||2 Yo ) <0
which contradicts (71). Therefore, one concludes that tfil >
fy1q Which is the required result. [

C. Discussion

The continuous communication among the agents and the
constant monitoring of §;(¢) and e;(¢) in the event-triggering
condition are still required. To obviate such requirement, it is
desired to determine the update rules for variables §;(r) and
e;i(?). In the following equation, we only derive the calculation
of Si(t) because: ¢;(t) = —Si(t). When there is no disturbance
in (6), one has

8i(1) = Pot) + B(1). t € [t} ;1) (72)
where Bo(t) = fé Ad;(s)ds and B(r) = B1(¢) + B2(¢) with
-
prioy = [ [ b Jos
i -
-
=/ eA(t_s)ChiiBlK&(t/i):IdS
oo
t
Ba(t) = / VN " chyBIK(s) |ds. (73)
| JeN;

Suppose that §; gets updated at the instants {tf;(l)}Ll

denoted as
i =10) < (1) <-- < 1(])
< <) <40+ 1) = d.

Therefore, for t;;(O) <t< t;;(l), we can express 6;(f) as

8i(1) = / 8i(7(D)ds
1;(0)

/ ) [ A0 chigBiKoi(1) |as
1 (

t
+ / VN " chyBI K8 (£,(0))
7(0)
Ll

jeN;
and for ik +1) <t < f(l+1),k =0,1,2,.
can express §;(f) as

K et
8i(t) = Z/_U AS
1D

=0 "k

(74)

— 1, we

t
i(t(D)ds + f AS;(t.(D)ds

t;c(l(-l—l)
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Framework of the static and dynamic intermittent mechanisms.

K pfi+])
+ f |

1
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1=0 t;{(/)

t
“
f(k+1)

For the case that the disturbance is nonzero, an observer-
based design can be used and the above signal calculation
method can be extended to an event-triggered observer design,
as shown in [34]. From the above analysis, the update of
8;(t) only depends on (Sj(t;'((l)) and hence the continuous
transmission of §;(¢) can be avoided.

Remark 7: Given the containment error update as in (75),
the monitoring of the dynamic triggering condition (61) can be
implemented by a software mechanism instead of hardware.
Interested readers are referred to [44] for the tradeoff between
computation and communication cost. It is worth compar-
ing dynamic and self-triggered intermittent mechanisms. The
similarity between these two mechanisms is that both avoid
constant monitoring of the containment error, whereas the
difference lies in the event instant determination. For the self-
triggered control, the next event instant is precomputed at
the previous event based on system information [15], [16].
In contrast, for the dynamic intermittent feedback, the next
event instant cannot be predetermined and is determined by
the verification of a triggering condition, for example, (61).

We unify now the continuous feedback, and the static
and dynamic intermittent feedbacks, as illustrated in Fig. 1.
Option A and Option B in the hierarchical structure represent
the static and the dynamic intermittent feedback, respectively.
As discussed in Section II, the local containment error (4)
describes the local interaction among the agents, namely,
the containment error computation unit in Fig. 1. When
Option A is activated, the containment error is sampled at
event instants (59) and results in a static intermittent contain-
ment control, and similarly when Option B is activated, the
dynamic intermittent containment control is used. Moreover,
from (60) and Fig. 1, one can observe that the dynamic inter-
mittent condition can be viewed as a filtered version of the
static intermittent condition.

Fig. 1.

A K8 () |as

AN chyBIKS (D) |ds
JjeN;

eA(l‘—S) Z Cht]BlKBJ(t;c(l)) ds. (75)

JEN;
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Fig. 2. Graph topology with three leaders and four followers.

V. SIMULATIONS

This section verifies the effectiveness of the proposed
intermittent containment control design using three cases:
continuous-feedback-based containment control, and the inter-
mittent containment control with static and dynamic triggering
conditions. Similar to existing results on containment control
design for MASs with linear general high-order dynamics [7],
[45]-[49], our approach makes no assumption on the order
of the system dynamics. That is, although we use systems
with order 2 for the simulation purpose (similar to [7] and
[45]-[49]), our method can be implemented on MASs with
higher-order dynamics.

Consider the MASs with three leaders and four followers
connected with a communication graph as illustrated in Fig. 2,
which satisfies Assumption 1. The nonsymmetric Laplacian
matrix of the followers subgraph F is

1 -1 0 0

0 2 0 -1
L=10 1 1 o
0o 0 -1 1

Note that the directed subgraph F is not strongly connected,
because follower 4 does not have any directed path to all other
followers. The system matrices are selected as

[} 2 Ja- (e[}

1 -1
For the disturbance attenuation, the disturbance level is
selected as y = 2 with the following disturbance being added
to each follower:

wa = —e " cos(t), ws = —2e 2 cos(21),
we = —0.5¢7 1 cos(31), wy = —e " cos(41).

A. Case 1: Continuous Feedback

By following Theorem 1, the distributed containment con-
trol protocol design parameters are selected as

¢ =1.5346, K = [15.0995 —13.0995].

The state evolutions of all the agents are depicted in Fig. 3,
where the solid lines represent the envelopes formed by the
state trajectories of the leader agents. The time history of the
containment error is shown in Fig. 4, from which one can
observe that all the containment errors approach the origin
asymptotically. Fig. 5 depicts the control input of each fol-
lower. Finally, the global disturbance attenuation is shown in
Fig. 6, which shows that (8) is satisfied.
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6 7 8 9 10

5
Timelsec Time/sec

Fig. 3. Evolution of the agent’s state (x; = [xl.l x,-z]T) using the continuous-
feedback-based containment control.
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Fig. 4. Evolution of the containment error (§; = [61»1 61.2]T) using the

continuous-feedback-based containment control.
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Follower 6
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Fig. 5. Control input for all followers using the continuous-feedback-based
containment control.

Timelsee

Fig. 6. Global disturbance attenuation level using the continuous-feedback-
based containment control.
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Fig. 7. Evolution of the agents’ state (x; = [xi1 le]T) using the static

event-triggering condition.

B. Case 2: Static Event-Triggered Feedback

By following Theorem 2, we select the design parameters
w4 = 0.51, 15 = 0.52, g = 0.53, m7 = 0.54.

By using the event-triggered control law (20) with the static
event-triggering condition (23), the state evolutions of all the
agents are depicted in Fig. 7, where the solid lines represent
the envelopes formed by the state trajectories of the leader

Fig. 8. Evolution of the containment error (§; = [81.1 BL.Z]T) using the static
event-triggering condition.

o Follower 4
Follower 5
Follower 6

Follower 7

s
Timelsec

Fig. 9.
condition.

Control input of all followers using the static event-triggering

s
Timeisec

Fig. 10. Global disturbance attenuation level using the static event-triggering
condition.
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- Followers
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i

o 1 2 3 4 5 6 7 8 9 10 o 1 2 3 4 5 6 7 8 9 10
Time/sec Time/sec

Fig. 11. Evolution of the agents’ state (x; = [xl.l le]T) using the dynamic
event-triggering condition.

agents. The time history of the containment error with its
sampled version, that is, §;(f) and 3,-([), are shown in Fig. 8.
Fig. 9 depicts the control input of each follower, from which
one can observe that the control input of each follower is
updated independently. Finally, the global disturbance attenu-
ation using static event-triggering condition (23) is shown in
Fig. 10, which shows that the condition (8) is satisfied.

C. Case 3: Dynamic Event-Triggered Feedback

Based on Theorem 4, the dynamic intermittent parameters
in (60) and (62) are selected as

a1 =04, 0p =045, 03 =0.43, a4 = 0.42
0 =2.8,0p=2.7,03 =2.6,04 =2.9.
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" threshold in Case 3
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Fig. 12.  Evolution of the containment error (;

= 18] 6217 using the
dynamic event-triggering condition.
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Fig. 13. Evolution of the control input of all followers using the dynamic
event-triggering condition.

0 2 14 19 B 2
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Fig. 14.  Global disturbance attenuation level using the dynamic event-
triggering condition.

TABLE I
COMMUNICATION BANDWIDTH COMPARISON

Triggering Number of triggering instants

Case Follower 4  Follower 5  Follower 6  Follower 7
Case 2 77 76 74 68
Case 3 28 12 33 32

By using the event-triggered control law (20) with the
dynamic event-triggering condition (61), the state evolutions
of all the agents are depicted in Fig. 11, where the solid lines
represent the envelopes formed by the state trajectories of
the leader agents. The time history of the containment error
with its sampled version, that is, ;(f) and Si(t), are shown
in Fig. 12. Fig. 13 depicts the control input of each follower.
Finally, the global disturbance attenuation using static event-
triggering condition (61) is shown in Fig. 14, which shows that
the condition (8) is satisfied. We observe that the state trajecto-
ries of all the followers converge to the convex hull spanned by
the leaders. The evolution of the gap e¢;(¢) for the containment
error §;(f) and its triggering threshold using both triggering
conditions (23) and (61), are also presented in Fig. 15. It can
be shown that all agents are triggered independently. In both
cases, both the gap ¢;(¢) and its threshold approach the origin,
implying that the containment target is achieved. In addition,
from Fig. 15, one can observe that the threshold in the dynamic

T s e 7
Time/sec

)

8 e || ()| In Caase 3
threshold in Case 3

= ||€5 ()| in Case 3
threshold in Case 3
Jles (8)]] in Case 2

e threshold in Case 2

5 s 7 s 9w
Time/sec

——|lez (1) in Case 3
threshold in Case 3

Jlew (6)] in Casc 2
threshold in Case 2

lez (1)) in Case 2
threshold in Case 2

6 7 8 5 10

4 s
Time/sec Time/sec

Fig. 15. Evolution of each agents’ error with respect to the threshold for
cases 2 and 3.
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Fig. 16. Triggering instants of the agents for cases 2 and 3.

triggering condition is larger than that in the static triggering
condition and the event-triggering instants in the dynamic trig-
gering case are less than those in the static triggering case.
The event-triggering instants using static and dynamics event-
triggering conditions are shown in Fig. 16. The number of
event-triggering instants of each follower in cases 2 and 3
are given in Table I. Compared to the static mechanism, the
dynamic intermittent mechanism reduces the communication
load significantly.

VI. CONCLUSION

This article investigated the distributed intermittent con-
tainment control design of linear MAS. Two different types
of intermittent containment control protocols were presented,
namely, a static and a dynamic intermittent distributed proto-
col. The closed-loop stability of the equilibrium point and the
Zeno-free behavior are thoroughly analyzed. Moreover, a uni-
fied framework is given to illustrate the relationship between
the static and the dynamic intermittent protocols. Simulation
results are presented to show the efficacy of the presented
approach and a performance comparison of the dynamic over
the static intermittent mechanism in terms of the sampling
frequency.
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