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Abstract— Massive machine-type communication (mMTC) has
been identified as one of the three generic 5G services, with the
aim of providing connectivity to a large number of devices. The
concurrent massive access in mMTC may lead to congestion due
to limited access resources. Group paging (GP) is emerging as
one of the promising solutions to alleviate network congestion by
controlling access load. However, the performance of GP deteri-
orates drastically with the number of devices per paging group.
This paper explores GP with a pre-backoff strategy for a general
mMTC scenario in which devices are allowed to have diverse
access success probability (ASP) requirements, and proposes a
differentiated service-aware GP scheme with specific pre-backoff
times (GPSP), with the aim of maximizing the total access rate
while guaranteeing the ASP requirements for individual devices.
An optimal solution to the GPSP problem is derived to provide
a performance upper bound. As low-complexity algorithms are
of key importance for mMTC applications, an efficient heuristic
algorithm is further designed. Numerical results demonstrate that
the proposed GPSP scheme can effectively improve the system
performance in terms of average ASP, average access delay, and
the average number of preamble transmissions.

Index Terms— Massive MTC, random access, group paging,
pre-backoff, differentiated services.

I. INTRODUCTION

W
ITHIN the emerging Internet of Things paradigm,

machine-type communication (MTC) enables a broad

range of applications in 5G networks, such as mission-

critical services, intelligent transportation systems and massive

deployment of autonomous devices [1], [2]. It has been
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predicted that the number of MTC devices will be signifi-

cantly larger than that of human type communication devices

(e.g., smartphones) [1], [2]. Moreover, massive MTC (mMTC),

with a focus on providing connectivity to a large number

of MTC devices, has been identified as one of the three

generic 5G services [3]. For mMTC, however, the concurrent

massive access of devices to the radio network may easily

lead to congestion and system overload in both radio access

network (RAN) and core network (CN) parts [4]. Hence,

effective overload control mechanisms are essential to support

mMTC service while guaranteeing an adequate quality of

service for devices.

Overload control of the uplink random access channel

(RACH) in a RAN is one of the fundamental working

issues of the 3GPP group [5]. Existing overload control

schemes in RANs can be categorized into push- and pull-

based approaches. On the one hand, in push-based approaches

(e.g., access class barring, separate RACH resources for

MTC, slotted access, and MTC-specific backoff schemes, etc.),

traffic is pushed from devices to the network without any

restrictions until the RAN overloads. The push-based approach

can efficiently relieve the overload problem in RANs, but it

cannot alleviate the congestion in the CN [7]. On the other

hand, the pull based approach could effectively control the

access load and prevent overload and congestion in both the

RAN and CN, by using paging messages to activate specific

devices to access the network. However, the legacy paging

mechanism does not work well for mMTC, as it was originally

designed for small-scale human-type communications. Each

paging message can only page up to sixteen devices, and

there are only two paging occasions per radio frame [6].

As one-by-one paging will lead to long paging delay in mMTC

applications, group paging (GP), which uses a single group-

paging message to activate a group of devices, has become a

promising new solution [6].

In GP, devices are organized into groups, and each group is

assigned a unique group identity. After joining a group, devices

monitor the downlink control channel for the GP message.

Upon receiving a GP message with the matched group identity,

the group of devices start the random access (RA) procedure

immediately [7], [8]. Unfortunately, the access rate of GP

dramatically degrades as the number of devices being paged

increases [9]. Intuitively, it is beneficial to scatter the devices

of the group being paged over an available time access interval

instead of letting them start the RA procedure simultaneously

[9], [10]. Specifically, the system forces the devices to wait
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for different pre-backoff times before their first transmission

attempts. Hence, the pre-backoff GP optimization problem

consists of allocating appropriate pre-backoff times within

the access interval to individual devices in the paging group.

As the pre-backoff time allocation directly affects the total

access rate and individual access success probabilities (ASPs),

the allocation mechanism for pre-backoff GP should be care-

fully designed to maximize the access resource utilization.

The term MTC covers a wide range of use cases and

applications with diverse service requirements in terms of ASP,

transmission rate, etc. For example, the devices of intelligent

transportation systems may require an ultra-high ASP, while

the devices of environmental monitoring systems would be

much more tolerant. Therefore, in this study, we introduce the

ASP requirement as a new dimension to the pre-backoff GP

problem. This new formalism guarantees that the ASP require-

ments of the individual devices being served are satisfied.

In this paper, we propose a scheduling scheme to determine

the pre-backoff times for individual devices according to the

estimated achievable ASP. We refer to this scheme as GP with

specific pre-backoff times (GPSP). Specifically, the optimal

GPSP maximizes the total access rate while guaranteeing the

ASP requirement of each device being served. Note that the

GPSP problem is indeed a generalized GP problem since the

conventional GP problem [7]–[10] can be considered to be a

special case in which the ASP requirements of all devices are

identical. Naturally, the methods used to solve the conventional

GP problem are not applicable for solving the GPSP problem.

Moreover, the pre-backoff is performed before the devices

encounter collisions, which differs from the random access

backoff schemes studied in [11]–[13].

Our contributions are as follows:

• A generalized GP problem for mMTC applications with

the new dimension of ASP requirements is investigated,

which enables the network to provide differentiated

services;

• An optimal algorithm is developed by carefully studying

the properties of the GPSP problem; and

• According to the structure of the derived optimal solu-

tion, an efficient low-complexity algorithm is further

developed.

The rest of the paper is organized as follows. Section II

presents a brief overview of the related work. Section III intro-

duces basic background about the random access procedure

and the ASP estimation model. Based on this model, the GPSP

optimization problem is formulated. Section IV derives an

optimal solution to the GPSP problem, and proposes a low-

complexity algorithm. Numerical results as well as discussion

are given in Section V, followed by concluding remarks in

Section VI.

II. RELATED WORK

Massive concurrent access to a wireless network is prone

to congestion or/and signaling overload in the RAN and CN.

To address this problem, most of the existing research focuses

on improving the performance of access control in the RAN,

from either the network or the user point of view.

Access control on the network side is mainly based on

the push- and pull-based mechanisms proposed by 3GPP [5].

On the one hand, the push-based mechanisms include access

class barring (ACB) schemes [14], dynamic allocation of

RACH resources [5], MTC specific backoff schemes [15],

and slotted access [16]. Besides the basic individual ACB

schemes studied in [17]–[20], dynamic ACB schemes and

cooperative ACB schemes are also investigated in [21]–[23].

Pang et al. [24] provided a game-theoretic approach that

allocates the preambles for human-type and machine-type

communications. A resource allocation scheme was proposed

in [25] to prevent the evolved node B (eNB) from allocating

the physical uplink shared channel to the collided preambles.

To obtain further performance gain, Oh et al. [26] provided a

joint scheme combining ACB and RACH resource allocation.

The performance of uniform backoff and binary exponential

backoff algorithms was examined in [12]. Yang et al. [13]

studied the performance of a random access backoff algorithm

under different parameter settings, while taking into account

the physical loss.

On the other hand, in the pull-based mechanisms, the net-

work can control the access load via paging. As aforemen-

tioned, one-by-one paging cannot adapt to the mMTC service,

and GP has emerged as a promising solution. Wei et al. [8]

presented an analytical model for GP with no pre-backoff,

which is useful for further study of GP methods. As the

performance of GP dramatically degrades with the number

of devices, Arouk et al. [9] devised a uniform pre-backoff GP

method that uniformly partitions the devices of one paging

group into smaller access groups of the same size. In addition,

each access group starts the RA process at different RA slots

in the access interval. A random pre-backoff GP method was

proposed in [10], allowing the devices to uniformly choose

a pre-backoff time over the access interval. The pre-backoff

GP methods in [9] and [10] effectively improve the GP

performance. However, in both methods, devices are treated

in the same way, without taking ASP requirement dimension

into account.

There are various access control mechanisms from the user

perspective as well, such as data aggregation and access

point optimization. Guo et al. [27] considered a cellular-

based mMTC network in which the devices transmit data to

some aggregators, and the aggregated data is then relayed

to base stations. Moreover, the aggregators not only aggre-

gate data, but also schedule resources to devices, and hence

improve the average ASP. Furthermore, the numerical results

show that the provision of more resources at the aggre-

gation phase is not always beneficial to the mMTC per-

formance. Lin and Chen [28] studied the problem of con-

structing maximum-lifetime data aggregation trees in wireless

sensor networks, which was shown to be NP-hard. Further,

Lin and Chen [28] provided an approximation algorithm that

constructs a data aggregation tree whose inverse lifetime is

guaranteed to be within a bound from that of the optimal

solution. In [29], an optimal device-to-device communication

assisted access scheme was developed, in which devices can

either access the network directly or via relaying by an idle

device. The system proposed in [29] can achieve better load
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Fig. 1. An example of time-frequency mapping of physical random access
transmissions of LTE.

balance and hence higher access rate with the assistance of

device-to-device communications.

III. SYSTEM MODEL AND PROBLEM FORMULATION

We first briefly provide some preliminary background on

RA transmissions. Then, we introduce a probabilistic model to

estimate the achievable ASP for individual devices with given

pre-backoff times. Next, we formulate the GPSP optimization

problem based on this model.

A. Preliminary Background

To access a wireless network, devices should first perform

RA transmissions at specific RA occasions using RACH.

Fig. 1 illustrates an example of time-frequency mapping of

the physical RA transmissions [11]. In the time domain, time

is divided into frames and each frame consists of multiple sub-

frames. For an orthogonal separation between the RA and data

transmissions, the RA transmissions are restricted to certain

subframes, which are called RA slots. LTE defines 64 possible

physical RACH (PRACH) configuration indices [12], which

further determine the indices of the subframes that are assigned

to the RA transmissions. In accordance with the assumption

used in [5], [8], and [9], we use RACH configuration index

6 (i.e., the subframe indices for RA transmissions are 1 and

6 [12] where the RA slot period is TRA_REP = 5 subframes).

Note that some portions of RA slots are reserved as guard

time to account for the timing uncertainty in the uplink [11].

In the frequency domain, there could be several frequency

bands. According to [9], let there be just one frequency band

in each RA slot for the RA transmission. Denote by R the

number of preambles in an RA slot, and then the number of

RA opportunities per RA slot is also R [13]. It is supposed

that a collision occurs only if two or more devices make RA

transmissions in the same RA time slot and the same frequency

band using the same preamble signature [13].

The RA procedure, with the aim to obtain uplink synchro-

nization and transmission resource assignment [11], includes

several signaling steps, as shown in Fig. 2. In the pro-

cedure, once a device receives the GP message with the

matched identity, it starts its pre-backoff timer. After the pre-

backoff timer expires, the device starts to transmit a randomly

Fig. 2. An example of the RA transmission procedure of one device.

TABLE I

PARAMETERS AND VARIABLES

selected preamble using the reserved PRACH. The eNB needs

TRAR processing time to detect the preambles. After the

eNB receives the preamble, it transmits a response message,

which carries a medium access control header and random

access responses (RARs), on the physical downlink shared

channel. The header may carry a backoff indicator for the

collided or undetected devices [31]. The RAR carries the

information for further signaling transmission and the identity

of the preamble transmitted by the device. The device expects

to receive the RAR message within an RAR window, denoted

by WRAR. If the device fails in receiving the RAR carrying the

corresponding identity, the device will select a random backoff

time according to a uniform distribution on [0, B] where B is

the backoff indicator value (thus, the backoff window size is

WB = B+1) and will retransmit the preamble after the backoff

time [31]. Once the device successfully receives the RAR,

it adjusts the uplink synchronization and performs further

signaling to prepare for data transmission. For concise system

modeling, we summarize the related system parameters and

the variables in Table 1.

B. ASP Estimation Model

This study considers a paging group of M devices D =
{d1, d2, · · · , dM} in a paging area. The basic idea of the

GPSP scheme is to scatter the devices of a paging group into

several access groups with different pre-backoff times within

the access interval. Let there be I RA slots in the access

interval reserved for group D (i.e., the access interval starts

from the first slot after receiving the paging message and ends

in slot I). Since we focus on mMTC scenarios, we have that

I ≪ M . For clarity, we define the following events:
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• Am
i,n: device dm performs its n-th attempt in slot i;

• Xm
i,n: device dm succeeds in its n-th attempt in slot i;

and

• Ym
i,n: device dm fails in its n-th attempt in slot i.

Clearly, Xm
i,n ∪ Ym

i,n = Am
i,n. Denote by T = [tim]I×M the

pre-backoff time matrix where

tim = 1{Am
i,1

}, (1)

and 1{·} is the indicator function. Denote by tm = [tim]I×1

the pre-backoff time vector of dm. Since each device can

choose at most one RA slot for its first attempt, we have that

‖tm‖1 ≤ 1, ∀m, (2)

where ‖tm‖1 =
∑

i tim. Note that ‖tm‖1 = 1 indicates that

dm transmit in the access interval, and tm = 0 (or equivalently

‖tm‖1 = 0) indicates that dm does not transmit.

We denote a probability measure that describes this model

by P(·). Let N be the maximum number of transmission

attempts that each device is allowed. The ASP of device dm

can be expressed as

Pm � P

⎛

⎝

⋃

i,n

Xm
i,n

⎞

⎠

a)
=
∑

i,n

P(Xm
i,n)

b)
=
∑

i,n

P(Am
i,n ∩ Xm

i,n)

=
∑

i,n

P(Am
i,n)P(Xm

i,n|Am
i,n), (3)

where the labeled equalities follow from: a) the fact that Xm
i,n

are disjoint events; and b) Xm
i,n ⊆ Am

i,n.

Denote by Mi the average number of devices that transmit

preambles in slot i, and observe that

Mi � E

[

M
∑

m=1

N
∑

n=1

1{Am
i,n

}

]

=

M
∑

m=1

N
∑

n=1

E

[

1{Am
i,n

}

]

=

M
∑

m=1

N
∑

n=1

P(Am
i,n). (4)

According to the derivations in [32], the success probability

and collision probability of each transmission attempt depend

only on the average number of devices that transmit in that

slot, and are respectively given by

P(Xm
i,n|Am

i,n) = e−
Mi
R , (5)

P(Ym
i,n|Am

i,n) = 1 − e−
Mi
R . (6)

Note that, we do not take into account the power-ramping

effect [5], as the power-ramping effect actually encourages

retransmissions.

For all devices the probability of the first attempt depends

only on the pre-backoff time, i.e.,

P(Am
i,n=1) = tim. (7)

For n > 1, a device performs the n-th attempt if and only

if its (n − 1)-th attempt fails. The probability that a device,

which fails in its (n−1)-th attempt in slot j, performs its n-th

attempt in slot i is given in [9] by

P(Am
i,n|Ym

j,n−1)

= qji =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

α1, if i = j +

⌈

TRAR + WRAR

TRA_REP

⌉

α2, if j +

⌈

TRAR + WRAR

TRA_REP

⌉

< i ≤ j

+

⌊

TRAR + WRAR + WB

TRA_REP

⌋

α3, if i = j +

⌊

TRAR + WRAR + WB

TRA_REP

⌋

+ 1

0, otherwise,

(8)

where

α1 =

⌈

TRAR+WRAR

TRA_REP

⌉

TRA_REP − (TRAR + WRAR)

WB

,

α2 =
TRA_REP

WB

,

α3 =
TRAR + WRAR + WB

WB

− TRA_REP

WB

⌊

TRAR + WRAR + WB

TRA_REP

⌋

.

Since Am
i,n ∩ Am

j,n = ∅, ∀i 	= j, we have that

P(Am
i,n>1)

a)
=

i−1
∑

j=1

P(Ym
j,n−1)P(Am

i,n|Ym
j,n−1)

b)
=

i−1
∑

j=1

P(Am
j,n−1)P(Ym

j,n−1|Am
j,n−1)P(Am

i,n|Ym
j,n−1)

=

i−1
∑

j=1

P(Am
j,n−1)(1 − e−

Mi
R )qji, (9)

where the labeled equalities follow from: a) the law of total

probability; and b) P(Ym
j,n−1) = P(Ym

j,n−1 ∩ Am
j,n−1). There-

fore, once the pre-backoff matrix T is determined, the ASP

of each device can be derived from (3)-(9).

C. Problem Formulation of the GPSP Optimization

Constrained by limited resources, the system is unable to

admit all devices within the given access interval. To maximize

the total access rate, the system needs to carefully choose a

fraction of devices to serve and schedule their pre-backoff

times. Denote by pm the minimum ASP required by device dm

(pm is a given system parameter, and pm ∈ (0, 1)). Clearly,

the larger pm is the more resources dm needs. Therefore,

an incentive measure should be introduced to encourage the

network to serve the devices with larger pm values. In this

work, we assign pm to be the weight of dm. Recall that

1{‖tm‖1=1} indicates that dm is chosen to transmit. Let

D = 1{‖tX‖1=1} be a random variable D → {0, 1} with
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probability P(D = 1{‖tx‖1=1}) = px�
m pm

. The total access

rate can be defined as follows:

E � E
[

1{‖tX‖1=1}

]

=

∑M

m=1 pm‖tm‖1
∑M

m=1 pm

. (10)

Note that
∑M

m=1 pm is a constant, and thus we let E =
∑M

m=1 pm‖tm‖1. Then, the GPSP optimization problem can

be formulated as follows:

(P1) max
T

E =

M
∑

m=1

pm‖tm‖1, (11a)

s.t. Pm ≥ pm1{‖tm‖1=1} = pm‖tm‖1, ∀m, (11b)

tm ∈ {0, e1, · · · , eI}, (11c)

where (11b) guarantees that the ASP requirements of the

devices being chosen to serve are satisfied, and ei in (11c)

is the binary column I-vector with a single 1 at the i-th entry.

Next, let us show that the GPSP problem can be

reduced from the I-Dimensional Knapsack problem [35],

which is computationally harder than the well-known

NP-Complete Knapsack problem [36] and does not have

an efficient polynomial-time approximation scheme (EPTAS)

unless P=NP [37]. Therefore, we can conclude that there is no

polynomial time algorithm to the optimal solution or EPTAS

unless P=NP [35].

Theorem 1: I-Dimensional Knapsack problem ≤P GPSP

problem (where ≤P denotes the polynomial-time reduction).

Proof: See Appendix A.

IV. SOLUTIONS

A. Optimal Algorithm

To avoid using brute force for an optimal solution, let us

first examine the properties of the GPSP problem. Intuitively,

once the devices are assigned with the same pre-backoff time,

the ASPs of the devices are the same. Then, we have Lemma 1.

Lemma 1: Suppose dm, dm′ ∈ D, and tm = tm′ . Then for

all i, n, P(Am
i,n) = P(Am′

i,n), P(Xm
i,n) = P(Xm′

i,n ), P(Ym
i,n) =

P(Ym′

i,n), and Pm = Pm′ .

Proof: See Appendix B.

For simplicity, denote by Gi = {dm|tm = ei} the set of

devices assigned to slot i for their first transmission attempts.

Determining the pre-backoff matrix T is equivalent to deter-

mining Gi’s. Let Pi be the ASP of devices that are assigned

to slot i for their first transmission (i.e., Pm = Pi, ∀dm ∈ Gi).

Denote by pi = max{pm : dm ∈ Gi} the requirement of slot i.
Then constraints (11b) can be re-written as

Pi ≥ pi, ∀i. (12)

Next, as intuition suggests, we show that it is preferable to

allocate the devices with similar requirements into the same

RA slot.

Theorem 2: Suppose da, db, dc ∈ D, pa ≥ pb ≥ pc, and

there exists a feasible solution T = [t1, · · · , tM ] where ta =
tc = ej and tb 	= ej (or equivalently da, dc ∈ Gj , and db /∈
Gj). Then, interchanging the pre-backoff time of db and dc

(i.e., T
′ = [t′1, · · · , t′M ] where t

′
b = tc, t

′
c = tb,

and t
′
m = tm, ∀m 	= b and m 	= c, ) does not reduce the

total access rate (i.e., E′ ≥ E), and T
′ is also a feasible

solution.

Proof: Since T is a feasible solution, from constraint (12)

we have that Pi ≥ pi, ∀i. Interchanging the pre-backoff time

of db and that of dc does not change the number of devices

that transmit in each slot, and therefore P ′
i = Pi, ∀i. Moreover,

due to the assumption ta = tc = ej , devices da and dc are

assigned to slot j. In addition, with the assumption tb 	= ej ,

we have two cases tb 	= 0 and tb = 0. Next we examine these

two cases separately.
For the case tb 	= 0, we can assume that db ∈ Gl, l 	= j.

After interchanging the pre-backoff time of db and that of

dc, the set of devices in slot i is G′
j = Gj\{dc} ∪ {db} and

G′
l = Gl\{db} ∪ {dc}. With the assumption pa ≥ pb ≥ pc

and the definition of pi, we have that p′i ≤ pi, ∀i. Therefore,

P ′
i = Pi ≥ pi ≥ p′i, ∀i, and thus T

′ (which is determined

by G′
i, i = 1, · · · , I) is also a feasible solution. In this case,

E′ = E.
For the case tb = 0 (i.e., db does not transmit), after

interchanging the pre-backoff time of db and dc, the set of

devices in slot i is G′
l = Gl\{db} ∪ {dc}. By the assumption

pa ≥ pb ≥ pc and the definition of pi, we have that p′i ≤ pi, ∀i.
Therefore, P ′

i = Pi ≥ pi ≥ p′i, ∀i, and thus T
′ (which is

determined by G′
i, i = 1, · · · , I) is also a feasible solution.

In this case, E′ = E + pb − pc ≥ E.

This concludes the proof.

Remark 1: We sort the devices according to pm, so that

p1 ≥ p2 ≥ · · · ≥ pM . Assume that there exists a feasible

solution T (or equivalently Gi, i = 1, · · · , I). Denote by

ni = |Gi| the group size, and fi = min{m : dm ∈ Gi}
the smallest index of the devices in each group. Then T

′

(or equivalently G′
i, i = 1, · · · , I) is also a feasible solution

and E′ ≥ E, if G′
i = {df ′

i
, df ′

i
+1, · · · , df ′

i
+ni−1}, ∀i, where

f ′
i ∈

⋃I

i=1 Gi, ∀i.
Specifically, we construct T

′ by the following steps:

a) Assume that the device with the smallest index within all

groups is m1 = min{m : dm ∈ ⋃I

i=1 Gi}, and dm1
∈ Gj . Let

f ′
j = m; b) If df ′

j
+1 /∈ Gj , then interchange the pre-backoff

time of df ′

j
+1 and that of dlj , where lj = max{m : dm ∈ Gj}

is the greatest index. Update G′
i’s; c) Repeat Step b) until

G′
j = {df ′

j
, df ′

j
+1, · · · , df ′

j
+ni−1}; and d) Put G′

j aside and

repeat Step a). Assume that the smallest index of the devices

is m2 = min{m : dm ∈ ⋃

i�=j G′
i}, and dm2

∈ G′
k. Note

that, the devices in G′
k come from either Gk or Gj . Therefore,

f ′
k =∈ ⋃I

i=1 Gi. Repeating the interchange operation, we have

G′
i = {df ′

i
, df ′

i
+1, · · · , df ′

i
+ni−1}, ∀i, where f ′

i ∈
⋃I

i=1 Gi, ∀i.
Finally, from Theorem 2, we can conclude that all these

operations do not reduce the total access rate, i.e., E′ ≥ E.

Therefore, an optimal solution is to select I disjoint subsets,

G1, · · · ,GI , from D (note that some subsets can be empty so

as not to omit any potential solutions). For each subset Gi we

only need to select fi and ni, and the pre-backoff matrix can

be given by T = [t1, · · · , tM ], where

tm =

{

ei, if m ∈ [fi, fi + ni)

0, otherwise.
(13)

Denote by f = [f1, · · · , fI ] the index vector and let n =
[n1, · · · , nI ] be the group size vector. Next, we study the
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possible values of f and n. As the probability of the n-th

attempt is small when n is large, we do not take into account

the limitation of the maximum number of transmissions

(i.e., assuming that N ≥ I). Then, intuitively the device

assigned to an early slot (i.e., slot i ≪ I) has a higher chance

of transmitting and hence has a higher ASP. The following

theorem solidifies this intuition.

Theorem 3: For any 0 < j < k ≤ I , Pj ≥ Pk.

Proof: According to Lemma 1 and the expression in (3),

Pj =

N
∑

n=1

I
∑

i=j

P(Am
i,n)P(Xm

i,n|Am
i,n)

=

k−1
∑

i=j

N
∑

n=1

P(Am
i,n)P(Xm

i,n|Am
i,n)

+

I
∑

i=k

N
∑

n=1

P(Am
i,n)P(Xm

i,n|Am
i,n)

=

k−1
∑

i=j

N
∑

n=1

P(Am
i,n)P(Xm

i,n|Am
i,n) + Pk ≥ Pk. (14)

This concludes the proof.

Remark 2: Assume that there exists a feasible solution Gi =
{dfi

, dfi+1
, · · · , dfi+ni−1}, i = 1, · · · , I . For any j < k,

if fj > fk + nk, there exists another feasible solution G′
i =

{df ′

i
, df ′

i
+1, · · · , dfi+ni−1}, i = 1, · · · , I with E′ ≥ E, such

that 1 ≤ f ′
1 + n1 ≤ f ′

2 + n2 ≤ · · · ≤ f ′
I + nI ≤ M .

Proof: Since fj > fk + nk, we have that pfk
≥ · · · ≥

pfk+nk
≥ pfj

≥ · · · ≥ pfj+nj−1. From pi = maxdm∈Gi
pm,

we have that pj = pfj
and pk = pfk

. From constraint (12),

we have that Pj ≥ pj and Pk ≥ pk. From Theorem 3,

the ASPs of the devices in slots j and k satisfy Pj ≥ Pk, and

hence Pj ≥ pk. Next, we examine the following three cases:

For the case nj > nk, we interchange the pre-backoff times

of the devices in {dfj+nj−nk
, · · · , dfj+nj−1} and Gk respec-

tively (i.e., G′
j = {dfk

, · · · , dfk+nk−1, dfj
, · · · , dfj+nj−nk−1}

and G′
k = {dfj+nj−nk

, · · · , dfj+nj−1}). Thus p′j = pfk
= pk

and p′k = pfj+nj−nk
≤ pk.

For the case nj = nk, we interchange the pre-backoff times

of the devices in Gj and Gk respectively (i.e., G′
j = Gk and

G′
k = Gj). Thus p′j = pfk

= pk and p′k = pfj
≤ pk.

For the case nj < nk, we interchange the pre-

backoff times of the devices in {dfk
, · · · , dfk+nj−1} and

Gj respectively (i.e., G′
j = {dfk

, · · · , dfk+nj−1} and G′
k =

{dfk+nj
, · · · , dfk+nk−1, dfj

, · · · , dfj+nj−1}). Thus p′j =
pfk

= pk and p′k = pfj+nj
≤ pk.

Combining the three cases, we have that p′i ≤ pi, ∀i.
Moreover, the number of devices that transmit in each slot

does not change after interchanging the pre-backoff times of

the devices in two sets, and thus P ′
i = Pi, ∀i. Therefore,

P ′
i = Pi ≥ pi ≥ p′i, ∀i, and T

′ is also a feasible solution with

E′ = E. Then by repeating the re-sequencing in Remark 1 we

can finally obtain a feasible solution T
′ with E′ ≥ E, such

that n
′ = n, and f

′ = [f ′
1, · · · , f ′

I ], where 1 ≤ f ′
1 + n1 ≤

f ′
2 + n2 ≤ · · · ≤ f ′

I + nI ≤ M . This concludes the proof.

From Remarks 1 and 2, we have that f and n should satisfy

1 ≤ fi + ni ≤ M , and fi + ni ≤ fi+1, ∀i. Therefore, the set

of all candidate index vectors and group size vectors can be

respectively given by

F = {f |1 ≤ f1 ≤ f2 ≤ · · · ≤ fI ≤ M}, (15)

N = {n|0 ≤ ni ≤ fi+1−fi, ∀i<I, nI ≤ M − fI}. (16)

Based on these conclusions, we can obtain an optimal solution

using the following procedure: Search for all the candidate

optimal solutions according to (15) and (16), and compute the

corresponding total access rate E by (11a). Then the optimal

solution is the T with the maximum E. We can summarize

the steps for computing an optimal solution as Algorithm 1.

Algorithm 1 An Optimal Algorithm for P1

Input: Network parameters, M , I , pm(m = 1, , M)
Output: TOPT and EOPT

1: Sort devices so that p1 ≥ p2 ≥ · · · ≥ pM .

2: Initialize EOPT = 0;

3: for f ∈ F do

4: Compute N by (16);

5: for n ∈ N do

6: Compute T by (13);

7: if constrains (11c)-(12) hold then

8: Compute the corresponding E by (11a);

9: if E ≥ EOPT then

10: Update TOPT = T and EOPT = E;

11: end if

12: end if

13: end for

14: end for

15: Return TOPT and EOPT.

Let us now examine the complexity of Algorithm 1. First,

it takes O(M log M) operations for the sorting. Second, there

are |N × F| loops. Since the size of some groups could be

zero, denote by IN = {i|ni 	= 0} the set of the indices of

non-empty subsets. Clearly, IN ⊆ {1, · · · , I}. Let m = |IN |,
and hence there are

∑I

m=1 Cm
I possible ways to choose IN .

For each IN , there are Cm
M possible ways of choosing m

devices from M devices, i.e., |F| = Cm
M . According to (16),

we have that |N | =
∏m

i=1 Ni, where Ni = fi+1 − fi,
i = 1, · · · , m − 1, and Nm = M − fm. In summary, it takes

O1 = O
(

M log M +
∑I

m=1 (Cm
I Cm

M

∏m

i=1 Ni)
)

operations

to obtain an optimal solution to (P1).
Next, we simplify the complexity expression. From the

definition of Ni we have that Ni = M . By the product

property of O-notation,
∏m

i=1 Ni = O(Mm). Moreover,

since I ≪ M , we have that Cm
I ≪ Cm

M , and hence
∑I

m=1 Cm
I Cm

M = O(CI
M ). Furthermore, Stirling’s approxi-

mation n! ∼
√

2πn(n
e
)n yields CI

M = O
(

MM

II (M−I)M−I

)

=

O(M I). Therefore,

O1 = O

(

M log M +

I
∑

m=1

(

Cm
I Cm

M

m
∏

i=1

Ni

))

= O

(

M log M +

I
∑

m=1

(Cm
I Cm

MMm)

)
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a)
= O

(

M log M + M I
)

b)
= O

(

M I
)

, (17)

where the labeled equalities come from: a) the sum prop-

erty of O-notation, and O
(

∑I

m=1 Cm
I Cm

M

)

= O(M I); and

b) M log M = o
(

M I
)

. Since I ≪ M , O1 is much lower than

that of the brute force method given by O(IM ). Unfortunately,

O1 is still very high even for problems with moderate numbers

of devices and RA slots. For example, when M = 100 and

I = 5, M I = 1010. Thus, we may use it for small-scale

problems to infer the structure of an optimal solution, which

is useful to develop efficient heuristic algorithms.

B. Low-Complexity Algorithm

Since group paging is a pull-based method, the development

of a low-complexity algorithm is of key importance. This

stimulates us to further develop an efficient algorithm. One

of the ideas of our proposed low-complexity scheme is to

simplify the backoff rule in (8). The main goal of the GPSP

scheme is to estimate the ASPs correctly and schedule the

pre-backoff times to maximize the total access rate. We thus

set the backoff rule to be the following: the device that fails

in its n-th attempt in slot i performs its (n + 1)-th attempt in

slot (i + 1). In other words, the transit probability is chosen

to be

P(Am
i,n+1|Ym

j,n) = qji =

{

1, if i = j + 1

0, otherwise.
(18)

Then (9) can be re-written for all i and n as

P(Am
i+1,n+1)

= P(Ym
i,n)

= P(Am
i−n+1,1)

i
∏

j=i−n+1

(

1 − e−
Mj

R

)

=

⎧

⎨

⎩

∏i

j=i−n+1

(

1 − e−
Mj

R

)

, if t(i−n+1)m = 1

0, otherwise.
(19)

From (11b), we know that for any m there is at most one

i such that tmi = 1. Therefore, once the pre-backoff time is

determined, the slot in which each device performs its n-th

attempt is known. Moreover, in Lemma 1 it has been shown

that for tm = tm′ , P(Am
i,n) = P(Am′

i,n), ∀i, n. So we re-define

the events as follows:

• Bi,n: dm with tm = ei performs its n-th attempt (in slot

(i + n − 1));
• Si,n: dm with tm = ei succeeds in its n-th attempt; and

• Fi,n: dm with tm = ei fails in its n-th attempt.

Then (5) and (6) can be re-written as, for all m, i,

P(Si,n|Bi,n) = e−
Mi+n−1

R , (20)

P(Fi,n|Bi,n) = 1 − e−
Mi+n−1

R . (21)

Each device with tm = ei will perform its first attempt (in

slot i), and thus

P(Bi,1) = 1, ∀i. (22)

According to (18), we have that

P(Bi,n+1) = P(Fi,n)

= P(Bi,1)

n
∏

k=1

P(Fi,k|Bi,k)

=

n
∏

k=1

(

1 − e−
Mi+k−1

R

)

, ∀i, n. (23)

Moreover, for all i, n,

P(Si,1) = P(Bi,1)P(Si,1|Bi,1) = e−
Mi
R , (24)

P(Si,n+1) = P(Bi,n+1)P(Si,n+1|Bi,n+1)

= P(Fi,n)e−
Mi+n

R

= e−
Mi+n

R

n
∏

k=1

(

1 − e−
Mi+k−1

R

)

. (25)

According to (4), the average number of devices that transmit

preamble in each slot can be written as

M1 =

M
∑

m=1

t1m,

Mi+1 =
M
∑

m=1

i+1
∑

n=1

P(Bi+1,n)

=
M
∑

m=1

P(Bi+1,1) +
M
∑

m=1

i
∑

n=1

[

P(Bi,n)
(

1 − e−
Mi
R

)]

=
M
∑

m=1

t(i+1)m +
(

1 − e−
Mi
R

)

Mi. (26)

According to (3), the ASP of the devices that are assigned to

slot i for its first attempt can be written as

Pi = P

(

I−i+1
⋃

n=1

Si,n

)

= P(Si,1) +

I−i
∑

n=1

P(Si,n+1)

= e−
Mi
R +

I−i
∑

n=1

[

e−
Mi+n

R

n
∏

k=1

(

1 − e−
Mi+k−1

R

)

]

. (27)

Then we have that

PI = e−
MI
R , (28)

Pi = e−
Mi
R +

(

1 − e−
Mi
R

)

×
I−i
∑

n=1

[

e−
Mi+n

R

n
∏

k=2

(

1 − e−
Mi+k−1

R

)

]

= e−
Mi
R + (1 − e−

Mi
R )

·
(

e−
Mi+1

R +
I−i−1
∑

n=1

[

e−
Mi+n+1

R

n
∏

k=1

(

1 − e−
Mi+k

R

)

])

= e−
Mi
R +

(

1 − e−
Mi
R

)

Pi+1 ≥ e−
Mi
R , ∀i < I. (29)

Therefore, constraint (12) holds if e−
Mi
R ≥ pi, ∀i. Obviously,

e−
Mi
R ≥ pi ⇔ Mi ≤ −R log pi. (30)
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Recall that the pre-backoff matrix T can be expressed by

the index vector f and the group size vector n according

to (13). Similar to the method in Section IV-A, we sort

the devices such that p1 ≥ p2 ≥ · · · ≥ pM , and then

pi = maxdm∈Gi
{pm} = pfi

. In addition, the observations

of the optimal solutions obtained by Algorithm 1 suggest

that the system tries to satisfy the ASP requirements for

the devices at their first transmission to reduce the number

of retransmissions. Therefore, we approximate the average

number of devices that transmit in slot i by the number of

devices that transmit for the first time in slot i (i.e., Mi =
ni, ∀i). Then, the simplified GPSP problem can be expressed

as follows:

(P2) max
f ,n

E =

I
∑

i=1

ni−1
∑

n=0

pfi+n, (31a)

s.t. ni ≤ −R log pfi
, ∀i, (31b)

fi ∈ {1, 2, · · · , M}, ∀i. (31c)

To maximize E, the inequality of constrain (31b) should be

tight, i.e.,

ni = −R log pfi
, ∀i. (32)

In other words, once the first device of a group is chosen,

the size of the group is determined. Lemma 2 shows an

efficient way of choosing f .

Lemma 2: Assume that there are two feasible solutions

[f ,n] and [f ′,n′] where fj > f ′
j , and fi = f ′

i , ∀i 	= j.

If pfj
= pf ′

j
, then E ≥ E′.

Proof: Since pfj
= pf ′

j
, we have that nj = n′

j . For all

i 	= j, fi = f ′
i , and thus n = n

′. Therefore,

E − E′ =

⎛

⎝

∑

i�=j

ni−1
∑

n=0

pfi+n +

nj−1
∑

n=0

pfj+n

⎞

⎠

−

⎛

⎝

∑

i�=j

n′

i−1
∑

n=0

pf ′

i
+n +

n′

j−1
∑

n=0

pf ′

j
+n

⎞

⎠

=

nj−1
∑

n=0

(

pfj+n − pf ′

j
+n

)

≥ 0.

This concludes the proof.

Therefore, for any i, if fi is determined, then fi+1 should be

chosen from Fi+1 = {fi +ni}∪{m|fi +ni < m ≤ M, pm <
pm−1}. Clearly, F1 = {1} ∪ {m|1 < m ≤ M, pm < pm−1}.

The set of all possible solutions is given by F = F1 × · · ·FI .

Assume that the ASP requirements pm are quantized into k
ASP scales (i.e., pm ∈ { 1

k
, 2

k
, · · · , k−1

k
, 1}). Then, |Fi| ≤

k, ∀i (i.e., each group has at most k choices for its first device),

and hence |F| ≤ kI .

Based on these conclusions, we design an efficient low-

complexity algorithm. We first sort the devices by pm, so that

p1 ≥ p2 ≥ · · · ≥ pM . Then, we arrange the devices into I
groups. As aforementioned, once the first device is determined,

the group size can be computed by (32). Therefore, we need

only to choose the first device for each group such that

fi+1 ∈ Fi. We summarize these steps as Algorithm 2.

Algorithm 2 A Low-Complexity Algorithm

Input: Network parameters, M , I , pm(m = 1, , M), k
Output: THEU and EHEU

1: Sort devices so that p1 ≥ p2 ≥ · · · ≥ pM .

2: Initialize EHEU = 0.

3: for f ∈ F do

4: Compute n, T, and Pi’s by (32), (18) and (29), respec-

tively;

5: for m = 1 : M do

6: if (12) is not satisfied then

7: Set tm = 0;

8: end if

9: end for

10: Compute the Pi’s and E by (29) and (11a) respectively;

11: if E > EHEU then

12: Set EHEU = E and THEU = T.

13: end if

14: end for

15: Return THEU and EHEU.

Next we analyze the complexity of Algorithm 2. It takes

O(M log M) operations to sort the sequence of dm’s. More-

over, there are |F| ≤ kI loops, and in each loop it takes

O(M) operations to update Fi. Since |F| ≤ kI , it thus takes

O(MkI) operations for searching. In summary, the complexity

is O2 = O(M log M + MkI). Since I ≪ M and k ≪ M ,

we have that O2 ≪ O1.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we first compare our analytical results with

simulation results to verify the correctness of the ASP esti-

mation model. We also implement both the optimal algorithm

(Algorithm 1) and the heuristic algorithm (Algorithm 2) to

obtain the corresponding solutions to the GPSP problem.

We compare the performance of the GPSP schemes with

that of a number of conventional GP schemes, including the

original GP scheme [7], the random pre-backoff GP (PGP)

scheme [10], and the uniform PGP scheme [9].

The key performance measures, as described in the 3GPP

report [38], include the average access success probabil-

ity (ASP), average access delay (AD), and average number

of preamble transmissions (NPT). Apart from these three

performance measures, we also evaluate the total access rate

(TAR) defined in (10) as a reference. In addition, we com-

pare the number of iterations1 of the two GPSP algorithms.

We consider two scenarios: a) a small-scale scenario where

I = 2 and M varies from 5 to 30; and b) a large-scale

scenario where I = 30 and M varies from 1000 to 5000. The

small-scale scenario is used to validate the performance upper

bound provided by the optimal GPSP scheme and examine

the difference between the optimal performance and that of

the heuristic GPSP algorithm. The large-scale scenario, which

is of primary interest in this paper, is used to verify the

correctness of the ASP estimation model, and evaluate the

1The number of iterations (or loops) indicates the number of all candidate
solutions that the algorithms search through.



5452 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 66, NO. 11, NOVEMBER 2018

Fig. 3. Comparison of the analytical results and simulation results: (a) The
total access rate; (b) The average access success probability; (c) The average
access delay; and (d) The average number of preamble transmissions.

performance gain of the heuristic GPSP scheme (the optimal

GPSP algorithm is not evaluated due to its high complexity in

this regime). To obtain statistical results, for each scenario we

generate 100 random samples of ASP requirement pm for each

device according to the Gaussian distribution with µ = 0.5
and σ = 0.2, and then compute the average results. Set

TRAR+WRAR = 1
2TRA_REP and WB = 1

2TRA_REP, which implies

that the transit probability is given by (18). As mentioned

in Section III-A, we use RACH configuration index 6 where

TRA_REP = 5 subframes. Also, without loss of generality,

the AD of the failed devices is assumed to be the length of

the access interval.

First, we verify the accuracy of the ASP estimation model

by comparing the analytical results with the simulation results.

The simulations are based on the Monte Carlo method, and

each point represents the average value of 107 samples [8].

The processing latency in the simulations is set according

to the guideline given by [33]. For each sample, we employ

Algorithm 2 to determine the pre-backoff matrix, and then

compute the analytical results and simulation results respec-

tively. From the comparison of the analytical and simulation

results (Fig. 3), we can see that the analytical model effectively

describes the system.

Second, we demonstrate the performance upper bound of

the GPSP scheme in the small-scale scenario. The number of

preambles is set to R = 5 in this scenario. Note that, the opti-

mization objective of the GPSP scheme is only the TAR, so the

optimal GPSP scheme is not guaranteed to outperform other

schemes in terms of other metrics (e.g., NPT). Interestingly,

according to the numerical results, the optimal GPSP scheme

usually outperforms the other schemes in terms of all these

metrics. The comparison of the system performance in a

Fig. 4. Comparison of the system performance in the small-scale scenarios
with I = 2 and M varying from 5 to 30: (a) The average access success
probability; (b) The average access delay; (c) The average number of preamble
transmissions; and (d) The total access rate.

small-scale scenario (Fig. 4) shows that the ASP of each

scheme decreases with the number of devices, and the ASPs

of GPSP schemes are always higher than those of the conven-

tional GP schemes. This is because the GPSP schemes provide

a differentiated service, which allows the system to allocate

the access resources more efficiently. In addition, the GPSP

schemes select only a fraction of the devices to transmit,

which can alleviate collisions. In contrast, in the conventional

schemes every device attempts to access the network, and is

treated equally. Therefore, the GPSP schemes can obtain both

a diversity gain and a load-alleviation gain. Moreover, the ASP

of the heuristic GPSP is slightly lower than that of the optimal

GPSP when M = 6, but converges to that of the optimal one.
Intuitively, a lower ASP leads to a higher AD. Therefore,

as shown in the comparison of the AD (Fig. 4(b)), the AD

of each scheme increases with the number of devices, and

the ADs of the GPSP schemes are lower than those of the

conventional schemes.
In the comparison of the NPT (Fig. 4(c)), the NPTs

of conventional GP schemes increase with the number of

devices, while the NPTs of both the optimal and heuristic

GPSP schemes decrease with the number of devices and

are always less than those of conventional schemes. This

is because the average ASP deceases with the number of

devices (see Fig. 4(a)), and when the ASP is lower than

the ASP requirement, the devices do not transmit during

the whole access interval. Therefore, the NPTs of the GPSP

schemes decrease. Note that the NPT is related to the energy

consumption of the system and is desired to be small.
In the comparison of the TAR (Fig. 4(d)), the TAR of each

scheme decreases with the number of devices. The TARs of the
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Fig. 5. Comparison of the percentage of the devices, whose ASP requirements
are satisfied, in the small-scale scenario with I = 2: (a) M = 5; and
(b) M = 30.

Fig. 6. Comparison of the system performance in the large-scale scenario
with I = 30 and M varying from 1000 to 5000: (a) The total access rate;
(b) The average access success probability; (c) The average access delay; and
(d) The average number of preamble transmissions.

GPSP schemes are always higher than those of conventional

schemes. The difference between the TAR of the optimal

GPSP and that of the heuristic GPSP becomes smaller when

the number of devices increases. The TAR of conventional

schemes dramatically descends with the number of devices

and eventually drops to zero, since the ASP requirements of

devices are not satisfied.

The comparison of the percentage of the devices whose

ASP requirements are satisfied (Fig. 5) shows that the GPSP

schemes can provide better service to the devices with

stricter ASP requirement in comparison with the conventional

schemes. This is because the GPSP schemes assign higher

weights to the devices with stricter requirements.

Next, we examine the performance of the heuristic GPSP

scheme and the conventional schemes in the large-scale sce-

nario. In the large-scale scenario we use the typical value of

Fig. 7. Comparison of system performance in the identical ASP requirement
scenario with I = 30 and M varies from 1000 to 5000, and all devices have
the same ASP requirement pm = 0.5: (a) The total access rate; (b) The
average access success probability; (c) The average access delay; and (d) The
average number of preamble transmissions.

the number of preambles R = 54. Similar to the small-scale

scenario, the comparison of the system performance in the

large-scale scenario (Fig. 6) demonstrates that the heuristic

GPSP scheme outperforms the conventional schemes in terms

of all these metrics and obtains a higher performance gain than

the gain in the small-scale scenario. This is because the more

devices there are, the higher diversity gain can be obtained.

Therefore, we can conclude that the proposed GPSP schemes

can efficiently improve the system performance especially in

the large-scale scenarios.

As mentioned in Section I, the conventional GP problem

can be considerd to be a special case of the GPSP problem

with the identical ASP requirements. Next, we examine the

performance of the heuristic GPSP and the conventional GP

schemes in the case where I = 30 and M varies from

1000 to 5000, and all devices have the same ASP requirement

pm = 0.5. The comparison of system performance in the

identical ASP requirement scenario is shown in Fig. 7. We can

see that the GPSP scheme outperforms the conventional GP

schemes even in this special case, although the performance

gain is not as high as that in general cases where the ASP

requirements of devices are different (see Fig. 6). This is

because the identical ASP requirements provide no diversity

gain, but the load-alleviation gain can still be enjoyed by

preventing a proportion of devices from transmissions.

The comparison of the number of iterations in the small-

scale scenario (Fig. 8) shows the number of iterations as a

function of the number of devices M and the number of RA

slots I . The number of iterations of the optimal algorithm
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Fig. 8. Comparison of the number of iterations of the optimal GPSP algorithm
and the heuristic GPSP algorithm in the small-scale scenario: (a) with I = 2

and M varying from 10 to 60; and (b) with M = 10 and I varying from
1 to 6.

increases with both M and I exponentially, while that of

the heuristic algorithm grows considerably slower. Therefore,

the heuristic GPSP algorithm can fully adapt to mMTC

applications.

VI. CONCLUSION

In this work, we have investigated an optimal pre-backoff

group paging scheduling scheme using an access success

probability estimation model. The proposed system, based

on the estimated achievable access success probability, pro-

vides differentiated services to individual devices in order

to maximize the total access rate. To solve the underlying

optimization problem, we have proposed an optimal algorithm

and an efficient low-complexity algorithm. Numerical results

have shown that the GPSP scheme can effectively improve

network access rate.

Providing connectivity to a large number devices is a major

challenge. Several interesting directions could be considered

in the future. Although many pragmatic access control mecha-

nisms have been proposed in the literature, theoretical analysis

is still needed. For example, the performance gain of the

heuristic algorithm in this work is not theoretically guaranteed,

and it would be interesting to obtain theoretical performance

guarantees. Also, as the new ASP requirement dimension

attains a notable multiplexing gain, it would be interesting to

investigate whether other performance metrics, such as access

delay and energy consumption, can bring extra multiplexing

gains or not. Finally, it is important to keep in mind that low-

complexity algorithms are of vital importance due to the nature

of mMTC applications.

APPENDIX A

A PROOF OF THEOREM 1

The I-dimensional knapsack problem seeks to maximize

the sum of the values of the items in the knapsack so that

the sum of the weights in each dimension does not exceed

the knapsack’s capacity. Formally, the I-dimensional knapsack

problem consists of a set of items D = {d1, d2, · · · , dM}, each

with an I-dimensional weight vector wm = [wm1, · · · , wmI ]
and a value vm, along with an I-dimensional maximum weight

capacity vector [W1, · · · , WI ]. Also, let xm ∈ {0, 1} indicate

whether or not the item dm is included in the knapsack.

A general I-dimensional knapsack problem can be expressed

as follows:

(P3) max
x

M
∑

m=1

vmxm, (33a)

s.t.

M
∑

m=1

wmixm ≤ Wi, ∀i = 1, 2, · · · , I, (33b)

xm ∈ {0, 1}. (33c)

Now we construct the corresponding GPSP problem. The

basic idea is to map the items in the knapsack to the devices

in the GPSP problem, and the knapsack to the RA slots. For

all m, let xm = 1{‖tm‖>0}, and then (33c) is equivalent

to (11c). The value of the items in the knapsack is mapped

to the weight of the device (i.e., let pm = vm

max vm
, such that

pm ∈ [0, 1]), and hence (33a) is equivalent to (11a).

Next we show that the constraint in (33b) is a special case of

the constraint in (11b). The constraint in (11b) can be written

as Pi ≥ pi, ∀i (see Lemma 1), and can be deemed as the

constraint on Mi. The capacity of each slot and the “weight” of

each device on a particular slot depend on the tim’s. Observe

that the knapsack capacity vector and the item weight vector

in (P3) are fixed. Therefore, (P3) is actually a special case

of (P1) in which we only determine whether or not to serve

a device. This concludes the proof.

APPENDIX B

A PROOF OF LEMMA 1

The proof follows by examining at the following two cases.

Case 1: tm = tm′ = 0. From (7), we have that

P(Am
i,n) = P(Am′

i,n) = 0, P(Xm
i,n) = P(Xm′

i,n ) = 0, P(Ym
i,n) =

P(Ym′

i,n) = 0, ∀i, n. Then from (3), we have that

Pm = Pm′ = 0, ∀i, n.

Case 2: tm = tm′ 	= 0. From (5) and (6), we have that for

all i and n,

P(Xm
i,n|Am

i,n) = P(Xm′

i,n |Am′

i,n) (34)

P(Ym
i,n|Am

i,n) = P(Ym′

i,n |Am′

i,n). (35)

Moreover, according to (7), we have that for all i,

P(Am
i,1) = tmi = P(Am′

i,1 ). (36)

Combining (34), (35) and (36), we have that for all i,

P(Xm
i,1) = P(Xm′

i,1 ) and P(Ym
i,1) = P(Ym′

i,1 ). (37)

In addition, (8) yields

P(Am
i,n|Ym

i,n) = P(Am′

i,n|Ym′

i,n), ∀i, n. (38)

Then from (9), (34), and (38) we can derive that

P(Am
i,n) = P(Am′

i,n), ∀i, n. (39)

Combining (34) and (39), we have for all i, n,

P(Xm
i,n) = P(Xm′

i,n ), and P(Ym
i,n) = P(Ym′

i,n). (40)

Finally, from (3), we have that Pm = Pm′ = 0.

This concludes the proof.
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