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INTRODUCTION

The fabric of national and international cyberinfrastructure
ecosystems for scientific discovery and innovation can be viewed
as distributed computing environments composed of powerful
supercomputers, various cloud computing resources, and numerous
local cyberinfrastructure (including both cloud and HPC)
resources. However, extensive computational work conducted by
academic researchers are often siloed in one of these environments.
Science Gateways [5, 6], by simplifying access to advanced
cyberinfrastructure resources, have made significant progress on
connecting these silos by enabling researchers in many fields to
access advanced cyberinfrastructure through web browsers. In this
context, this research bridges between national and local
cyberinfrastructure resources through: (a) horizontal scaling of
CyberGIS-Jupyter between the cloud resources provided by
JetStream on the Extreme Science and Engineering Discovery
Environment (XSEDE) and a VMWare-based cloud environment
on Virtual ROGER, a local cyberinfrastructure resource hosted by
the CyberGIS Center for Advanced Digital and Spatial Studies at
the University of Illinois at Urbana-Champaign campus; and (b)
enabling the submission of computationally intensive models to the
batch systems of both Virtual ROGER and Comet (an XSEDE
resource).
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Specifically, we have developed a mechanism to provide access to
a scalable JupyterHub platform together with cutting-edge
cyberGIS software and hardware [4], called CyberGIS-Jupyter [7],
which allows seamless access to high-performance computing
(HPC) resources while shielding the complexity of managing
cyberinfrastructure access from wusers. The user-friendly
environment provided by CyberGIS-Jupyter along with
computational scalability achieved through this research provides a
powerful environment  for conducting collaborative and
reproducible research at scale with seamless access to advanced
cyberinfrastructure at both local and national levels. The rest of this
paper describes the architecture of our solution and articulates the
corresponding implementation.

ARCHITECTURE AND IMPLEMENTATION

The architecture consists of four major layers: (a) user layer; (b)
application layer; (c) cloud resources; and (d) HPC resources. The
components of each of these layers and the interactions between
them can be depicted in Figure 1. There are two levels at which
users interact with cyberinfrastructure resources: (1) logging into
JupyterHub and accessing their single user Jupyter Notebook server
as an interactive session which runs transparently on local and
national resources, and (2) submitting computationally intensive
jobs that leverage HPC resources locally and on XSEDE.
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Figure 1: Architecture of Scalable CyberGIS-Jupyter
Deployment

Considering the first level interaction, our key innovation here is
the horizontal scaling between a local cyberinfrastructure resource
(Virtual ROGER) and XSEDE (Jetstream), which was achieved
using Docker Swarm [3]. From a user’s perspective, the workflow
is specified as follows: they first login to the JupyterHub
environment through browser, which redirects to GitHub for
authentication; if successful, a Jupyter environment is spawned in
which they can develop notebooks and write codes. However, the
backend implementation to enable this seamless interaction is
complex. First, we install docker on all the virtual machines (VMs)
to enable Docker Swarm. One or more of the VMs will serves as
the swarm manager and the rest of the VMs will join as workers.
Then we start a docker service to instantiate JupyterHub. The
container image used for this JupyterHub installation comes from
our own repository on Docker Hub and contains customization to
automatically create user directories and configurations for
authentication, network, and storage systems needed to start up a
working JupyterHub instance. When a user initiates a login attempt
with JupyterHub he/she is redirected to GitHub for authentication
using OAuth, on successful completion of which authorization is
checked. The load balancing and the certificate for securing https
connections are provided by nginx and letsencrypt respectively,
which are also run as docker containers. The authorization is based
on a white list maintained in our confirmation. Once a user is
authorized, a single Jupyter server instance is started up for the user
on one of the nodes of the swarm (either on Virtual ROGER or
JetStream in our case) and the user begins interaction with the
notebook. The container image of the Jupyter Notebook server is
automatically downloaded from our Docker Hub repository.
Additionally, we need data to be persisted and shared on all the
VMs that are part of the Docker Swarm, so that users can see the
same version of their data and notebooks between sessions
regardless of which cyberinfrastructure resources their notebooks
run on. To enable this, we installed and enabled a Network File
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System (NFS) that is accessible from all the VMs. Before
conducting the scaling experiments, we were anticipating a number
of problems with networking and firewall issues that would limit
our horizontal scaling tests. However, in practice, we had to open
up only a single port between the VMs that are part of the Docker
Swarm nodes. This port is used for broadcasting communication
between the nodes.

The second level of interaction that allows computing jobs to be
run on batch systems is enabled by a cyberGIS library that is
installed in the Jupyter environment. One of the models we have
experimented with is the SUMMA (Structure for Unifying Multiple
Modeling Alternative) [2], a hydrological modeling tool built on a
common set of conservation equations and a common numerical
solver, which together constitute the structural modeling core for
enabling a controlled and systematic analysis of alternative
modeling options. Using the interface provided by the cyberGIS
library, the SUMMA model along with necessary parameters are
made available on the worker nodes running computation, and the
model itself is run as a Singularity container. Our tests running the
model on both Virtual ROGER and Comet through the batch
systems were successful.

HORIZONTAL SCALING RESULTS

:~$ hostname
f js-16-93. ]etstream-cloud org
:~$ docker node ls
HOSTNAME STATUS AVAILABILITY
ER STATUS ENGINE VERSION
pget]vqf713ﬂquzrp99k165d * js-16-93.jetstream-cloud.org Ready Active

5cucMhyblhqﬂnlasGs?Steq jststl Ready Active

1 ]btgeuﬁwleaﬂdvanfwaums;u jstst2 Ready Active
18.09.5

p 3:-$ docker ps

C IMAGE COMMAND CREATED STA

TUS ORTS NAMES

511c1decfdad jupyter/datascience-notebook: latest  “tini -g — /us

3 days 8888/tcp jupyter— f1cae335easbsaslfb73a4a73c191c18 1. 1 %

f 1a5yhd2ujijcfebtkpbt3edv

9ca0898417a9 Linuxserver/letsencrypt /init" 9 days ago up
0.0.0.0:80->80/tcp, 0.0.0.0:443->443/tcp  nginx

padnanab/jupyterhub-docker: latest “jupyterhub" 9 day up

Eﬂﬂbitcp, 8081/tcp jupyterhubserver.1. uancQDecykSw?anaemth]c
31§

apadnanag) ststiin$ docker ps
CONTAINER ID THAGE oD CREATED STATUS PORTS

aesedaeescts jupyter/datascience-notebook: latest  "tini g — /usr/loc." 3 days ago Up 3 days 8888/tcp
Jupyter-da54762e47eecacal6d169306358071-1 Btyns-mlgalrrckchgnspawfs

54652a99cb71 jupyter/datascience-notebook: latest  “tini -g — /usr/loc." 3 days ago Up 3 days 8888/tcp
jupyter-5284100200cd5f15eb7 b73d052d42b5-1., 1. tdbjvcfzmyidnel iqwedd29yv

apadmana@jststi:~$

‘apaGNana@]Stst2:~s hostnane 1

jstst2.cigi. illinois.edu

‘apadnanagjstst2:~$ docker ps

AT HAGE COMMAND. CREATED STATUS PORTS

se2a208ecas jupyter/datascience-notebook: latest "tini -g — /usr/loc." 3 days ago Up 3 days 8888/tcp
Jupyter-32067e534d79454e182929529b974e8e-1. 1. q3kr38n1t7hkcjyndmey719vx
dnanag

Figure 2: Screenshots showing a small test Docker Swarm
environment running across Virtual ROGER and JetStream.
It also shows the execution of JupyterHub, nginx, letsencrypt,

and associated notebooks of various nodes of Docker Swarm

Figure 2 illustrates a small test installation with 3 virtual machines,
one on JetStream and two on Virtual ROGER. Putting them
together using Docker Swarm, we were able to seamlessly run
Jupyter Notebooks and scale horizontally. We started with two
VMs, as more users started notebook servers, the existing resources
on these two VMs failed to spawn containers for new users due to
the lack of resources. To alleviate this, we started a third server and
added it to the Docker Swarm. After the operation, new users'
Jupyter servers were immediately deployed. This represents a
powerful capability we plan to make available to CyberGIS-Jupyter
users and will help with community training events. For example,
we will deploy this solution for a national summer school on
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cyberGIS and geospatial data science [1], so we can easily serve
around 40-50 active users using CyberGIS-Jupyter for learning.

CONCLUDING DISCUSSION

We successfully demonstrated the capability to bridge a local high-
performance computing environment with national
cyberinfrastructure in two cases (a) horizontal scaling of
JupyterHub between Virtual ROGER and JetStream, and (b)
successful HPC job submission to batch systems on Virtual
ROGER and XSEDE Comet. This represents a significant step
forward for supporting cyberGIS users with their research and
education activities. As a next step, we plan to investigate ways to
automatically scale the resource usage based on system needs
without any intervention from users. Solutions leveraging
Kubernetes are available but need to be investigated about their
applicability to our approach.
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