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We then employ the database of these LES-based inflow wind fields in aeroelastic simulations
of a 5-MW wind turbine. We discuss how turbine loads change as the ET period evolves. We
also discuss maximum and fatigue loads on the rotor and tower resulting from different ABL
conditions. Results of this study suggest that, during the ET period, the prevailing geostrophic
wind speed affects the mean and variance of longitudinal winds greatly and thus has significant
influence on all loads except the yaw moment which is less sensitive to uniform and symmetric
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1 | INTRODUCTION

In recent years, wind energy has emerged as one of the fastest growing renewables; with this growth, some challenges for further development
have become evident. Contemporary design standards—from, for example, the International Electrotechnical Commission (IEC)!—for turbine
inflow generation do not cover the realistic dynamics and physics in the atmospheric boundary layer (ABL). Moreover, failures of turbines in
service have drawn the attention of engineers especially due to the fatigue-sensitive composite materials used for blades. Such challenges served
as motivation for us to propose generating a suite of physically realizable LES-ABL simulations and associated turbine loads evaluations that take
into consideration inflow wind field spatial structure and characteristics that reflect a wide range of atmospheric conditions.

The evening transition, defined as a change over time in atmospheric stability from a convective boundary layer (CBL) to a neutral boundary
layer (NBL), has a direct influence on the structure of the nocturnal boundary layer and the strength of low-level jets (LLJs). This transitional
boundary layer has been a topic of interest of meteorologists for many years2>; it has been found that large-scale forcings (eg, geostrophic
winds?) as well as surface boundary conditions (eg, surface heat fluxes3) play important roles in the evolution of these transitional wind fields.
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Additionally, power production would be impacted in these periods of enhanced electricity demands common during the evening transition.® As
such, there is interest in an investigation of the characteristics of these transitional wind fields and of associated wind turbine loads.

Large-eddy simulation (LES), because of its relatively low computational cost for ABL simulations, has been successfully applied in the study
of transitional wind fields in previous studies.”"12 It is widely accepted that LES can describe physical details of atmospheric turbulence more
realistically than conventional stochastic simulation approaches (such as TurbSim3) and can thus be expected to also simulate evening transition
wind fields more accurately. Moreover, LES can also be combined with mesoscale models (eg, the Weather Research and Forecasting Model,
WRF) to improve dynamical and physical representations in ABL simulations.11

To generate inflow fields for assessment of wind turbine loads using LES, previous studies have shown that conventional stochastic simulation
is deficient in representing physical details of wind fields in the stable boundary layer (SBL); this, in turn, affects the accuracy of associated
turbine loads.1*15 Park et al'® developed a framework for carrying out LES-ABL simulations and performed a statistical analysis of both wind
field characteristics and turbine loads in the SBL. This framework allows similar studies of other LES-generated inflow wind fields and associated
turbine loads, such as during the ET period. In the present study, we extend the earlier simulation study and frameworké to investigate these
ABL transitional condition wind fields and wind turbine loads that result then.

In the following paragraphs of Section 2, we introduce some background on the LES model, the framework for the LES-ABL computations, and
the procedure for inflow field generation for eventual assessment of wind turbine loads. Next, in Section 3, we summarize the statistical analyses
of the simulated ET wind fields with an emphasis on the relationships among turbine-scale wind field variables and the influence of full-domain
“external” variables on them. Turbine load statistics are discussed in Section 4 with an explanation of how the external variables (interacting
with the turbine blade pitch control system) influence both fatigue and maximum turbine loads. Spectral analyses of the turbine loads are also
conducted and support the results of the previous statistical analyses. Finally, we present the most significant findings and conclusions from this
study and discuss how this work lays the foundation for other planned research including studies involving the simulation of downbursts which
are common in the late-afternoon period during or after the ET period. Note that control systems are of special interest during transient events
such as downburst; hence, in the simulated ET fields that precede downburst, we consider the importance of pitch control to allow comparison

of this same control during downbursts.

2 | METHODOLOGY

2.1 | Background of LES

To study flow fields in the ABL, large-eddy simulation is the preferred method of choice due to its computational efficiency in computations for

such high Reynolds number turbulent flows.1” To achieve the needed efficiency, this approach works with filtered Navier-Stokes equations:
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where t represents time; u;, the velocity component in direction, j; x;, the spatial coordinate in direction, j; 6, the potential temperature; 6,, the
reference potential temperature; p, the dynamic pressure; p, the density of air; v, the kinematic viscosity; §;3, the Kronecker delta function; s,
the alternating unit tensor; g, the gravitational acceleration; f. the Coriolis parameter; F;, the forcing term; and z;;, the subgrid-scale (SGS) stress
term. One can neglect the molecular diffusion term owing to the extremely high Reynolds number and the nonresolved viscous processes in
the atmosphere near the ground. The delimiters, (), indicate averages of the corresponding variable over a horizontal plane. The tilde modifier
denotes operation with a spatial filter of characteristic width, A, which is generally on the order of a few meters for ABL simulations; for
turbulence features at a scale smaller than Ay, a subgrid-scale model is introduced. For ABL simulations, an eddy-viscosity model, such as the
Smagorinsky model, is widely used to model the stress term, z;; this is done here as well. Another filtered equation for potential temperature is
also solved together with the filtered Navier-Stokes equation for nonneutral ABL simulations.

The large-eddy simulation for generating ABL turbulent flow fields is carried out using an in-house code.181? Derivatives in the horizontal
directions and in the vertical direction are approximated using a Fourier collocation method and a second-order central difference scheme,
respectively. An explicit second-order Adams-Bashforth time advancement scheme is employed. Coriolis terms are considered only for horizontal
winds, and forcing terms are imposed by the geostrophic wind. A tuning-free SGS model, which is referred to as the LASDD (locally averaged

scale-dependent dynamic) model, is utilized in all the turbulence simulations.

2.2 | LES-ABL computations

Large-eddy simulation is employed to generate wind velocity fields in the atmospheric boundary layer during the evening transition period. We

select different combinations of full-domain environmental conditions and boundary conditions as input parameters in order to generate the
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wind fields for the convective boundary layer (CBL). To generate the ET wind fields, the following initialization settings are used:
U(z) =G for z>z,
V(2) =0 for z>z,
W(z) =0 for z>z, (2)
B(z) =300 for z,<z<H;

O(z)=300+N(z-H;) for z>H,

where U(2), V(2), and W(2) are the mean velocity (m/s) components in the longitudinal, lateral, and vertical directions, respectively, at height z(m)
above ground; G is the geostrophic wind speed (m/s); ©(z2) is the mean potential temperature (K); zy is the aerodynamic roughness length (m);
H; is the initial boundary layer height (m); and N is the inversion strength (K/m). To generate turbulence, Gaussian perturbations with standard
deviations of 0.1 m/s and 0.1 K are added to the initial vertical velocity and potential temperature fields, respectively. The initialized fields are
evolved in time by solving the filtered Navier-Stokes equations, subject to the constraints defined by the large-scale forcing terms and boundary
conditions, to generate a 2-hour LES-based wind velocity field. The first hour of spin-up is discarded in order to guarantee a well-developed
inertial range in the resulting spectra of the simulated flow fields.

Among all the LES inputs, we focus on two external variables—the geostrophic wind speed G (m/s) and the surface sensible heat flux
(henceforth, surface heat flux) H, (K-m/s)—as we investigate characteristics of the ET wind fields and associated turbine loads. Table 1 shows 12
combinations of different G and H, values used for the various LES settings in this study. Run No. 4 (denoted as “control” in the table) is selected
as a baseline for comparison against other cases in subsequent discussion. The geostrophic wind speed, G, is a constant forcing value for each
LES run, while the surface heat flux, H,, serves to establish a lower boundary condition for the CBL and has a constant value for the first hour
and decays to zero using a cosine function over the second hour. The evolution of the overall stability of the convective boundary layer due to
this decaying condition is shown in Appendix A. Other external variables are also required for the LES model but these are held constant (eg, the
aerodynamic roughness length z, is set as 0.1 m; the initial boundary layer height H; is 500 m; the inversion strength N is 0.003 K/m; and the
Coriolis frequency f is 10~ s~1), thus ruling out their effects in this study.

In the LES computations, the domain size is set at 10000 m x 10000 m x 2000 m and uses a 360 x 360 x 72 grid. Monin-Obukhov similarity
theory is applied at the lower boundary, while a zero-stress condition is employed at the upper boundary. The lateral boundary conditions are
assumed periodic. The first grids above ground level are located at a height of 13.89 m, which is half the grid spacing in the vertical direction. A
time step of 0.25 second is selected; thus, there are a total of 28 800 time steps for each 2-hour run. In order to generate inflow fields for the
wind turbine model, a 2D spatio-temporal field with dimensions 360m(y) x 72m(z) x 240seconds(t) is extracted from the middle cross-section
(y-z plane) of the full 3D domain output. These 2D data serve as the inflow input for the aeroelastic simulation that are used to yield turbine
loads. Figure 1 provides details about the computational domain used in the simulations. Table 2 provides a summary of relevant information for

the LES computational framework.

2.3 | Turbine-scale inflow generation

Figure 2 schematically presents the framework for the LES-ABL computations and describes details related to turbine-scale inflow generation

for loads assessment. After obtaining the 2D LES-based wind velocity fields, we extract five nonoverlapping flow-field slices from the bottom of

TABLE1 List of LES runs with different combinations of external variables

RunNo. 1 2 3 4 5 6 7 8 9 10 11 12
(CONTROL)
G, m/s 10 10 10 12 12 12 15 15 15 18 18 18
Hs,K-m/s 0.00 001 0.05 0.00 001 005 000 001 005 000 001 005
2D output data

FIGURE1 Computational domain for the large-eddy simulation [Colour figure can be viewed at wileyonlinelibrary.com]
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TABLE2 Relevant information for the LES
computational framework

Domain 10 km x 10 km x 2 km
Grid points 360 x 360 x 72
Time step 0.25s

No. of time steps 28 800
Simulation time 2h

Spin-up time 1h

3-component wind velocity field - -
-U(y.z,t): longitudinal direction Formatted Load time series:
-V(y,2,t): horizontal direction Convert | wind velocity | FAST OoPBM(t),
-W(y,z,t): vertical direction time series TTYM(t),

For 0.25 sec X 2400 = 600 sec FATBM(t)

1
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Large-Eddy Simulation I
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FIGURE2 Temporal (top) and spatial (bottom) segmentations of the LES wind velocity fields [Colour figure can be viewed at
wileyonlinelibrary.com]

the 2D domain along the lateral direction. These slices are selected so as to cover a vertical distance ranging from z = 14 m to z = 181 m as the
tips of the blades of the selected 5-MW turbine model span a vertical distance ranging from 27 to 153 m above ground level. Adjacent 2D field
lateral slices are separated by a distance equal to at least five times the rotor radius so as to limit correlation in the wind field characteristics of
the individual slices. As stated, the first hour during spin-up in the LES computation is discarded; the time series representing the second hour
are separated into six 10-minute segments that serve as distinct flow fields for subsequent analyses. As such, 30 sets of flow fields are generated
for each of the 12 LES cases (Table 1), yielding a total of 360 flow fields that form the ET database for wind field statistical analysis and serve as

inflow for the turbine loads assessment.

2.4 | Turbine model for load simulations

In this study, the NREL 5-MW Onshore Baseline Wind Turbine model2° is used to carry out all the turbine response simulations. The model
captures the characteristics of a conventional three-bladed upwind turbine with a variable-speed and collective pitch-control system. Selected
properties and dimensions of the turbine model are presented in Table 3. The open-source program, FAST V8,21.22 for aeroelastic simulation, is
utilized to obtain turbine load time series resulting from the selected inflow fields. These time series of simulated loads on various components of
the turbine are used in the analysis of both fatigue and maxima. A blade pitch control system is activated in the model when the inflow wind speed
is greater than the rated wind speed of 11.4 m/s; a rotor rotation speed of 12.1 rpm is maintained when the turbine is pitch-controlled. Natural
frequencies of the NREL 5-MW baseline turbine can be determined via periodic linearization analysis23 in FAST. For the onshore configuration,
the natural frequencies of the first tower fore-aft bending mode and the first blade flap bending mode are found to be 0.3240 and 0.6993 Hz,

respectively.?0 The different LES runs resulted in wind velocity fields at ~ 28 m resolution; we acknowledge that this spatial resolution is at the limit
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TABLE3 Selected wind turbine model properties and
dimensions

Properties and Dimensions Values

Power rating 5 MW

Rotor orientation Upwind

Rotor configuration 3 blades

Rotor diameter 126 m

Hub height 90 m

Cut-in, rated and cut-out wind speeds 3, 11.4, and 25 m/s
Cut-in and rated rotor speeds 6.9 and 12.1 rpm
Rotor mass 110000 kg
Nacelle mass 240000 kg
Tower mass 347460 kg

for achieving acceptably accurate loads for the 5-MW turbine (see, for example, Rai et al24 and Sim et al'#). Nevertheless, the important energetic
structural modes of vibration, evident in power spectra for all the turbine loads studied, are accounted for. Besides, the study by Rai et al?4 used
a finite-volume-based solver with intrinsic numerical dissipation issues (see Glendening and Haack?> for related discussions); in such approaches,
the effective resolution can be four to seven times greater than the computational grid size. Moreover, they used a static SGS which can lead to
additional dissipation. In Sim et al’4 and in the present study, we use a pseudo-spectral code, with significantly less numerical dissipation issues
and we also adopt a dynamic SGS scheme. When one takes these differences into consideration, spatial resolution utilized by us and the previous
studies are quite similar; additionally, we note that there are significant challenges associated with LES computations of finer resolution (than
~28 m resolution) and a large computation domain when using a pseudo-spectral code with a dynamic SGS model. For these reasons and because

Sim et al'* showed that spatial resolution did not have a great impact on loads, we employed the computational scheme described in this study.

2.5 | Fatigue and maximum loads

We are interested in both maximum and fatigue loads during the ET period and accordingly undertake a statistical analysis of these loads using
all the 360 FAST simulations. The maximum load (MAX) refers to the largest value of the selected load measure that occurs in a 10-minute time
series; additionally, a 1000-cycle “equivalent fatigue load” (EFL), alternatively referred to as a 0.6-second or 1.67-Hz damage-equivalent load, is
used when considering fatigue. This EFL measure is defined as follows2¢:

nfanN ST
EFL = Zi:i m (3)

According to this definition, the accumulated damage due to 1000 stress cycles of constant amplitude equal to EFL is the same damage as
that due to the actual N cycles of variable amplitude, S;, that result in each simulated 10-minute time series (also, m is the W&hler exponent
taken to be 10 for carbon-fiber composite blades, 6 for high-quality steel as with nacelle components, and 3 for the steel tower). This convenient
definition of EFL for fatigue loads is such that a 10-minute load time series that places more fatigue demand on a turbine component due to
simulated S; levels will lead to higher EFL values; note that the choice of 1000 cycles is arbitrary and does not affect conclusions drawn. The
particular choice of 1000 refers to stress amplitude cycles with an average rate of five cycles every 3 seconds (1.67 Hz).

3 | CHARACTERISTICS OF LES-BASED WIND FIELDS

3.1 | Mean wind profiles during the evening transition period

The LES-based wind fields during the evening transition period start from a convective boundary layer and end up in a neutral boundary layer.
It is interesting to study the mean wind speed profiles as these can greatly influence wind turbine loads. Wind speed values at all the lateral
computational grid points are averaged to derive a mean profile that describes the entire wind field. We should note that, in this study, we take
planar averages from instantaneous wind fields generated by the LES model instead of temporal averages. Such profiles are plotted at different
times separated by 10 minutes (ie, at 10, 20, ..., 60 minutes). In this way, characteristics of these mean wind fields can be captured more
easily on plots that then describe the evolution of the wind profile clearly. Here, we do not focus on the near-wall characteristics of velocity
profiles but provide additional velocity profile information in Appendix B. Figure 3 shows such averaged wind profiles varying with time for
a geostrophic wind speed equal to 12 m/s. Two cases with surface heat flux equal to 0.00 and 0.05 K-m/s are plotted for comparison. Two
different spatial scales that cover the entire simulation vertical domain (left) and the turbine vertical scale (right) are depicted. As expected, the

wind speed matches the geostrophic wind speed at regions above the influence of the boundary layer. An increasing geostrophic wind speed, as
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FIGURE3 Evolution of longitudinal wind profiles for an evening transition boundary layer (G = 12 m/s). The cases with surface heat flux 0.00
and 0.05 K-m/s are selected (ie, Run Nos. 4 and 6 in Table 1). Left: ABL; right: zoomed-in portion over the turbine scale [Colour figure can be
viewed at wileyonlinelibrary.com]
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FIGURE4 Relationships between wind shear, a, and turbulence standard deviation, o, classified by longitudinal wind velocity, U, based on 360
LES-generated wind fields for the four different geostrophic wind speeds. The data are centered at the mean values of « and o, [Colour figure
can be viewed at wileyonlinelibrary.com]

expected, leads to larger longitudinal wind speeds at hub height. On the other hand, increasing the heat flux distorts the shapes of the profiles
and decreases estimated exponents of a power-law fit to surface winds. In other words, with an increase in heat flux, the wind speed increases
over the scale of the turbine but decreases around 200 to 500 m above ground level (AGL); together, these effects lead to reduced wind shear. In
summary, an increase in surface heat flux leads to larger longitudinal wind speeds but smaller wind shears at the turbine hub height. In addition,
turbine-scale wind profiles are seen to decay with time during the one hour with decreasing instability.

3.2 | Turbine-scale flow field variables

We compute turbine-scale flow field statistics from the 360 LES wind velocity time series to investigate characteristics of these ET winds. Several
turbine-scale statistics during the ET period are considered—of greatest interest in wind turbine loads assessment are the mean wind velocity
at hub height in the longitudinal direction, U, the standard deviation of the longitudinal wind velocity component at hub height, ¢, and the
estimated wind shear exponent, «, based on an assumed power law wind shear profile. We are also interested in inter-relationships among these
parameters. In Figure 4, statistics extracted from the 360 flow fields are summarized so that all three of these turbine-scale wind field descriptors
may be studied together. The data in Figure 4 are separated based on the values of U, indicated by different colors and symbols. The four cases
with different geostrophic wind speeds are best discussed by studying four quadrants for each case. For G = 10 m/s, it is clear that the data

are largely distributed in the lower-left quadrant where U, and o values are both small. As the geostrophic wind speed increases, U, and oy
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FIGURE5 Variations of turbine-scale wind field variables with time for the cases of G = 12 m/s with different surface heat fluxes. Data are
extracted from each 10-minute moving window; five samples are used to estimate the means (lines) and standard deviations (shaded regions)
[Colour figure can be viewed at wileyonlinelibrary.com]

values also increase and most of the data move toward the upper-right quadrant. The results suggest that, for the ET flow fields, wind shear and
turbulence are positively correlated with each other. However, this correlation appears to be weaker for lower longitudinal wind speeds since
the variation in wind shear is seen to be greater. It is clear from the figure that there is also positive correlation between longitudinal wind speed
and turbulence levels as evidenced by the data distribution that moves from the bottom to the top quadrants in the plots as the hub height wind
speed, U,, increases.

The characteristics of wind fields during the ET period can be seen by studying the variation in the turbine-scale flow field statistics with time.
Figure 5 shows how the selected turbine-scale variables, U, 6y, ow (standard deviation of vertical wind speed at hub height) and «, extracted every
10 minutes, change with time during the ET simulations. The ensemble mean values (center lines within the error bands) and standard deviations
(error band widths) are computed from the wind data of the five extracted flow fields for each 10-minute duration throughout the 1 hour of
simulation time. With the geostrophic wind speed fixed at 12 m/s, we select surface heat flux values as 0.00 and 0.05 K-m/s for comparison.
The black dashed lines represent the control case. This neutral case (with H; = 0.00 K-m/s) is expected to have less initial turbulence than the
Hs, = 0.05 K-m/s case whose stability changes from convective to neutral during the evening transition. As seen in the figure, the hub height
longitudinal wind speeds (U,,) for both cases decay with time as is expected based on earlier discussions involving the evolution of mean wind
profiles (Figure 3). Note that data from 360 locations are taken in Figure 3, while only data from the five slices are used in Figure 5. An unexpected
peak appears at about 20 minutes in the nonneutral case probably due to localized turbulence, but the decreasing trend is evident for the overall
1 hour. However, the longitudinal turbulence (o) does not change much during the ET period, whereas the vertical turbulence (o) for the
convective case has a clear decreasing trend. The results reveal that the stability change during the evening transition influences the vertical wind
turbulence but has little effect on the longitudinal wind turbulence. The different components of wind field turbulence affect different turbine
load types, as is discussed in the next section. From the variation in wind shear (a) during the ET period, a slightly increasing trend is evident in
the convective case. The neutral case with no change in stability keeps the mean wind shear at about the same level during the ET period.

3.3 | Influence of external flow field variables on turbine-scale variables

We discuss the influence of full-domain “external” flow field variables—geostrophic wind speed and surface heat flux—on various turbine-scale
wind field variables. Figure 6 shows cumulative distribution functions (CDFs) calculated from 10-minute time series of the longitudinal (left
panels) and vertical (right panels) wind speed at hub height. For the CDFs in the top panels, the data for the neutral cases with zero surface
heat flux are presented to compare the influence of geostrophic wind speed. It is clearly seen that the mean value of the longitudinal wind
speed increases with an increase in geostrophic wind speed, whereas the vertical wind speed does not change much. In addition, the range of
this longitudinal wind speed also gets larger as G increases, by examining, for instance, the spread in wind speed values for CDF equal to 0.10
and 0.90 (the horizontal dotted lines). The largest spread is seen for the G = 18 m/s case which, as we saw earlier in Figure 4, has the greatest
turbulence levels. It is concluded then that larger geostrophic wind speeds lead to increases in the mean and variance of longitudinal wind speeds
at hub height (ie, increases in U, and o). In the study of CDFs in the bottom panels, the geostrophic wind speed is held fixed at 12 m/s, and the
surface heat fluxes are varied. Both the longitudinal and vertical mean wind speeds at hub height (ie, W,,) do not vary much with heat flux, but the

variance of the vertical wind speed (ie, o) increases slightly with greater H,. It is well-known that the vertical velocity field will exhibit a skewed
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FIGURE6 Cumulative distribution functions (CDFs) of A, hub height longitudinal and vertical wind speeds for cases with different geostrophic
wind speeds (H, = 0.00 K-m/s, top panels) and B, hub height longitudinal and vertical wind speeds for cases with different surface heat fluxes
(G = 12 m/s, bottom panels). The first 10-minute time series of the five extracted flow fields are used. Dotted lines are drawn at 0.10 and 0.90
quantiles [Colour figure can be viewed at wileyonlinelibrary.com]
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FIGURE7 Variation of turbine-scale wind field statistics extracted from 10-minute time series with changes in surface heat flux, for different
geostrophic wind speeds (R denotes the Pearson correlation coefficient between the wind shear exponent and hub height longitudinal mean
wind speed) [Colour figure can be viewed at wileyonlinelibrary.com]

distribution. For a horizontal cross-section taken at a given height, one will generally only see a few strong updrafts with small areal coverage
that are surrounded by weak downdrafts with large spatial coverage. An example of visualization of the cross-sectioned flow field for a neutral
case is provided in Appendix C, which also shows the evident coherent structures. On average, the mean is zero but we expect to see strong
updrafts as we do in the CDF for W,,. The CDF in the higher surface heat flux case is found to have longer upper tails explained by an increase
in the extreme vertical wind speeds in the upward direction. In summary, surface heat flux levels that drive the mixing of air at the surface can
enhance the turbulence intensity especially in the vertical winds.

Figure 7 shows scatter plots of wind field statistics (wind shear and hub height longitudinal wind speed) for three different surface heat flux
values; the data are separated out according to geostrophic wind speed. In the plots, R indicates the sample Pearson correlation coefficient
between the two variables, « and U,,. The vertical dashed lines represent the mean values of wind shear in each case. First, it is quite clear that
higher geostrophic wind speeds leads to larger hub height longitudinal wind speeds as expected. Second, the data suggest that larger heat flux
levels result in stronger positive correlation between U, and «. The variability in wind shear at lower wind speeds is especially large in the neutral
case. Note that the larger heat flux cases (eg, H; = 0.05 K-m/s) are accompanied by relatively lower wind shear levels, which result from greater
mixing (ie, turbulence).

In summary, we see that the geostrophic wind speed influences the mean and variance of longitudinal wind speeds at hub height to a great
extent, while the surface heat flux variation affects vertical turbulence and wind shear more. Turbine-scale wind field variables can influence

different types of turbine loads resulting from the associated inflow fields; this is discussed in the next section.
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4 | TURBINELOADS ASSESSMENT

In the statistical analysis of wind turbine loads, we focus on the following load variables: the blade root out-of-plane bending moment (OoPBM),
the fore-aft tower base moment (FATBM), and the tower-top yaw moment (TTYM), as defined in Figure 8. These three turbine loads have
contrasting characteristics and are often of interest when studying turbine performance under various external conditions such as during the

evening transition period. We are interested in maximum loads as well as fatigue loads, as defined in Section 2.5.

4.1 | Turbine load time series and blade pitch control effects

The characteristics of the load time series are first studied in order to assess the variation in wind inflow and loads with time. The effect of the
turbine blade pitch control system can also be assessed by studying the variation in the blade pitch angle change and the resulting loads. The
ET period is right around the time thunderstorm downbursts are most likely to occur. The important role of pitch control during those transient
events has been well-documented in earlier studies?”-28; because the ET period is a precursor to such events, it is useful to assess pitch control
effectiveness during this ET period first. Figure 9 shows a 10-minute segment time series for the hub height longitudinal mean wind speed, U,,
the blade pitch angle, and the three selected loads. Only cases with zero surface heat flux are considered so that the cases with geostrophic wind
speed equal to 15 and 18 m/s can be compared. Since pitch control actions are only triggered when the hub height wind speed exceeds the
rated wind speed (11.4 m/s), the two cases with G = 10 and 12 m/s are not included as activation of the pitch control does not occur much in
the simulated time series. For the case with G = 15 m/s, pitch control is activated for only a short period of time (~50-100 s). During that period,
load levels for the case with pitch control are slightly lower than when no pitch control is assumed. The differences are clearer in the G = 18
case where, for a larger number of time segments, the hub height wind speed exceeds the rated wind speed. The OoPBM and FATBM loads
are found to be more sensitive to pitch control than TTYM; pitch control most directly influences loads affected by wind forces normal to the
rotor plane.

The pitch control effects can be further evaluated by examining statistical data from the 360 10-minute simulations as done in Figure 10.
The scatter plots show the relation between longitudinal mean wind speed at hub height and maximum OoPBM, FATBM, and TTYM loads. All
the statistics are normalized so as to have a zero mean and unit standard deviation (ie, normalization is with respect to the ensemble mean
from the 360 simulations). The data points with and without pitch control are plotted in blue and red, respectively. It is clear that pitch control
action considerably decreases OoPBM and FATBM maximum loads for higher hub height wind speeds; for the TTYM loads, this pitch control
influence is reduced. The results also reveal that the pitch control system has no influence on maximum loads for the cases of G = 10 and
12 m/s (the triangle markers). The maximum load levels for OoPBM and FATBM are almost the same at the higher longitudinal wind speeds
(square and circle markers) because the effects of the aerodynamic forces due to the inflow winds are suppressed by pitch angle changes of the
turbine blades.
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FIGURE8 Schematic diagram showing the three types of turbine loads, OoPBM, FATBM, and TTYM, used in this study [Colour figure can be
viewed at wileyonlinelibrary.com]
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FIGURE9 Selected 10-minute time series of hub height longitudinal wind speed, pitch angle, OoPBM, FATBM, and TTYM. Comparisons are for
the neutral case (H; = 0.00 K-m/s) with geostrophic wind speed equal to 15 m/s (left panels) and 18 m/s (right panels). The load time series are
presented for cases, both with and without pitch control [Colour figure can be viewed at wileyonlinelibrary.com]
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FIGURE 10 Scatter plots of normalized data for hub height longitudinal mean wind speed U,, versus maximum loads of three types for four
different geostrophic wind speeds. Data points with pitch control (blue) and without pitch control (red) are shown. All data are normalized to
have zero mean and unit standard deviation [Colour figure can be viewed at wileyonlinelibrary.com]

4.2 | Influence of turbine-scale inflow field variables on turbine loads

We consider a simple linear regression model to relate maximum and fatigue load statistics to various turbine-scale inflow parameters, x;, as
follows:
Turbine Load Statistic (EFL or MAX) = Cy + Z Cix;, (4)
i

where Cy and C; are estimated using the loads data from the 360 10-minute simulations; x; serve as “predictor” variables. All the variables are
normalized to have zero mean and unit standard deviation. A total of six turbine load statistics (representing fatigue and maximum loads, ie, EFL
and MAX for OoPBM, FATBM, and TTYM) are studied.

Figure 11 shows the estimated coefficients, C;, for seven different turbine-scale inflow parameters. In the model based on Equation (4), only
inflow parameters whose P values are less than .05 are included. If the P value for corresponding to any x; is greater than .05 for any load statistic,
that parameter is not included in the model for that load statistic and C; is set to zero. In regression, the P value for each predictor variable

tests the null hypothesis that the corresponding coefficient is equal to zero (ie, has no effect). A low P value (below .05) indicates that the null
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FIGURE11 Model coefficients for turbine fatigue loads (EFL) and maximum loads (MAX) resulting from regression on normalized turbine-scale
inflow parameters [Colour figure can be viewed at wileyonlinelibrary.com]
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normalized values of wind shear and standard deviation of hub height longitudinal wind velocity, where normalization results in a zero mean and
unit standard deviation. The top two panels show the sorted nonnormalized maximum loads versus the number of utilized simulations. The
entire load range in each case is equally separated into five levels [Colour figure can be viewed at wileyonlinelibrary.com]
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hypothesis may be rejected—ie, a predictor with a low p value is a meaningful addition to the regression model since changes to that predictor's
value leads to changes in the response variable (predictand).

From Figure 11, we see that turbine-scale inflow parameters influencing turbine loads the most are U,, oy, ow, and a. In particular, the hub
height longitudinal mean wind velocity, U, has predominant influence on all load statistics and especially so on maximum loads. An exception
is maximum TTYM loads where the vertical wind velocity component's standard deviation has a large contribution (the vertical mean wind is
also important). For FATBM fatigue loads, we note that there is greater influence of 6y than of U,; turbulence associated with longitudinal
winds influences fatigue loads more than the mean component does. For TTYM loads, the vertical wind turbulence, o, has larger influence
than longitudinal turbulence. Wind shear (through the parameter, «) influences all the fatigue loads and the TTYM maximum loads. In summary,
OoPBM and FATBM loads are influenced most by the longitudinal wind; U, has dominant contribution but the influence of o is noted especially
for in fatigue loads. TTYM loads are associated with rotation in a horizontal plane that is associated with nacelle yaw; U,, still has dominant
influence but 6\, and « have secondary contributions that are comparable with or greater than that of the longitudinal turbulence, 6y. TTYM
fatigue loads, for instance, are related to the variance of the load time series which is noticeably influenced by o\, and a; all fatigue load statistics,
in general, show significant contributions from these two parameters.

Results derived from analyses of the turbine loads may be further examined by studying scatter plots of the load statistics and their variation
with different turbine-scale inflow field parameters. Figure 12 shows OoPBM and TTYM maximum load statistics (MAX in MN-m) for different
Uy, oy, and a values. (For the sake of brevity and to highlight contrasts among the three load types, FATBM MAX statistics are not included.)
The sorted data at the very top serve to indicate the distribution of the loads resulting from the 360 simulations. For instance, for OoPBM, a
significant portion of the sample had maxima that were in the 60 to 80 percentile group; likewise, for TTYM, it is clear that only a very small
sample of maxima accounted for the highest 20% of the maxima. The color scale used for the load statistics is an indication of magnitude;
load statistics from all the 360 simulations are separated by groups based on the hub height longitudinal wind speed, U,. Generally, the data
suggest that maximum loads increase for larger U, values as well as for larger o, values. The influence of wind shear on turbine load maxima is
comparatively weaker, even though a slight positive correlation is seen.

Turbine loads are seen to generally increase with U,,. Compared with the maximum loads for OoPBM and FATBM (not shown), TTYM loads
are somewhat less sensitive to changes in U,,; there are only a few simulations with load values above the 80% level (black dots) of the entire load
range that result when the longitudinal wind speed, U,,, is greater than 12 m/s. This is because TTYM has a greater influence from the localized
vertical wind velocity mean and turbulence (Figure 11) near the turbine hub and is relatively less affected by U,. This finding is consistent with
conclusions drawn from the regression model where, for TTYM MAX (relative to OoPBM MAX and FATBM MAX), the lowest coefficient for U,
was estimated and also this coefficient relative to coefficients for o, and W), was diminished.

The relationship between turbine loads and wind velocity fields accompanying ABLs of different stability has also been studied by Churchfield
et al2? by performing two-point correlations between measured time series of turbine loads and streamwise wind velocity at selected probes. The
results revealed that OoPBM loads are well-correlated with the streamwise wind velocity whereas TTYM loads are not. Conclusions were drawn
that lift forces, roughly proportional to the incoming streamwise wind velocity, predominantly influence flapwise bending moments and result in
the noted correlation. Yaw moments, associated with asymmetric loading on the rotor, cannot be assessed by a one-point measurement. In the
present study, we assess relations between inflow and loads using simulation data from multiple LES runs followed by FAST aeroelastic analyses.

Our results are consistent with those from the observational measurements. We found that longitudinal parameters (ie, U, and o) influence
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FIGURE13 Comparison of time series of turbine loads for cases with different geostrophic wind speeds and surface heat fluxes [Colour figure
can be viewed at wileyonlinelibrary.com]


http://wileyonlinelibrary.com

1300 | LU ETAL

——WILEY

Oo0PBM loads. The vertical wind components (W}, and o\y) and the wind shear («) tend to bring about asymmetric loading and, thus, contribute
more to TTYM loads. The hub height longitudinal wind speed, U, is still seen to have a significant influence on TTYM loads as it provides the
main force contribution that increases loading when the rotor is deformed in any asymmetric mode. Investigating the time-varying flow angle to
the turbine blades, Nandi et al®° concluded that horizontal fluctuations in the atmospheric winds influence OoPBM loads; this is consistent with
our own finding that 6, has significant influence on OoPBM fatigue loads.

4.3 | Influence of external variables on turbine loads

Next, we discuss how the full-domain “external” field variables (ie, the geostrophic wind speed and surface heat flux) influence the aeroelastic
response of the turbine. We compare time series of the three load types first for different cases (G = 12 and 18 m/s; H; = 0.00 and 0.05
K-m/s) in Figure 13. Time-domain simulation data from a selected 10-minute duration are shown in the left panels while the right panels show
time series for an extracted shorter 50-second segment. In general, no clear trends in load levels are obvious since the time series fluctuate
greatly. The influence of pitch control action in the G = 18 m/s cases also obscures relationships between simulated load levels and the external
variables. Nevertheless, in the extracted 50-second segment of OoPBM time series, increasing geostrophic wind speed is seen to cause larger
amplitudes of oscillations (with a period of about 5 seconds, which matches the 1P frequency of about 0.2 Hz). Similarly, in the TTYM time series,
the cyclic amplitudes generally get larger as the geostrophic wind speed increases. The frequency of these oscillations is about 3P because of
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FIGURE 14 Cumulative distribution functions for A, OoPBM and B, TTYM loads for the cases with G = 12 and 18 m/s. The 1-hour time series of
five extracted turbine-scale flow fields are used for the three cases with the different surface heat fluxes. Dotted lines are drawn at 0.10 and
0.90 quantiles [Colour figure can be viewed at wileyonlinelibrary.com]
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the asymmetric loading from the three blades which affects the nacelle yaw.3! In the case of the FATBM, oscillations occur at a period of about
3 seconds, which corresponds to the fundamental period of the tower fore-aft bending mode of vibration. The amplitudes are almost the same
for all four cases. The effect of changes in surface heat flux are not very clear from studying the load time series; they are further studied by
statistical analyses and by examining power spectra of the load processes.

Figure 14 compares CDFs using data from 1-hour time series of OoPBM and TTYM loads for combinations of various G (12 and 18 m/s) and
H, (0.00, 0.01, and 0.05 K-m/s) values. The cases of G = 18 m/s without pitch control are also included in the bottom panels for the two loads.
(For the sake of brevity and to highlight contrasts among the three load types, the FATBM CDFs are not included.) The CDFs shown are based on
loads data obtained from all the five extracted turbine-scale inflow fields of each LES run. We notice first that increasing geostrophic wind speed
tends to move the CDFs toward higher OoPBM load levels but has relatively little effect on moving the CDFs of the TTYM loads. Also, as the
geostrophic wind speed is increased, CDFs for both OoPBM and TTYM loads cover a wider range, implying larger maximum loads (longer tails of
the CDFs). One can assess this range by examining the load differences at CDF values equal to 0.10 and 0.90 (the horizontal dotted lines). It is
clear that the G = 18 m/s cases have larger load differences than the G = 12 m/s cases. In contrast with the direct influence of geostrophic wind,
an increase in surface heat flux results in almost no change to the CDFs for TTYM although it moves the CDFs for OoPBM very slightly—toward
higher load levels—as seen in the G = 12 m/s cases. This same trend is not evident in the G = 18 m/s case because the triggered pitch control
actions limit such changes. The OoPBM CDFs are seen to move towards higher load levels with an increase in Hi, if the pitch control is inactive in
the G = 18 m/s case (consistent with the G = 18 m/s case when pitch control is not an issue for below-rated hub height winds). Load variances
are greatly enhanced when the turbine is not pitch-controlled; this results in wider and flatter CDFs that, in turn, lead to high maximum loads for
both OoPBM and TTYM. The effect of the external variables on FATBM CDFs (again, not shown for the sake of brevity) is similar to that seen
for OoPBM loads.

The influence of external variables on fatigue loads is also of interest in this study. Comparing load range histograms based on rainflow
cycle-counting permits greater understanding of equivalent fatigue loads (EFL). Figure 15 compares OoPBM rainflow amplitude histograms for
four cases involving the different combinations of geostrophic wind speed (G = 12 and 18 m/s) and surface heat flux (H; = 0.00 and 0.05 K-m/s).
The 1-hour load time series resulting from a selected turbine-scale flow field is used in each case. It is evident that high-amplitude cycles
(ie, greater than 3 MN-m) are larger in number for the higher G cases. This greater number of high-amplitude cycles leads to larger mean values
(red dashed lines) of load amplitudes; this, in turn, leads to larger EFL values as estimated using Equation (3). Surface heat flux changes do not
have much of an effect on the load histograms; however, the number of high-amplitude cycles is somewhat larger as H; is increased for both the
G = 12 and 18 m/s cases. In summary, the surface heat flux is seen to have relatively minor influence on turbine fatigue loads. Rainflow cycle
histograms for FATBM and TTYM (not shown for brevity) exhibit similar general characteristics as those for OoPBM.

We investigate next the influence of the external variables on turbine loads by studying the variation of the load statistics with time during the

ET period. Figures 16 and 17 show the variation with time of turbine load statistics every 10 minutes during the simulated 1 hour of the evening
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FIGURE 15 Rainflow cycle histograms of OoPBM loads for four cases involving different combinations of G and H,. The data from selected
turbine-scale slices from simulated 1-hour time series are used. Red dashed vertical lines denote mean values of the rainflow cycle-counted
amplitudes [Colour figure can be viewed at wileyonlinelibrary.com]
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transition for fatigue loads (left) and maximum loads (right) for selected LES cases. Error bars denote the standard deviations of the 10-minute
data from the five extracted slices.

In Figure 16, we consider four different geostrophic wind speeds while holding the heat flux fixed at 0.00 K-m/s. In Figure 17, the geostrophic
wind speed is held fixed at 12 m/s while the heat flux is changed. The black dashed line denotes the control case. In general, most of the loads
are seen to decrease with time over 1 hour of the evening transition period. This can be attributed to the fact that the longitudinal mean wind
speed at hub height (U,,) also decays with time over the one-hour simulation as seen in Figure 5. Since U, has the most dominant influence on
turbine loads, changes in other turbine-scale inflow variables (eg, an increased wind shear with time) do not greatly affect the decaying trend of
loads during the evening transition. As seen in Figure 16, the decay in loads with time is the least for the G = 15 and 18 m/s cases which are
influenced by pitch control actions. A limited range for the maximum level of the loads is clearly seen during the ET period evolution; the lines
for the G = 15 and 18 m/s cases are close to each other, especially for the maximum OoPBM and FATBM loads.

It is evident from Figure 16 that larger loads result from increased geostrophic wind speeds. This is also consistent with conclusions drawn
from Figures 14 and 15. Considering both fatigue and maxima, OoPBM loads appear to be most strongly correlated with geostrophic wind speed
whereas TTYM loads indicate greater variability and obscure the trend. This is because the mean TTYM loads do not increase with increased G
as was noted in Figure 14. The maximum loads increase due to an increase in variance of TTYM loads which cause greater fluctuations in load
statistics. The FATBM EFL also shows great variability because its relation to Uy, is the weakest among all the load statistics (as was noted in
Figure 11); this, too, weakens the influence of G on FATBM EFL.

The influence of surface heat flux on turbine load statistics (as seen in Figure 17) is relatively weak compared with that of geostrophic wind
speed. In the case of maximum loads, greater heat flux levels tend to cause higher values for OoPBM and FATBM. However, in the case of TTYM,
this trend is not as clear. Furthermore, this trend is also not evident with the fatigue loads. An explanation for this requires consideration of wind
shear. In Figure 11, we saw that wind shear contributes more to all three of the fatigue loads studied and to the TTYM maxima. We also saw that

increased heat flux levels suppress or reduce wind shear (as discussed in Section 3.3); the competing effects of heat flux and shear lead to a weak
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FIGURE 16 Variation of turbine load statistics with time for different geostrophic wind speeds (H;, = 0.00 K-m/s). Five 10-minute simulation
samples from the five different lateral slices in the computational domain are used for each error bar (one standard deviation) [Colour figure can
be viewed at wileyonlinelibrary.com]
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FIGURE17 Variation of turbine load statistics with time for different heat fluxes (G = 12 m/s). Five 10-minute simulation samples from the five
different lateral slices in the computational domain are used for each error bar (one standard deviation) [Colour figure can be viewed at
wileyonlinelibrary.com]

influence of flux levels on turbine load statistics. This same conclusion may also be drawn from Figure 14 for the maximum load of TTYM and
from Figure 15 for fatigue loads.

Churchfield et al?? also compared OoPBM and TTYM loads in the ABL under neutral and unstable conditions; this work did not include a
continuous transition. It was found that RMS levels of OoPBM are higher in the unstable case whereas, for TTYM, loads were either the same or
reduced in the unstable case. Results from the present study are consistent with these findings, as seen in Figure 17. For the case with H; = 0.00
K-m/s, which implies a neutral condition over the entire 1-hour period, the maximum OoPBM load is seen to be the lowest compared with the
other two cases, which involve a transition from convective to neutral. Fatigue loads are also seen to be slightly lower for the neutral case with a
less pronounced trend. The effect of stability is not very clear in TTYM load statistics, which is also consistent with the findings of Churchfield
et al.2? Because we rely on a continuously evolving period and present the statistical results using multiple flow fields and load data, the trends
seen for turbine loads ABL flows of contrasting stability can be assessed systematically.

Figure 18 compares power spectra calculated from the entire 1-hour time series of longitudinal wind speed at hub height and the different
turbine loads. The averaged spectrum of the five slices in the lateral direction is used. Data for four cases with combinations of different
geostrophic wind speeds (G = 12 and 18 m/s) and surface heat fluxes (H; = 0.00 and 0.05 K-m/s) are used. It is clearly seen in the wind speed
spectra that there are energy drops at around 0.06 Hz for the G = 12 m/s cases and around 0.09 Hz for the G = 18 m/s cases. This is due
to the limitation of grid resolution in the LES model and is deficient in energy in the high-frequency energy range as a result.1* An increase in
geostrophic wind speed from 12 to 18 m/s leads to increased energy over the 0.03 to 0.1 Hz frequency range. The results are consistent with
the CDFs moving towards higher hub height wind speeds as the geostrophic wind speed increases, as seen in Figure 6. The effect of a change
in surface heat flux on power spectra of U, is relatively small. Energy in turbulence is seen to increase very slightly over a range of frequencies
as the surface heat flux increases. Power spectra for TTYM show similar but less pronounced energy drops at frequencies corresponding to the
drops in the wind speed spectra. An increase in geostrophic wind speed also causes greater energy in roughly the same frequency range as for
Uy,. Furthermore, it moves the spectral peak at the 3P frequency (~0.5 to 0.6 Hz, three times of the rotor rotational frequency 1P) toward higher
frequencies. Yaw moments at the 3P frequency arise due to unbalanced aerodynamic forces applied on the three blades; this frequency can

increase with larger wind velocities. In the power spectra for OoPBM and FATBM, differences in energy resulting from changes in geostrophic
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FIGURE 18 Comparison of power spectra of hub height longitudinal wind speeds and turbine loads for selected 1-hour time series using an
average of the five slices in the lateral direction. Four cases with combinations of various G and H, are considered [Colour figure can be viewed

at wileyonlinelibrary.com]

TTYM PSD

OoPBM PSD
(MN-m) %/Hz

FATBM PSD
(MN-m)2/Hz

(MN-m)%/Hz

10°

10°

10

10°

10°

10®

P~
— — H,=0.00 K-m/s w/ Pitch Ctrl. |]
L , |——H,=0.05 K-m/s w/ Pitch Ctrl.

F i [ H¢=0.00 K-m/s w/o Pitch Ctrl.
—— H¢=0.05 K-m/s w/o Pitch Ctrl.

1072 107! 10° 10°
Frequency(Hz)

FIGURE19 Comparison of power spectra of turbine loads for the selected cases of G = 18 m/s with H; = 0.00 K-m/s (dashed curves) and
0.05 K-m/s (solid curves) using selected 1-hour time series with an average of the five slices in the lateral direction. The blue and red curves

correspond to cases with and without pitch control, respectively [Colour figure can be viewed at wileyonlinelibrary.com]

wind speed are mainly seen over an intermediate frequency range (ie, ~0.01-0.1 Hz for OoPBM and ~0.01-0.3 Hz for FATBM). The harmonics
of the rotor rotational frequency (1P, 2P, 3P, etc) are clearly seen in the OoPBM power spectra. The frequencies associated with these spectral

peaks move toward higher values as the geostrophic wind speed increases. The fundamental frequency for tower fore-aft bending, which is in
the range 0.3 to 0.4 Hz, is evident in both the FATBM and TTYM power spectra. The peak is consistent with the natural frequency of the first
tower fore-aft bending mode for the 5-MW turbine for the onshore configuration (ie, 0.3240 Hz). In the FATBM spectra, there is also a small 3P

spectral peak which moves to higher frequencies with increase in G. Findings based on studies of the load time series (Figure 13) are consistent

with the power spectra in that the amplitudes of the peaks in the OoPBM and TTYM spectra occur at slightly higher frequencies as G is increased;
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on the other hand, the fundamental fore-aft bending mode frequency in the FATBM power spectra is the location of a spectral peak that does
not change as G is increased. Again, the effect of changes in surface heat flux is not evident in the load power spectra; of course, any trend that
might result from such changes may be obscured by the active pitch control in the G = 18 m/s cases.

To assess the influence of pitch control actions on the load power spectra, we compare spectra of all the loads for the cases of G = 18 m/s
with and without pitch control in Figure 19. Frequencies associated with all the spectral peaks that arise from rotational sampling are seen to
increase when pitch control is inactive; this occurs because pitch control enforces a constant rotor rotation rate of 12.1 rpm and keeps the 1P
frequency at about 0.2 Hz. The energy in the low- and high-frequency range is greater in the absence of pitch control. In the power spectra when
pitch control is inactive (red), it is found that greater surface heat flux can slightly increase energy over the 0.03 to 0.1 Hz frequency range for all
loads. This same trend is not evident when pitch control is active (blue). An increase in surface heat flux also moves the 1P frequency peak in the
OoPBM power spectra and the 3P frequency peaks in the FATBM and TTYM power spectra towards higher frequencies when pitch control is
not active.

5 | CONCLUSIONS

In this study, we have described the development of an extensive database of high-resolution (~28 m), four-dimensional flow fields that
represent the important evening transition (ET) period using an idealized LES model. This period is when energy demand peaks occur; it is
also the period that often precedes thunderstorm activity. Full-domain atmospheric conditions (geostrophic wind speed) and surface boundary
conditions (surface heat flux) were systematically varied to establish the database for subsequent statistical and spectral analyses. Turbine-scale
wind field statistics (such as the hub height longitudinal wind speed, hub height turbulence standard deviation, and wind shear) were studied and
their mutual correlations as influenced by variations in the external full-domain variables were discussed. In addition, we carried out statistical
studies of different loads on a 5-MW wind turbine by using the LES-generated flow fields to create the inflow wind velocity fields for aeroelastic
response simulations. A database of both fatigue and maximum load statistics was developed from the output load time series for the selected
turbine model. A multivariate regression model was developed to assess contributions from the different turbine-scale wind field variables to
the load statistics; these in turn were used to assess the effects of external variables and the interplay with the blade pitch control system. It is
concluded that the geostrophic wind speed and heat flux both influence turbine loads to different degrees. We acknowledge that the ~28 m
spatial resolution is at the limit for achieving acceptably accurate loads for the 5-MW turbine but the important structural modes of vibration
are accounted for. For this study, which examines different atmospheric stability conditions during the ET period, the spatial resolution may
be adequate in some but not all cases of the different degrees of implied mixing and turbulence; in some cases, a finer resolution might be
warranted but for the sake of comparison and for ease in handling similar-sized output, no customized adjustments were made for convergence
in the 12 cases. We also note that there are significant computational challenges associated with the use of LES for a large computational domain
with a spatial resolution finer than ~28 m resolution, especially when using a pseudo-spectral code with a dynamic SGS model. The essential
knowledge gained from this study about the wind field during the ET period is summarized here from two angles—the geostrophic wind and the
heat flux.

First, increases in the geostrophic wind speed enhance the full-domain wind field around the turbine which, in turn, increases the mean and
variance of the longitudinal wind speeds at hub height (ie, U, and o) as well as the turbine-scale wind shear («). As the geostrophic wind speed
increases, the mean and variance of turbine loads also increase (with the exception of TTYM mean) and result in higher maximum loads. All
the fatigue loads also get larger with an increase in geostrophic wind speed since this increase causes more high-amplitude stress cycles as
found following rainflow-cycle counting on the loads time series. Larger geostrophic wind speeds also lead to higher spectral peaks and higher
frequencies associated with the peaks arising from rotational sampling; the larger amplitudes of periodic fluctuations in time series of OoPBM and
TTYM loads are consistent with this finding. Blade pitch control activated in the larger geostrophic wind speed cases results in the suppression of
load maxima. In sum, an increased geostrophic wind speed basically elevates the mean wind level which in turn causes larger loads and greater
risks of turbine fatigue damage; however, yaw moments are not greatly influenced by increased geostrophic winds since they do not cause large
asymmetric loading even though the turbulence intensity is also increased.

Next, we consider the influence of surface heat flux. We find that increases in heat flux distort the full-domain wind field around the turbine
and lead to larger U, but smaller a values. The mixing brought about at the surface causes enhanced vertical turbulence but little change
streamwise. Since all the fatigue loads as well as the TTYM maximum load are influenced by wind shear, the larger U, and smaller a values result
in competing effects when surface heat flux is increased. As a result, surface heat flux changes only have an effect on the maximum OoPBM and
FATBM loads. Surface heat flux changes also have relatively little influence on load range histograms resulting from rainflow cycle counting or
on the power spectra of all loads. In brief, an increasing surface heat flux can result in larger maxima for those turbine loads that are not sensitive
to wind shear, since wind shear is found to be weaker in the (more convective) ABL.

Based on the results of this study, the LES-ABL simulation framework is seen to successfully capture characteristics of the evening transition
from a convective to a neutral boundary layer. The wind field and turbine load statistics suggest that the longitudinal mean wind speed and
vertical turbulence as well as associated turbine loads (in the absence of pitch control) generally decay over the 1-hour period representing the
evening transition. These investigations on the wind fields during the evening transition are considered to be fundamental to our understanding

of precursor downburst scenarios that often occur in the late-afternoon and early-evening hours.32
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The change in atmospheric stability is one of the distinctive characteristics of ET fields that influences atmospheric mixing and turbulence
intensity in the ABL. The extent of turbulence in the wind fields can affect the strength of air cushions when downbursts touch down and form
impinging jets near the ground. The interaction with ambient turbulence also affects the strength and development rate of associated outburst
winds.33 The relationships between stability change and turbine-scale flow field variables (ie, Section 3.2) is expected to be of interest when the
impact of downburst winds on turbine loads is to be estimated. Sudden changes in these turbine-scale variables due to downburst strikes can
be further investigated and compared with their values during the ET period. Since we have studied how characteristics of ET wind fields affect
turbine loads as well as the interplay with blade pitch control (Section 4), similar loads studies under nonstationary downburst winds can be more
clearly contrasted with loads during the ET period. The effect and benefits of pitch control during downbursts can also be compared with that in
the ET period. Following from this study, we expect to refine the evaluation of downburst wind field characteristics and associated turbine loads
after incorporating appropriate but variable conditions during the precursor evening transition; in this way, we can further improve the design

for wind turbines under such peak loading scenarios.
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APPENDIX A: VARIATION OF STABILITY STATE

In Figure A1, we show the variation of the dimensionless stability parameter, —z;/L, with time through the second hour in the simulations, where
z; represents the boundary layer height defined by the height of the minimum planar-averaged sensible heat flux, and L represents the Obukhov
length defined by

) 3
L= 24 (A1)

k845
where 6y is the reference potential temperature equal to 300 K; « is the von Karman constant set to 0.4; g, is the prescribed surface heat flux

that varies from H; to zero during the second hour of the simulations. Also, u, is the friction velocity defined by

u, = ((Uw)? + (v’w’)f)o'zs, (A2)
where (Uw’); and (V'w'); represent the planar-averaged momentum flux components at the surface layer. Four nonneutral cases with
combinations of different G and H, values are presented for comparison. The results reveal that instability decreases with time during the evening
transition in all cases; —z;/L decreases to zero with time since the surface heat flux also decreases to zero. In addition, the figure also shows that

a higher surface sensible heat flux causes greater instability while a higher geostrophic wind causes less instability. The boundary layer height, z;,
is also presented in Figure Al and suggests an increasing trend with time resulting from continuous addition of heat flux at the surface. Higher
values of both H; and G lead to deeper z; values, as would be physically expected.

—=-G=12m/s HS:0.01 K-m/s | 1000
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FIGUREA1 Comparison of the variation of stability state (left panel) and boundary layer height (right panel) during the second hour of simulation
time. Four cases with different combinations of G and H, values are considered [Colour figure can be viewed at wileyonlinelibrary.com]


http://www.mdpi.com/1996-1073/7/10/6527
http://www.mdpi.com/1996-1073/7/10/6527
https://doi.org/10.1002/we.2355
http://wileyonlinelibrary.com

1308 | LU ETAL

——WILEY

APPENDIX B: NEAR-WALL CHARACTERISTICS FOR THE NEUTRAL CASE

Figure B1 compares vertical velocity profiles with a log-law profile for all the neutral cases in order to examine the law-of-the-wall scaling. For
horizontal-averaged and time-averaged “total” wind speed, (U_T) (ie, Ur = VU2 + V2), the log law is written as follows:

89T H _~0.00 Kim/s 150 '
G=10m/s
o5 v G=12m/s
o G=15m/s
* O G=18m/s 1
S 1
< 20 1
= i
kS
~ 1
< |
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FIGUREB1 Comparison of horizontal- and time-averaged velocity profiles (left panel) and dimensionless velocity gradient, ¢,,(2) (right panel) for
the cases of H, = 0.00 K-m/s, with different geostrophic wind speeds [Colour figure can be viewed at wileyonlinelibrary.com]

Ur
Un _1 log Z. (B1)
u, K Zy
Since the initial boundary layer height, H;, is set to 500 m (and it grows marginally under neutral condition), the surface layer is expected no
higher than ~50 m (ie, 10% of H,). Thus, no more than 2 to 3 grid points are expected to lie within the surface layer based on the grid resolution
of ~28 m. The results show reasonable near-wall characteristics in the LES model employed. The dimensionless velocity gradient
z o(Ur)
P il VA

u, 0z (B2)

Om =

which should be equal to unity in the surface layer of NBL, is also presented in Figure B1.

In the literature, LES runs for NBLs are usually conducted for long periods of time (~30 h) so that the statistics converge properly. Since we
are interested in the evening transitional period, we could not extend our runs beyond a 2-hour period. In spite of this unavoidable limitation, our
results (including the “overshoot” behavior) are quite comparable with those in the existing literature.3435 We wish to emphasize that even with
a relatively coarse resolution of ~28 m, the dynamic SGS model (LASDD) was able to capture the expected log-law behavior.

APPENDIX C: LARGE-SCALE COHERENT STRUCTURE

Figure C1 shows coherent structures of the velocity fields in the longitudinal and vertical directions for the control case (G = 12 m/s, H; = 0.00
K-m/s). Cross-sections at a height, z=~100 m, are selected for both wind velocity components. In the U-wind field, a streaky structure is evident
parallel to the mean wind direction. More detailed discussions about such streaky structures can be found in Anderson et al.3%> For the vertical

wind field, the flow pattern is rather incoherent.

FIGUREC1 Visualization of velocity fields in the longitudinal (left panel) and vertical (right panel) directions for the control case (G = 12 m/s,
H, = 0.00 K-m/s), cross-sectioned at the height, z=~100 m [Colour figure can be viewed at wileyonlinelibrary.com]
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In this study, we used a spatial resolution of ~28 m where the effective temporal resolution is about 20 sec (~1/0.05 Hz based on Figure 18).

This resolution is not sufficient for the computation of coherence values at small scales.
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