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Given a high-dimensional data matrix A € R™>" approximate message passing (AMP) algorithms
construct sequences of vectors u’ € R v/ e R™, indexed by t € {0,1,2...} by iteratively
applying A or AT and suitable nonlinear functions, which depend on the specific application. Special
instances of this approach have been developed—among other applications—for compressed sensing
reconstruction, robust regression, Bayesian estimation, low-rank matrix recovery, phase retrieval and
community detection in graphs. For certain classes of random matrices A, AMP admits an asymptotically
exact description in the high-dimensional limit m,n — oo, which goes under the name of state
evolution. Earlier work established state evolution for separable nonlinearities (under certain regularity
conditions). Nevertheless, empirical work demonstrated several important applications that require
non-separable functions. In this paper we generalize state evolution to Lipschitz continuous non-separable
nonlinearities, for Gaussian matrices A. Our proof makes use of Bolthausen’s conditioning technique
along with several approximation arguments. In particular, we introduce a modified algorithm (called
LoAMP for Long AMP), which is of independent interest.

Keywords: message passing; compressed sensing; statistical estimation; random matrices.

1. Introduction

Over the past few years approximate message passing (AMP) algorithms have been applied to a broad
range of statistical estimation problems, including compressed sensing [18], robust regression [17],
Bayesian estimation [25], low-rank matrix recovery [24], phase retrieval [42] and community detection
in graphs [12]. In a fairly generic formulation,' AMP takes as input a random data matrix A € R”*"
and generates sequences of vectors #’ € R", v' € R™, indexed by ¢ € N according to the iteration

't =ATg (v — de ), (1)
v = Ae,(u') —b,g,_ (). 2)

! More general settings have also been developed, see for instance [21].
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2 R. BERTHIER ET AL.

Here g, : R — R™ and ¢, : R" — R" are two sequences of functions indexed by the iteration number
t that encode the specific application. The coefficients d,, b, € R are completely fixed by the choice of
these functions. For instance, assuming E{Aiz/.} = 1/m, we can use

1 1
da” = Edivgt(vt) , b= Ediv e,(u’). 3)

(A slightly different definition, that is more convenient for proofs, will be adopted in Section 3.) Here
divf(x) = Zi ;—f;(x) is the divergence operator.
As a concrete example, in applications to compressed sensing, AMP takes the form

8" =, (8" + AT, &)

ri=y—A8 +br. 5)

Here y = A0, + w are noisy measurements of an unknown signal 8;, A is a known sensing matrix, w is
a noise vector and 1, : R” — R”" is a general denoiser. This iteration can be shown to be a special case

of the above, via the mapping u'*! = 0, — (ATr' + ét), vl = w — r'. While earlier work was limited to
separable denoisers 7,, the results in this paper allow to treat a broad class of non-separable denoisers.
We will devote Section 7 to such general compressed sensing applications.

Apart from being broadly applicable, AMP algorithms admit an asymptotically exact characteriza-
tion in the high-dimensional limit m,n — oo with m/n converging to a limit, which is known as state
evolution. Informally, for any ¢ fixed, in the high-dimensional limit, &’ is approximately Gaussian with
mean zero and covariance I, while v' is approximately N(0, o”I,,). The variance parameters 77, o2
can be computed via a one-dimensional recursion.

State evolution was proved in [5] for the recursion (1) and (2) under the following two key
assumptions:

e A a Gaussian random matrix with i.i.d. entries (Aij)ism,jsn ~ N(, 1/m).

e The functions g,(-), e,(-) are separable2 and Lipschitz continuous.

This paper relaxes the second assumption and establishes state evolution for functions g,(-), ¢,(-) that
are Lipschitz continuous, but not necessarily separable. Our proof uses (as the original paper [5]) a
conditioning technique initially developed by Bolthausen [7] to study the TAP equations in spin glass
theory. A key difficulty with non-separable denoisers is that the iterates g, oh, & o, ..., g,(v") e R"
might be collinear and lie in a subspace of dimension smaller than #, for large m. This degeneracy (or a
similar problem with the e, h, e, w?), .. .¢,(u")) would cause a naive adaptation of the proof of [5] to
break down. In order to circumvent this problem without introducing ad hoc assumptions, we proceed
in two steps:

1. We introduce a random perturbation of the functions ¢,( - ), g,(- ). We prove that, with probability
one with respect to this random perturbation, the new iteration satisfies the required non-
degeneracy assumption.

2 We say that f : RY - RY is separable if f(x1,...,Xxg7); = fi(x;) for some functions f; : R — R.
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STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 3

2. We prove that both AMP and state evolution are uniformly continuous in the size of the
perturbation, and hence we can let the perturbation vanish recovering state evolution for the
original unperturbed problem.

Further, we obtain a streamlined proof with respect to the strategy of [S], by introducing a different
algorithm, that we call LOAMP (Long AMP). State evolution is proved first for LOAMP, and then the
latter is shown to be closely approximated by the original AMP. We believe that LOAMP is potentially
of independent interest and will be further investigated in [27].

In the rest of this introduction we will briefly describe two applications of AMP with non-separable
nonlinearities, and show how state evolution can be used to characterize its behavior. Both of these
are examples of generalized compressed sensing, cf. Section 7. We will then review some related work
in Section 2, and state our results in Section 3 (for the asymmetric iteration (1) and Section 4 (for the
analogue case in which A is a random symmetric matrix)). Proofs are presented in Sections 5 and 6.
In fact, we will first prove state evolution in the case in which A is a symmetric random matrix, and
then reduce the asymmetric case to the symmetric one. Finally, Section 7 applies the general theory
to compressed sensing reconstruction with a variety of denoisers. In particular, we derive a bound on
the convergence rate for denoisers that are projectors onto convex sets. Several technical elements are
deferred to the Appendices.

For a summary of notations used throughout the paper, the reader is urged to consult Section 5.1.

1.1 Vignette #1: matrix compressed sensing

We want to reconstruct an unknown matrix X, € R"'*" from linear measurements y € R™, where
y = AX). (6)

Here A : R"*™ — R™ is a Gaussian linear operator. Concretely y; = (4;,X,,) where A; € R"*"™ are
i.i.d. matrices with independent entries (4;), . ~ N(0, 1/m). This setting was first studied in [37] and
can be used as a simple model for system identification and matrix completion.

When X, has a low rank, the following AMP algorithm can be useful to reconstruct X, from
observations y:

XH=8(X'+ ATr'5,), (7
r'=y—AX")+bs", (®)

with initialization X° = 0. After ¢ iterations, the algorithm produces an estimate X’ and a residual r.
Here A" is the adjoint’ of the operator A,

1
b, = ZdivS(Xt_] + AP ), )

3 We can represent the action A(X) by vectorizing X as vec(X) € R, n = nyny. If A € R™*" is the matrix whose ith row is A;,
then A(X) = Avec(X). Then the adjoint AT corresponds to the transpose AT.
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Fic. 1. Matrix compressed sensing reconstruction using AMP: normalized mean square error as a function of the number of
iterations. Left: 30 x 30 matrices of rank 3. Right: 170 x 170 matrices of rank 17. Pluses (+): simulations. Solid line: state
evolution prediction.

and S(-;2) is the singular value thresholding (SVT) operator, defined as follows. For a matrix
Y € R"*™_ with singular value decomposition

nypAnp

Y—Zal”, (10)

the SVT operator yields

niAnp

S(¥:2) = D (0;— 1) up,]. a1

i=1

The divergence in Equation (9) can be computed explicitly using a formula from [11,14], see
Appendix A.1. The sequence of parameters (,),., can be chosen to optimize the algorithm perfor-
mance. -

Fixed points of this AMP algorithm are minimum nuclear norm solution of the constrainty = A (X).
This algorithm was implemented in Donoho (personal communication) and partly motivated the
predictions of [15]. A recent detailed study (and generalizations) can be found in [38], showing that
its phase transition matches the one of nuclear norm minimization, predicted in [15] and proved in
[1,34].

With a change of variables, the algorithm (7) and (8) can be recast in the general form (1) and (2)
with one of the functions being non-separable and given by the SVT operator (the change of variables
is described in Section 7).

In Fig. 1 we report the results of numerical simulations using this algorithm. We generated
X, € R">™ of rank r by letting X, = U VT for U € RM*", V e R"™*" uniformly random orthogonal
matrices, and computed m measurements y as per Equation (6). We took n; = n,, r = 0.1 - ny,
m = 0.65 - n n,. We chose the threshold parameter A, to be proportional to the noise level as estimated
via the residual [28]:

i1l

=2y (12)

610z Aenuer pz uo npa‘piojueis@yuiwdu Aq 809082S/ L ZoABIBIeWI/SE0 L 0 |/I0P/10BISqe-8|011iB-90UBApPE/IBIBLI/WOo9 dno olwapeae//:sdiy Wol) papeojumod]



STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 5

We plot the normalized mean square error as a function of the iteration number (with n = nyn, the
number of unknowns):

IX" = X, I

NMSE(t; n) =
X0 11%

13)

State evolution allows to predict the value lim
for ny =n, =170.

NMSE(#; n). The prediction is already very accurate

n— 00

1.2 Vignette #2: compressed sensing with images

We represent an image as a two-dimensional array x = (x; ;);<,, j<n,» Which we identify with its
vectorization vec(x) € R", n = nn,. In compressed sensing we acquire a small number of incoherent

measurements y € R™ according to
y=Ax+w, (14)

where A € R™*" is a known sensing matrix for which we assume the simple Gaussian model
(Api<m, j<n ~iia N(O,1/m) and w ~ N(O, o2l,) is noise.
A broad class of AMP reconstruction algorithms take the form

x=np,(x"+ATr), (15)
rl=y—Ax"+br!, (16)

where x0 = 0, n, : RM>*" — R™M*™M jg a sequence of image denoisers, and
1
b, = —divy,_, (x"" +ATF"). (17)
m

The compressed sensing reconstruction algorithm in [18] was a special case of this iteration with n,(-)
corresponding to coordinate-wise soft thresholding (in a suitable basis), hence leading to a separable
AMP. Several authors studied the same algorithm with non-separable denoisers, including Hidden
Markov Models [41,43], total variation and block thresholding denoisers [16], universal denoising [31],
and restricted Boltzmann machines [46]. As documented in these papers, a good choice of the denoiser
yields a significant performance boost over classical compressed sensing reconstruction methods, such
as £, minimization. State-of-the-art performances were achieved in [26] using block-matching and 3-D
filtering (BM3D) denoising [13].

Again, the iteration (16) and (15) can be put in the form (1) and (2) with a change of variables
described in Section 7. A non-separable denoiser 7, translates into non-separable nonlinearities g,, e,.

Here we use Non-Local Means (NLM) denoising [2]. Given a noisy image z, NLM estimates pixel
(i, j) as a weighted average of the pixels of z:

n@),;; = 2 ) Wik 6. @ 2 s
Y 2w W@

The weights W ;) i ;,(z) depend on the similarity between the patches in z centered around (k, /) and
(i, j), respectively, as well as on the distance between the two pixels. In a simple instantiation, we choose
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6 R. BERTHIER ET AL.

apatch size L € N_, arange R > 0 and a precision parameter & > 0. For a position (k, /) in the image,
denote by P ; (z) the subimage of z (or patch) centered in (k, /), of size L x L. Then

2
|P4sy@ = P @ ”2) _ (19)

Wikn.i.p@ =Ly, p-wii<r P (— [E7%

In other words, NLM averages patches that are similar to each other. The recent paper [26] studies this
algorithm and demonstrates good performances.* Here we carry out similar simulations to demonstrate
the accuracy of the state evolution prediction. At each iteration we can choose three parameters: L,, R,
and h,. We fix L, = 7, R, = 11 and adapt £, to the noise level. The theory developed in the next sections
suggests that ||r'||,/+/m is a good measure of the effective noise level after ¢ iterations. We therefore set

il

h,=0.9 ,
t ﬁ

(20)

where the coefficient 0.9 was selected empirically.

One difficulty is to compute the divergence of NLM denoisers divn,. Rather than computing
explicitly the divergence from Equations (18) and (19), we use a trick suggested in [36]. The trick
is based on the formula

div,(x) = lim B [<z é (n,(x + £Z) — nt(x))>] . Z~N(Q.I,). @1

Rather than taking the limit, we fix ¢ very small and evaluate the expectation by Monte Carlo. In high
dimensions, concentration of measure helps and it is sufficient to use only one or a few samples to
approximate the integral.

In Fig. 2, we demonstrate the algorithm performance for an image of size 170 x 170 (i.e. n; = n, =
170) with m = 0.5 - n,n, measurements and noise level o, = 0.034 - [|x,l,/+/170. For each iteration
t € {0,1,2,3,4}, we show the estimates x’ + ATrt (left column) together with the denoised versions
xHl = n(xt + ATr? (right column). In Fig. 3, we report the evolution of the normalized square error
NMSE(t;n) = ||x' — x0||§ / ||x0||%, as a function of the number of iterations. State evolution appears to
track very closely the simulation results.

2. Further related work

AMP algorithms are motivated by ideas in spin glass theory, where they correspond to an iterative
version of the celebrated Thouless-Anderson-Palmer (TAP) equations [7,45]. They can also be derived
from graphical model ideas, by viewing them as approximations of belief propagation [23,28]. In both
of these cases, the AMP nonlinearities turn out to be related to conditional expectation with respect
to certain prior distributions. The theorems proved here apply more broadly, as demonstrated by the
example in Section 1.2.

4 While performances are obtained in the same paper using BM3D denoising [26], we consider NLM here because of its
simplicity.
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STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 7

FiG. 2. Compressed sensing reconstruction of Lena using NLM-AMP, at undersampling ratio m/n = 0.5: iterates x +ATp! (left
column) and xT! = ne(x? +ATr’) (right column) for 7 € {0, 1,2, 3, 4}. (Details in the main text.)

The state evolution analysis of [S] was generalized in a number of directions over the past few
years. State evolution was proven to hold for matrices A with i.i.d. sub-Gaussian entries in [4], under
the assumption that the nonlinearity is a separable polynomial. The proof of [4] is based on the moment
method, and hence is entirely different from the one presented here. Several generalizations of the
basic iteration (1), (2) were studied in [21]. The framework of [21] allows to treat some classes of
matrices with independent Gaussian, but not identically distributed entries, as well as algorithms in
which u’ € R"k y! € R™*k are matrices with k fixed as m,n — oo.

A generalization of AMP to right-invariant random matrices was introduced and analyzed in
[29,39], using the conditioning technique also applied here. This allows to treat classes of matrices
with dependent entries and potentially large condition numbers. In the same direction, [9,32] develops
iterative algorithms analogous to (1) and (2) for unitarily invariant symmetric matrices and for
compressed sensing. The analysis in these works is based on non-rigorous density functional methods
from statistical physics.

All results discussed above are asymptotic and characterize the limit m,n — oo with m/n converging
to a limit. Nevertheless, the conditioning technique does rely on central limit theorem and concentration
of measure arguments and, as demonstrated in [40], it can be sharpened to obtain non-asymptotic results.
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8 R. BERTHIER ET AL.

normalized mean square error

number of iterations

FI1G. 3. Compressed sensing reconstruction of Lena using NLM-AMP. Red pluses (4): evolution of the normalized square error.
Blue line: state evolution prediction.

Finally, a recent paper by Ma et al. [30] states a theorem establishing state evolution for compressed
sensing reconstruction via AMP with a non-separable sliding-window denoiser. The result of [30] is
not directly comparable with ours, since it concerns a special class of non-separable nonlinearities, but
provides non-asymptotic guarantees.

3. Main results

In this section we state our main result for the asymmetric AMP iteration of Equations (1), (2). A similar
result for symmetric AMP will be stated in Section 4 (and proven in 5).

3.1 Definitions

. . . P ..
For two sequences (in n) of random variables X, and Y,, we write X, ~ Y, when their difference

converges in probability to 0,i.e. X, — Y, o

For K = (K )<<, @1 X  covariance matrix, we will write Z',...,Z" ~N@,K ®I,) to mean
that Zl, ...,Z" is a collection of centered, jointly Gaussian random vectors in R", with covariances
E[Z5(Z" "] =K, I, for 1 <s,r <t

For k € N_ and any n,m € N_, a function ¢ : R" — R™ is called pseudo-Lipschitz of order k if
there exists a constant L such that for any x,y € R”,

i (x) — ¢ Wl Il \ ! (nynz)"‘] Ix =yl
T <L 1+(ﬁ) + NG T (22)

L is then called the pseudo-Lipschitz constant of ¢. Note that this definition is the same as introduced
in [5], apart from a different scaling of the norm || - ||,. The normalization factors are introduced to
simplify the analysis that follows. For k = 1, this definition coincides with the standard definition of
a Lipschitz function, for mapping between the normed spaces (R”, || - |l,/+/n) and (R™, || - |I,//m).
In this case L is the Lipschitz constant of ¢.
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STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 9

A sequence (in n) of pseudo-Lipschitz functions {@,},cn_, is called uniformly pseudo-Lipschitz of
order k if, denoting by L,, is the pseudo-Lipschitz constant of order k of ¢,, we have L, < oo for each
n and limsup,_, . L, < oo. Note that the input and output dimensions of each ¢, can depend on n.
We call any L > limsup,,_, ., L, a pseudo-Lipschitz constant of the sequence.

3.2 State evolution

Fix § > 0 and consider a sequence m = m(n) € N such thatm/n — § asn — oo. For all n, we are given
two sequences of (deterministic) functions, {e, : R" — R"}, . and {g, : R" — R™},_, as well as a
sequence of (deterministic) vectors, u® = u®(n) e R, and a sequence of random rectangular matrices
A =A(n) e R™",
We next list our assumptions (we refer to Section 5.1 for a summary of notations used in the paper):
(B1) A has entries (A;) ;< j<n ~iig N(O,1/m).
(B2) For each t € N, the functions ¢, : R" — R", g, : R” — R™ are uniformly Lipschitz (where
uniformly is understood with respect to n).

(B3) |lu° ll,/+/n converges to a finite constant as n — 0.

(B4) The following limit exists and is finite:

Yo = lim l(e @), ey @®)) (23)
00 = Hm —{eo).olu)).
(BS) Foranyte N_gand any s > 0, the following limit exists and is finite:

1
lim —E[(e,@"), ¢,(2))], (24)

n—oo m
where Z ~ N(0, sI,).

(B6) Foranys,te N_jandany S e R2%2_§ = 0, the following limits exist and are finite:

1

Jim —E (e (Z),,Zy)]. (25)
1

Aim —E [(g,(Z3). 8,(Z)]; (26)

where (Z,,Z,) ~ N(0,S ®1,) and (Z5,Z,) ~NO,S®1,).

The technical Assumptions (B4), (B5) and (B6) allow to define two doubly infinite arrays, (X ,); o

and (T; ), .-, through the following recursion, known as state evolution. -
We set 20,0 using Assumption (B4). Then for each # > 0, given (7} ,) <, <, and (X, )o<; ,<;» WE

compute (T;,) 1 <5 <41 a0d (Z;,)o<g -<;41 Using the following iteration: o

o Set(Z2,....ZL) ~N(0,(Z,, )<y <; ®I,) and define

. 1
Tipi541 = Tyop1 41 = lim —E [(gs (Z;) » 81 (Zzty))]’ O<s<t @27

n—oo m

This defines the array (7,) g <;41-
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10 R. BERTHIER ET AL.

o SetZ?=uland (Z],...,Z"") ~ N(O,(Ty,)| <5 <141 ®1,) and define

1
Tty =S = lim —E [<e (25) . e,4 (z’jl))], 0O<s<r+l. 28)

n—o00 m

This defines the array (X ,)o<s <41

We will refer to the arrays (X ), .~ and (T ), .~ as to the state evolution iterates (and sometimes
simply state evolution) and denote them by (T, ,, X, | ;. g, u®} to make explicit the nonlinearities and
initialization.

The state evolution characterizes the AMP iteration of Equations (1) and (2), which we copy here
for the reader’s convenience:

ul+1 =ATg,(V[) _ dtgl(ul)’ (29)
v =Ae,m') —b,g,_ 'Y, (30)

where the initial condition is given by u°, and we let g_ 1(+) = 0 by convention. Further, we use the
following expression for the memory terms (which we shall refer to as ‘Onsager terms’, following the
physics tradition):

1 1

d,=—E[divg, (Z.)]. b,=—E[dive,(Z.)], (€1))

m m
where Zf, ~ N(O, Z‘t,tl ) and Z’r ~ N(O, Tt,tI »)- We denote the asymmetric AMP iterates W, "t)tzo by
W' v'e,g,u’}.

We are now in position to state our main result.

THEOREM 1 Under Assumptions (B1)-(B6), consider the asymmetric AMP iteration {u’,v'| €, 8 uO}
along with its state evolution {TSJ, Es,tl e 8 uo}. Define for all n,

(ZS., “e ,Z(t)-_l) ~ N (07 (Es,r)()gs,rfl—l ® Im)’ (32)
(Z1,....ZL) ~N(0,(Ty,) <y, ®T,), (33)
such that the two collections, (Zg, . ,Zf;l) and (Zl, . ,Z’T), are independent of each other. Assume

further that X, ..., %, _y,_, Ty 4,..., T, > 0.
Then for any deterministic sequence ¢, : (R” x R")" x R” — R of uniformly pseudo-Lipschitz
functions of order k,

P
(@00 u' v v ) = E[q&n(uo,zg,zl,z},,...,Z{;‘,zf,)]. (34)

The proof of this theorem is presented in Section 6 and is obtained by reduction to the symmetric
case, which is treated in the next section.

Let us emphasize a difference with respect to earlier work. In [5,21], the state evolution iterates are
not two-dimensional arrays, but sequences describing the asymptotic variances of the iterates. Here the
arrays of (X ), =0, (Ts,)s >0 describe the asymptotic covariances across AMP iterates, as asserted by
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STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 11

Theorem 1. Applications in [6,17] illustrate the usefulness of controlling covariances as well. Notice
the diagonals Zt’,, t > 0 and T,,t, t > 1 correspond to the more standard state evolution iterates of
[5,21]. The description given above implies that these diagonal elements can be computed through a
simple one-dimensional recursion (which generalizes in the obvious way the recursion of [5]), without
computing the off-diagonal elements. Namely,

. 1

Tip1p01 = nlggo ZE [(gt (Zf,) > 8¢ (Zfr))]’ Zir ~N (O’ 2 'Im)’ (35
. 1

i1 = nlggo njE [<€z+1 (Z’,“),em (ZtrH))]’ er+1 ~N (O’ Tiy141 'In)- (36)

As mentioned above, we use Equation (31) to define the coefficients b,, d, because this simplifies
the proofs. In practice, this definition is replaced by an empirical estimate, e.g. as in Equation (3). State
evolution follows for these versions of AMP provided such estimates of b,, d, are consistent.

CoROLLARY 2 Consider the modified AMP iteration whereby Equations (29) and (30) are replaced by

At+1 T (at q At
at' =ATg, (") —d,e,@"), (37)
b = Ae,@') —b,g,_, " 38
vV = et(u ) tgt_l(v )’ ( )
with the initialization #° = u°, where 6: = 6t(fl0,f10, . ,f)t_l,ftt) and at = 8,(120,90, .. ,flt_l,ﬁt,f/t)

are two estimators of b,, d,. Assume the same conditions as Theorem 1. If for each ¢, 6,( ), a,( -) are
such that

A0 A el s P A0 A i1 nt apl P
bl(uo,vo, LR ah = b,, dt(uo,vo, TR al ey ~ d,, 39)
then the iterates (@', f)’),zo satisfy state evolution, namely Equation (34) holds with (&', vt)t20 replaced

by @', 9"),5-

The proof of this statement is deferred to Section 6.
Two choices of b,, d, that satisty the assumptions are as follows:

e The empirical values
. 1 . ot A 1. t
b, = —dive,@’), d,= —divg,0"). (40)
m m
By Theorem 1, if dive,(-)/m, div g,(-)/m are uniformly pseudo-Lipschitz, then the assumptions

of Corollary 2 hold, and hence we can apply state evolution.

e As an alternative,

<@l e @) 4 (8,00
b, = v > 4= +2 1)
mlla'|3 V113

Consistency follows (for e,(-), g,(-) uniformly Lipschitz) from Theorem I and Gaussian
integration by parts (in particular, Stein’s lemma; see Lemma C.2).
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12 R. BERTHIER ET AL.

4. Symmetric AMP

For all n, we are given a (deterministic) vector x% € R" and a sequence of (deterministic) functions
{f, : R" - R"},_y. These will be referred to as the setting {x°,f,}. Given a sequence of (random)
symmetric matrices A = A(n) € R"*", we consider the following symmetric AMP iteration

X =Am' —bm'!, 42)

m' = f(x"), 3)

for ¢ € N, with initialization x° (and m~! = 0). Here
1 . .
b, = ~E [divf,(Zh], (44)

where Z' ~ N(0,K, I,) and K, will be defined via the state evolution recursion below (see, in

particular, Equation (48)). We denote this AMP recursion as {x',m’| ft,xo}, to make explicit the
dependence on the setting.

We insist on the fact that A, f; and x0 depend on n. However, we will drop this dependence most of
the time to ease the reading.

We make the following assumptions.

(A1) A is sampled from the Gaussian orthogonal ensemble GOE(n),i.e.A = G + G' for G € R™*"
with i.i.d. entries G, ~ N(, 1/(2n)).

(A2) ForeachteN,f, : R" — R”"is uniformly Lipschitz (as a sequence in n).
(A3) |x° ll,/+/n converges to a finite constant as n — oo.

(A4) The following limit exists and is finite:

(fo (x°).fo (x°))- (45)

1
K,; = lim —
’ n—oon

(A5) Foranyt e N_jandany s > 0, the following limit exists and is finite:

tim “E[(f,(+).£,(2))]. (46)

n—oon

where Z € R", Z ~ N(0, sI,)).

(A6) Foranys,reN_gandanyS e R2%2 S = 0, the following limit exists and is finite:

1
Jim 2B [1,@.))] “

where (Z,Z') € (R")?, (Z,Z') ~ N(0, S ®1,).

Given assumptions (A4), (A5) and (A6) we can define a doubly infinite array (Ks,r) sl via a state
evolution recursion as follows.
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STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 13

The initial condition K, ; is given by assumption (A4). Once K" = (K.)g.r<; 1s defined, let
(Z',...,Z" ~N(,K® ® ) and define, for 0 < s < 1,

1
Kiprspr = lim ~E[(£Z./@D)]; (48)

where it is understood that Z° = x° and K| 141 = Ky g41 18 fixed by symmetry. We will refer
to (K;,)s,>1 as to the state evolution iterates, and we will emphasize their dependence on the setting
denoting them by {K{ | f,,xo}. The Onsager term in Equation (42) is defined as per Equation (44), with
Z' ~N(0,K, [I,) and K, , given by state evolution.

We can now state the following state evolution characterization of symmetric AMP, which is
analogous to Theorem 1.

THEOREM 3 Under assumptions (A1)—(A6), consider the AMP iteration {x', m’|f,, x%}. Define for all n,

(2,2 ~N(0.(K,,), oy ©1,) (49)

Assume further that K, ;,...,K;, > 0. For any sequence of uniformly pseudo-Lipschitz functions
{$, - R - R},

6, (0x!, xR [¢n (xo,zl,...,zf“)] . (50)

The proof of this theorem is presented in Section 5. We also note that an analogue of Corollary 2
applies to this case as well and b, can be replaced by a consistent estimator b,.

5. Proof of Theorem 3 (symmetric AMP)

In this section we prove Theorem 3 using a sequence of lemmas, whose proofs are postponed to
Section 5.5. We will also try to motivate the main steps. Throughout this section and the next,
assumptions (A1)—(A6) hold.

5.1 Notations

We generally denote scalars by lower case letters, e.g. a, b, ¢, vectors by lower case boldface, e.g. a, b,
¢, and matrices by upper case boldface, e.g. A, B, C. We also use the upper case to emphasize that we
are referring to a random variable, and—with a slight abuse of the convention—upper case boldface for
random vectors.

For two random variables X and Y and a o-algebra &, we use X|g L ¥ to mean that for any
integrable function ¢ and any G-measurable bounded random variable Z, E[¢ (X)Z] = E[¢(Y)Z]. In

o o . .. . . d
other words, X is distributed as Y conditional on &. If G is the trivial o -algebra, we simply write X = Y,
i.e. X is distributed as Y.

For two vectors x,y € R", we denote their inner product by (x,y) = >, x;y; and the associated
norm by ||x|,. For two matrices, X, ¥ € R™*", (X,Y) = Tr(X"Y) is their scalar product when viewed
as vectors.

We use I, to denote the n x n identity matrix. We use o0,,;,(Q) and o,,,,, (@) = |||, to denote
the minimum and maximum singular values of the matrix Q. For two matrices, @ and P, of the same
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14 R. BERTHIER ET AL.

number of rows, [@|P] denotes the matrix by concatenating Q and P horizontally. For any matrix M,
we denote the orthogonal projection onto its range P,, and we let PAL,I =1 — P;,. When M is an empty
matrix, Py, = 0 and Py; = I. When M has full column rank, P,, = M(M"M)~'M".

Iff : R" — R"is a Lipschitz function, it is almost everywhere differentiable (w.r.t. the Lebesgue
measure), and thus we can define almost everywhere the quantity

n af
divfe) = » L), 51
f@) Zl o ® (51
where f;(x) is the ith coordinate of f(x).
We say that a sequence of events, which depends on n, holds with high probability (w.h.p.) if it holds
with probability converging to 1 as n — oo.

We define the Wasserstein distance (of order 2) between two probability measures p and v as
W, (,v) = inf E[ (X = 1)?]"?, (52)
X.Y)
where the infimum is taken over all couplings of w and v, i.e. all random variables (X, Y) such that
X ~ pand Y ~ v marginally.

5.2 Long AMP and proof outline

The main idea of the proof is to analyze a different recursion than the AMP recursion (42) and (43).
This new recursion satisfies the conclusion of Theorem 3 and will be a good approximation of the AMP
recursion in the asymptotic n — o0. It is defined as follows:

pitl = Pé{_lAPéi_lq’ +H,_ o, (53)
q =f,h"), (54)
where at each step ¢, we have defined
Q= [qolq‘I e Iq"l] , (55)
—1
o =(QL,0.1) QL4 (56)
H_, = [hl 2| |hf] . 7)

The initialization is ¢° = f;,(x°) and h! = Ag°. This recursion will be referred as the Long AMP
recursion, or LOAMP {h', ¢'| f,,x°}.

Note that for the LOAMP recursion to be well defined, the matrices Q;r_ 1 Q,_, must be invertible, that
is to say the family qo,ql, . ,q"l must be linearly independent. This has no reason to be true, since
q* = f,(h*) and f, is a generic sequence of Lipschitz functions (satisfying assumptions (A4)—(A6)). For
instance, if all f, s = 0,...,7 — 1, have images included in a same subspace of dimension lower than
t, this cannot be true. This difficulty leads to some technicalities in the proof. However, we will start
by studying the case where Q;r_ 10, is invertible, with o, (Q,_1)/+/n > ¢, > 0, for n large enough,
where c, is a constant independent of n. More formally, we make the following assumption.
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STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 15

Assumption (non-degeneracy): We say that the LoAMP iterates satisfy the non-degeneracy assump-
tion if
e almost surely, for all # € N and all n > 1, Q,_; has full column rank;

o foralltr € N_), there exists some constant ¢, > 0 -independent of n- such that almost surely, there
exists n, (random) such that, for n > ng, 0,,,(Q,_;)/+/n > ¢, > 0.

At this point we introduced all the basic concepts needed for the proof, and it is useful to pause in
order to describe the proof strategy:

Step 1. We prove that state evolution (namely, a version of Theorem 3) holds for LoOoAMP under
non-degeneracy. This proof is outlined in Section 5.3, with technical lemmas proved in

Section 5.5.
The proof proceeds by induction over the number of steps ¢. The induction hypothesis at step
t effectively captures the joint distribution of vectors xo,hl, ...,h". In order to obtain the

conditional distribution of A*! given the previous iterates, we use an exact characterization
of the conditional distribution of A given the past x°, h',... h'. Thisis possible thanks to the
fact that A is Gaussian.

Step 2. We prove that LOAMP iterates are well approximated by AMP iterates, and hence state evolu-
tion also holds for AMP under the non-degeneracy condition, cf. Lemma 6 and Theorem 7.

Step 3. We then consider general nonlinearities f;( - ) (no non-degeneracy assumption) and define the
perturbation ffy( ) =f()+ ey’, where the vectors ( y’)t>0 are i.i.d. standard normal. We
prove that, for any fixed & > 0, the non-degeneracy assumption holds for this perturbed
iteration with high probability, and hence an analogous of Theorem 3 holds for this case (cf.
Lemma 9).

Step 4. We prove that AMP at ¢ > 0 is approximated by AMP at ¢ = 0 (i.e. the unperturbed case) up
to an error that vanishes as ¢ = 0, uniformly in n, cf. Lemma 12. Analogously, state evolution
at ¢ > 0 is well approximated by state evolution at ¢ = 0, up to an error that vanishes as
& — 0, cf. Lemma 11. Using these approximation results, we establish state evolution for the
general case.

5.3 The non-degenerate case

The LoAMP recursion is of interest because it behaves well with Gaussian conditioning, so that the
sequence of iterates becomes easier to study. The following lemma makes this idea explicit.

LEmMMA 4 Consider the LOAMP {h', ¢'| ft,xo} and assume it satisfies the non-degeneracy assumption.
Fix t € N_,. Let &, be the o-algebra generated by h',....h" and denote g, = Pét_lql and

r __
g, =Pgy,_,q" Then
1 d p1 3
h'ls, = Pg_Aq) +H,_d', (58)

where A is an independent copy of A.

Here, we decompose h'*! as a sum of past iterates h',....h" and of a new Gaussian vector
Pél_lAq’J_, whose conditional law knowing the past G, is well understood. The key property is that
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16 R. BERTHIER ET AL.

we have replaced A by a new matrix A decoupled from the past iterates. This enables us to show that
the sets of points ¢°,¢', ..., ¢" and k', k%, ..., h"*! have asymptotically the same geometry and that the
conclusion of Theorem 3 holds for LoOAMP. The following lemma gives a precise statement.

LeEMMA 5 Consider the LoAMP {h', ¢'| ft,xo} and suppose it satisfies the non-degeneracy assumption.
Then

(a) Forall0 <s,r<t,
1 P11,
1 <hs+l,hr+]> ~ (q_s’qr)' (59)
n n
(b) For any ¢+ € N, for any sequence of uniformly order-k pseudo-Lipschitz functions {¢, :
(RM*2 - R},
p
¢, (0", .. W) = E[g,(x%,Z',.... 2], (60)
where
@',....Z2*) ~N (o, (o) pern ®1n) . 61)
Here the state evolution {K{ | £,,x"} is described in Section 4.

To conclude that Theorem 3 holds in this case, we only need to show that LoAMP is a good
approximation of AMP.

LemMA 6 Consider the AMP {x', m'| f,,x°} and the LoOAMP {h’,q'| f,,x"}. Suppose the LoOAMP satisfies
the non-degeneracy assumption. For any ¢ € N,

1 P 1 P
%Hh’“ —x*, ——0 and T lg' —m'|, —o0. (62)

Wrapping things together, we have shown the following weaker form of Theorem 3.

THEOREM 7 Assume (A1)—(A6) and that the LOAMP iterates satisfy the non-degeneracy assumption.
Consider the AMP {x', m!| f,,xo}. For any sequence of uniformly order-k pseudo-Lipschitz functions
(¢, : R = R},
P
¢, (% x!, . xT) = E[g, (0,2, ...,Z2"h)], (63)

where

(' 2% ~N(0.(K,,), ey ®1,) (64)

5.4 The general case

To treat the case where the matrix Q,_; is ill-conditioned, we add a small perturbation to the functions
f, so that the perturbed AMP behaves well. We then make sure that the perturbed AMP approximates
well the original one.

A convenient way to implement this program is to perturb randomly the functions. We then show
that, almost surely, the perturbation has the required properties (A4)—(A6). Specifically, consider

GO =HG) +e, (65)
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STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 17

where € > 0 and y°,y!,y?,... are generated as i.i.d. N(0,1,), independent of the matrix A. The
perturbation vectors y°,y!', y2, ... are called collectively as y for brevity.

LEMMmA 8 Almost surely (w.r.t. y), the setting {x°, ffy } satisfies assumptions (A4)—(A6). As a
consequence, we can define an associated state evolution {K | ffy,xo}:

2

1
K= lim /5" () [

n—oon

(66)

and once K¢ = (K;r) is defined, take (Zé’l, o Z5 ~ N(0, K€ ®1I,,) independently of y and define

s, r<t
1
€ 1 - €y (.0 €y €,
K = lim ~E[(fy" )./ (2) )], (67)
. 1 €y
K = Jim ~E ({75 (2).f7 ()] (68)
where the expectations are taken w.r.t. ZE’I, ...,Z%" but not y. Moreover, the resulting state evolution is

almost surely equal to a constant, thus justifying that we drop the dependence on y in K ,.

LEMMA 9 Denote as in | the matrix associated with the LoOAMP iterates {h * g £, x0), according
to Equation (55). Assume € > 0. Then as soon as n > ¢, almost surely the matrix fo | is of full column
rank. Furthermore, there exists a constant ¢, > 0—independent of n—such that almost surely, there

exists n, (random) such that for n > ng, 0,,;,(Q5” ) //n > Cre-

The last two lemmas imply that almost surely, we can apply Theorem 7 to {f;” }r0- The next three
lemmas quantify how this result approximates our original one.

Lemma 10 Let {¢, : (R")" — R}, be a sequence of uniformly pseudo-Lipschitz functions of order
k. Let K, K be two ¢ x t covariance matrices and Z ~ NO,K®1,),Z ~N(O,K®1I,). Then

lim sup |El¢,(2)] — El¢,(2)]| = 0. (69)
K—Kn>1

LeEmMA 11 Foranys,t > 1,K{, — K, ,.
7 e—0 ’

LemMA 12 Consider the AMP iterates in two different settings, {x, m'| f,,x°} and {x**', m®>*'| £, x°}.
Assume further that for some 1 € N, K;,,...,K;; > 0. Then there exist functions /,(e), hy(e),
independent of n, such that

lim h,(€) = lim K(e) = 0, (70)
e—0 e—0

and for all € < 1, with high probability,

% [m®" =m'], < hice). 7D
% e — x|, < hyce). (72)
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18 R. BERTHIER ET AL.

Proof of Theorem 3 The proof combines three elements that follow from the previous lemmas:

e Thanks to Lemmas 8 and 9, almost surely w.r.t. the perturbation yo, yl, ..., the assumptions of
Theorem 7 are satisfied for the perturbed setting {x’,f”}. We get that a.s., for any sequence of
uniformly pseudo-Lipschitz functions {¢,, : R 5 R},

(0 xnt xer ) L gfp (x0, z6 | zerH)], (73)

where Z¢!, ..., Z¢H ~ N(O, (K0 s<r+1 ® I,,). To obtain the desired result, we shall take the
limit e — O, the technicalities of which are presented in the following two elements.

o LetZz!,...,Z"! ~ N(O, (K, 9)rs<r+1 ®1,). Since, by Lemma 11, the perturbed state evolution
converges to the original one when € — 0, so we can apply Lemma 10 to get

—0. (74)

su
P e—0

n>1

Elg,(xz¢,. ..z )] - E[¢,(x°,Z2',...,2")]

e Using that ¢, is uniformly pseudo-Lipschitz of order k and the triangle inequality,

¢n(x0,x1,...,xt+l) - ¢n(x0,x6y’l, . ,xéy”“)‘ (75)

[ ey e e IIxG“—x’Hz
SLC](k,t)(l k=072 Z 2k=1)/2 Z k= 1)/2) ’ (76)

where here C;(k, 1) is a constant depending only on k and 7. Lemma 12 ensures that w.h.p. [lx€> —

xi||2 //n < h;(€). We also know by assumption (A3) that ||x0||2 /+/n converges to a finite limit.
Furthermore, one can use Theorem 7 to bound w.h.p.

. k=1 . k=1
I o [ Pl il AP L ol [ A Ty
W—D/2 = T G-D)2 WG—D/2 T T G=D/2 <M |( H o) sr<t+lH op
mn
Finally, using the triangle inequality, w.h.p.,
= =] e — ¥
i < GO\ e + (78)
<C, (H H (k—1)/2 P14 h-(e)k_l) (79)
4 S,r sr<t+1 t ’
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Putting things together, we get w.h.p.,

¢n(x0,x1, ... ,xH'l) — qbn(xo,xey’l, .. ,xéy”H)‘ (80)
Genp t+1

< LCs(k 1) (1 + H (K)o rerr Hop + Zhi(e)k—l)zhi(e). @D
i=1 i=1

As this upper bound converges to 0 as € — 0, we have for any 1 > 0,

lim lim sup Pr ( ¢n(x0,x1, ... ,x""l) -9, (xo,x‘y’l, ... ,xey”‘*‘l)‘ > 77) =0. (82)

e—0 n— oo

Let us now combine the three elements together. Let n > 0. We have the following:

Pr( ¢n(x0,xl,...,xt+l) —-E [d)n(xo,Zl, ... ,ZI'H)]’ > n) (83)
0 .1 +1 0 eyl eyi+1 n

§Pr(¢n(x X xt) — g, (L )‘25) (84)

+Pr( B, (60,3, x ) B [g, (0,29, 2 ]| 2 g) (85)

+H{‘E[¢n(x°,lé'l """" Z"’“)]—IE[(ﬁn(xo,Zl ..... Zt+1)]‘2n/3}. (86)

Taking lim sup as n — oo, the second term vanishes because of (73):

lim sup Pr ( ¢n(x0,xl, ... ,xH'l) —E [qbn(xO,Zl, ... ,Z’H)]‘ > n) (87)
n— oo
< limsupPr( ¢n(x0,xl,...,x’+l) — ¢n(x0,x6y’l, . ,xey”H)‘ > ﬁ) (88)
n— oo 3
F Lsup, [Bpn (6025 . 29 |-E[gn (021 2] [20/3) (89)

Because of (82) and (74), this upper bound converges to 0 as ¢ — 0. We can then conclude that

50 (90)

n—oo

¢n(x0,x1, . ,xt+1) —-E [d)n(xo,Zl, . ,Zt+1)]

610z Aenuer pz uo npa‘piojueis@yuiwdu Aq 809082S/ L ZoABIBIeWI/SE0 L 0 |/I0P/10BISqe-8|011iB-90UBApPE/IBIBLI/WOo9 dno olwapeae//:sdiy Wol) papeojumod]



20 R. BERTHIER ET AL.

5.5 Proof of the Lemmas

5.5.1 Proof of Lemma 4 The claim for t = 0 is immediate from the fact that & is the trivial
o -algebra and PéH =1I,. Fort > 1, let us rewrite (53) as

Wt =Aq), —P, Aq| +H, o 1)

~ ~T =~ 1
=A¢' =0, (0-10,m1) YLidL+H,_ e, 92)

where ¢', = Pét_lqt, Qt_l =[q%1q}1... |qj__l] and ¥Y,_, = [yOly'|...|y"""] withy* = ATq‘j_ =Aq’.
Here we use the fact that P, | = Pp . Notice that

W =h' 93)
~ ~T = -1
Y=t 40 (0,0,) Vg -H o 94)

for any s > 1. Also, H,_;, Q,_, and Q, , are & -measurable for I < s < ¢ Then a simple
induction yields that ¥,_, is &,-measurable. Hence, to find A|g, , conditioning on &, is equivalent

to conditioning on the linear constraint AQ,_, = ¥,_,. As shown in [21, Lemma 3] and [5, Lemma 10],

Alg, 4 E[A|G,] + P, (A), where A L4 independent of &, and P, is the orthogonal projector onto the
A A~ A ~T

subspace {A € R"*"|AQ,_, =0,A=A }:

L L 1 L

E[A|6t] =A _PQt—lAPQz—l =4 _PQrflAPQz—l’ 95)
1) _ pl 1pl _ pl 1pl

Py (A) =P, AP, =P; AP, (96)

where we use Pg = PéH. Then from (53),

d ~
hWtl|s, = P5 AP g +H, o 97)

: L L _ pl L L L —
sinee PQH EMK;I]PQ;A - PQtfl “- PQt—lAPQt—l )PQtfl =0. 0

5.5.2 Proofof Lemma5 We prove the results by induction over t € N. Let the statement for ¢ be H,.

Proof of #y. Recall thath' = Aq°. Then (a) follows immediately from Lemma C.4, and (b) is from
Lemmas C.4, C.6, C.8.

Proof of H;. We assume H,, ..., H,_, hold and prove H,. First note that o' ﬁ o"* a constant
vector in R’, using H,_, (b), Lemma C.5 and the non-degeneracy assumption.
(a) We only need to prove the claim for r = t.
Consider the case s < . Since B*t! and (q°,q") are &,-measurable, by Lemma 4,

((hS'H,hH_l) _ <qs’qt)) ‘6 d <PJQ_,_1hS+1’Ath_> + <H;r_1hs+1’at> _ (qs,ql>- 98)

t
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Note that by H,_, (a), n||HT R A %) 0 . Hence,
n o

% ‘<H;F_]hs+l,az> _ (qs,q,)‘ _ % <H;_lhs+1’at> _ <PQ’_Iqs,qt>)
(99)
1
— Z <H;I'_1hs+l _ Q;I'_lqs’ at> (100)
< |HL et~ ol Jof], —2> 0 (1o1)
n n—oo

P . . . . . ~
where we use o' —= a’* (which holds by the induction hypothesis). Furthermore, since A
n o0

is independent of ¢', and Pét_lhﬁ'l, by Lemma C.4,

50 (102)

n—oo

1 ~
s+1 t
n ‘<PQt 1hA ’Aql>

since - ||h5+1 I, and % llg"|l, concentrate at finite constants by H,_ (b) and Lemma C.5 and
1P, |h5+‘ Iy < 1B 00 llg', Iy < llg'll,. It follows that L (m*+1, ity & Ligt.q").

Consider the case s = t. Since ¢’ is &,-measurable, by Lemma 4,

1 2
(e o= 10) |o. & 2o A+ 2{po gt so)+ oo~ o
(103)
2 . 2
= |P5_Ad. |, +2(Aq\ P H e+ (e B H, )= ]
(104)
Again, - <Aq l,Pé H [_lou> LN 0. By independence of A and Lemma C.4, we get
=1 n— 00
Lo = 47 1 t 1 < 4 |? )9 L2
p HPQr—l i,= )A‘h . HPQt—lAqJ- , =il (105)
Using H,_, (a) and that o' s atr,
n—oo
1 P
et (ol H L~ 00 ) ) 20 (106)

2
Notice that <oc’, Q;r_lQl_loc’> = Hqil H . The claim is proven.

P

(b) First note that 1 | A"+ ”2 ~ 1 t”z LN K, 1,41 by #,_;. By Lemma 4,

n—oo

("R, ,h‘,h’“)‘e S, (0. HAg — Py Agy +H,_ &),  (107)

t
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R. BERTHIER ET AL.

and we denote the right-hand side by ¢, (Z\q’l - PQHAqtl + Ht_la’) for brevity. Since ¢,, is
uniformly pseudo-Lipschitz and by the induction hypothesis,

¢I/’l (Aqtl _PQt—lAqi +Ht_lat) - ¢}/’L (Aqi +Ht_lat)‘

cnctn e (B s ()
snewnfi+((5) 2 ()

k—1

k—1 A k—1 A
A R A N o
NG NG Vv N
where C(k, t) is a constant depending only on k and ¢. We have
e ey v N O N PR S P ey
\/ﬁ t—1 2 = «/% —1 5 2 = \/ﬁ t—1 . 2 n ~ 2 2

. _ P
which converges to a finite constant by #,_, (b) and that «’ —— «&"*. We also have
n—oo

1 1|5
Gilad], = %A
Theorem C.1. Furthermore, by independence of ;1, recalling rank (PQ,_]) < t, we have

Aq'|

& ,» Which converges to a finite constant due to H,_; (b) and
o

%ﬁ Py, lAq’l 5 ﬁ 0 by Lemma C.4. Therefore,
' (ig, —P, Aq, +H_,o') 2 ¢ (Ag, +H_ o 109
¢, \Aq, —Py,_Aq, +H,_,o') =¢,|Aq, +H,_a (109)
f}\)/ ' Aot 1%
~¢,|Aq, +H,_ja""). (110)

1

o <ot’ ) Q;r_lQ,_lat >, which converges to a constant a” due to

Notice that % v H; = % H¢1’||§ -

H,_, (b) and that o' _)L> a’*. Then by Lemma C.4, there exists Z ~ N (0,1,) independent
n—oo
of &, such that

- - P .
#, (A‘Iﬁ_ - PQ,_lAth_ +Ht—1°‘t) >~ ¢, (aZ +H,_o" ) (111

2 E, [¢, (aZ + H,_ ")) (112)

t
P
~E [% (xO,Zl, 2 aZ + Zag*z?)} , (113)

s=1
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STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 23

where we use Lemma C.8 in the second step and H,_; (b) and Lemma C.7 in the third step.
(Here with an abuse of notation, we let Z to be on the same joint space as and independent of
VA 1, ...,Z".) The thesis follows immediately from that

t
(zl, 2 aZ + Za§»*25) 4 (Zl, . ,z’,z’“) , (114)
s=1

which we now prove.

Let Z = aZ + Y.'_, a*Z* for brevity. Observe that Z is Gaussian with zero mean and i.i.d.
. 57 . . 5T

entries, Var [Zl-] is a constant independent of n and E [Z“Z ] = y,I,, for some constant y,

independent of n, for 1 < s < . It suffices to show that Var [Z,.] =Ky and y, =K .
From the above, H, (a) and H,_; (b), we have

P 1 1I? P
var[z] = S [[ZE] E L LA g L K 1)
Similarly, for s > 2,
_ 1 S 7z E, 1 s pt+1 ,E, 1 s—1
el a] ) S ] ko
and fors =1,
1 ~\1P 1 p 1 P
:-E[(Z‘,z>]:—<h1,h’+1>:-< 0 t>ﬁK . 117
Y1 " " " q.9 oo ML+l (117)
This completes the proof. O

5.5.3 Proof of Lemma 6 For the recursion (53)—(54), define the following quantity for each r € N,

. 1
W =agd -bg™'.  b,=E [;div fi (Z’)} ; (118)

A1
where we take b = Aq°. O

t+l P
o

LEmMA 13 Foranyt e N_, o —
n— oo

|
Proof. Denoting the claim as #,, we prove it by induction. The base case H, is immediate since
B o=k = Aq°. Assuming H,,...,H,_,, we prove H,. Letting B, = diag(0,b,,...,b,) €
RHDXC+D and f,_| = [ﬁ1|...|ﬁt], we have H,_, = AQ,_, — [01Q,_,]B,_;. Then since
PQz—lqt =0, o,

Aq' =Aq| +AQ,_ o' (119)

=Aq' +[01Q,_,]B,_ ' + H,_ . (120)
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24 R. BERTHIER ET AL.
This yields

~

t+1 - + HA —H o
h —htl=p z—1Aqt - btqt ! + [O|Qt—2] Bt—lat ( —1 t 1) t
o (121)

=0, (Q;I-—IQt—l)_IQ;r—lAth_ —bg ™' +[01Q,,]B,_ja' + (H,_, —H,_ )a' (122)

(@) —15T _ A
= 0, (Q;F—IQt—l) Ht—lqlJ_ - btqt L+ [0|Qt—2] Bt—l"‘t + (Ht—l _Ht—l)“t (123)
-1 —
=0, (Q;F—IQt—l) H;r—lqtj_ —-bg' "+ [0|Qt—2] B, (124)
. T

+(H,_y—H,_)a" + Qt—l(QzT—le—l)_l(ﬁz—l —-H,_,) q,

t
- : ~17 T
= chqs 1 + (Ht—l _Ht—l)“t + Qt—l(Q;r—IQt—l) l(Ht—l _Ht—l) qtl’ (125)
s=1

AT
where (a) holds because Q] A = (AQ,_,)" = H,_, +B,_, [01Q,_,]" and @] ,P5 = 0and

¢ =[(@L10-) " HL g\ | b, (—afy)". (126)

By the induction hypothesis,

1 - 1 -
ﬁ“Ht—l _Ht—luz = %“Ht—l _Ht—1||F ﬁ 0. (127)

. P .
By Lemmas 5 and C.5 and the non-degeneracy assumption, &/ —— «”* a constant vector in R’.
n— o0

Hence,

t

ﬁHHF ], —— 0. (128)

n—oo

1 A 1
ﬁ H (Ht—l _Ht—l)a ) = ﬁ HHI—I -

By the non-degeneracy assumption,

1 -
N LR

1 T -1 /. T, 1 ‘ P

7 0, (Qt—th—l) (Ht—l _Ht—l) q1 F o la'l, —— 0
(129)

where %ﬁ ||q’||2 converges in probability to a finite constant by Lemma 5. We claim that

\/Lﬁcq ||qs_1 ||2 L> 0 fors = 1,...,t Then the thesis follows from this claim.
~ n—oo
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STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 25

-1
To prove the claim, denoting R = - (Q 10, 1) for brevity, we note that

S| =

t
=D R, < 4 —Zo/ . 1> b, (—aty )" (130)
r=1

We now analyze c¢,. By Lemma 5,

l(h’,qo) LE [1(zr,f0(x°))} =0 (131)
n n
since Z" has zero mean. By Lemmas 5 and C.2,forj=2,...,t— 1,
Y .g) 2|z () (132)
nt T T p VY
1 4
—K, E |:r—ldlv 5 (ZJ)} (133)
P 1 1 i
2 ;<q’ g 1>bj. (134)

Therefore,

t t
L 1 - - - Tsotr
¢ [ZRME <qr Lbg ™t =D aib,_iq 2> — by (—al )" ] , (135)
r=1 =2

Identifying % <q’_1,qi_l) = (R_l)w., we get

P L5zt
:{bﬂz =s Z“zbe 1l = by (=) 7&}’ (136)

=2

i.e. ¢, —> 0. Finally, since £ Hqs_l || converges in probability to a finite constant by Lemma 5, the
n— 00 vn 2

claim is proven. O
P
Proof of Lemma 6 Let 1, be the statement - ¢’ —m'|, —— 0and - [n"+! — x'*! || SN}
NG 2 psoo NG n— oo
We prove it by induction. The base case H,, is trivial because ¢ =mOand h' =x'.
We now assume H,_, is true and we show H,. We have

1 1
Tl =l = L) <4 W) < s =y 0 A
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26 R. BERTHIER ET AL.

using that f; is uniformly Lipschitz and the induction hypothesis H,_;. Further, we will prove that
1

7n

At
- H2 RN 0, which together with Lemma 13 yields H,. We have
n— oo

~t+1
hl+ _xl+1 :A(ql‘ _ ml) _ bt(ql‘—l _ ml—l), (138)

thus by Theorem C.1 and H,_,

PG t+1 Loy m' g! -1 P
Sl ”2 < Wl = lg' —m'|, +b,—|q~" —m H2 —50.  (139)
This concludes the induction. O

5.5.4  Proof of Lemma 8 Let us first check assumption (A6) for the perturbed setting {x,£“}.
Consider 5,7 > 1, K a2 x 2 covariance matrix and (Z*,Z') € (R")?, (Z°,Z") ~ N (0,K ® I,,). Note that
K is deterministic, not depending on the perturbation y. We denote the expectation over (Z°,Z') as E,.
We have

E, E (ff%zsxﬁ“’(z’))} =E, B (JE(ZS),J‘,(Z’))} +eE, B (J&(wa)] (140)
+€E; [% (yﬁf,(zf))} + 62% (».57) (141)

=E, B (fs(zsxf,@’))} + e% (B [£@)].¥') (142)

+ e% (v, E, [£,2)]) + ezi (¥'.y'). (143)

e The first term does not depend on the perturbation and is thus deterministic. By assumption (A6)
for the setting {x°,/,}, E, [% (VAVAR ft(Z’)>] converges to a (deterministic) limit.

e The second term is Gaussian, with mean zero and variance
o s IEL@)) < n— E[£@)]; ] =, (144)

for C a constant large enough, using again the assumption (A6) for the setting {xo, fz} Thus,

%(EZ [ fS(ZS)] , y’) is a Gaussian random variable, of standard deviation smaller than /C/ N
Then if n > 0,

ﬁ) VC (_1 nn

J(ACORE 70 =

) <Pr(|N(0 Dl >n
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STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 27

which is summable. Using Borel-Cantelli’s lemma, it is then easy to show that
L, [£E9)].) =5 0 (146)
nvZLUs ’ n—oo

e The treatment of the third term is the same as for the second term.

e Using the law of large numbers, we get that

1, . 5.
~(yy) =1, (147)
n n— 00
Putting things together, we get almost surely
| R
lim IEZ[ (fer @), ffy(Z’))} = hm EZ[ (VAVAR f,(Z‘))} + €M, (148)

The proof of assumptions (A4) and (AS) are very similar, here we only state the resulting
expressions: almost surely,

. l €y, 0N p€V, ON\ _ 1: l 0 0 2
Jim (£ 60 £ 60) = lim - (6 f6 %) + € (149)
1) . o 1
lim E [; <f0y(x0),f,>(zf))] = lim ]E[ <f0(x0) 1.2 >] (150)

Using Equations (148), (149) and (150), it is a simple induction that the state evolution for the perturbed
setting {x°,£,“’} is indeed non-random almost surely. O

5.5.5 Proofof Lemma9 By definition,
¢ =P f(h) + Pl ' (151)
01/t 0y

If we denote F; as the o-algebra generated by Rl Ryt ooy it follows that

4715 ~N (PQt [, P 1) (152)

When n > ¢, this conditional distribution is almost surely non-zero. Thus, when n > ¢, the matrix Q,_,
has full column rank.

To lower bound the minimum singular value of Q,_;, a more careful treatment is required. Using
[5, Lemma 8], it is sufficient to check that there exists a constant ¢, such that almost surely, for n
sufficiently large,

|| ¢ = .. (153)
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28 R. BERTHIER ET AL.

‘We have
! €yt 2 _ L vty 2pl 2
Pr(- g0 <c|F)=Pr N(PQ S0, 2P 1) < c.n|F, (154)
n t— —
<Pr (HN (O,ezPét 1) ” <ec.n ]-‘t) (155)
ch
=P (x = 5 (156)
Xn_[ CE n
=P <= . 157
r(n—t_ezn—t) (57
We can choose ¢, such that ce/e2 = 1/4 and consider only the case n > 2¢ so that n/(n — ) < 2. We
then get
L eye|? Xn— 1
Pr{-|l¢7"| <c|F)<Pr{ZL<-). 158
r(n i) = ¢ ’)_ r(n—t_Z (158)

Xn—t
n—t

Using concentration of the chi-squared variable, it is easy to show that Pr ( < %) is summable over

n. Taking expectation of the last inequality, we get
( 1

>l

" n

Then Borel-Cantelli’s lemma concludes the proof. U

eyt
9/

2
< cé) < +o00. (159)

5.5.6 Proof of Lemma 10 Define k as the order of the sequence {qbn} of uniformly pseudo-Lipschitz
functions and L as its pseudo-Lipschitz constant. Under any coupling of Z and Z,

Ele,@]-E[s, (2)]| <1E| 1+ ("jgz)k_l +(’@2) _ @ (160)

<E|[1+ (“\Z/gz)k_l+(”ii2)k_l %E [z —2”5]1/2-

(161)

1

\S)
—
~
[\S}

Taking the infimum over all possible coupling of Z ~ N (0, K®lI n) and Z ~ N (0, K® In), one gets a
bound involving the Wasserstein distance W,:

‘IE [6, 2)] - E [qsn (Z)]’ (162)
2k—1) = 20—y /2
- VAL 1+E[“iﬂfl ] E[”ﬂfl ] ian (No.k®L).N(0.R®1L,)). (163)
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STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 29

We then use the two following identities for the Wasserstein distance:
Wi ®@ v, i/ @ V')> = Wy, ') + Wy(v,0)?, (164)
W, (N (0,K),N(0,K))* = Tr(K FR- 2(K‘/2KK‘/2)‘/2). (165)
For a proof of the second identity, see [20, Proposition 7]. It follows that
W, (N(0.K®1,),N0.R & 1,,))2 = nTr (K + R = 2(K'2RK'/2)). (166)
Moreover, Z 4 (K1/2 ® In) X where X ~ N (O,Im). Thus,
E[1ZI3* "] < Ik e, 3% Ve x4 | = ki B [ ()] a6
Using expressions for moments of chi-square variables, we get
E[(3) ™| =ttt +2) o+ 20k = 2)) < T+ 200- 20 = Clennt ! (168)

for a constant C(k, f) that depends only on k and z. Back to inequality (163),

E[s,@)]-E[s,2)]| (169)
k-1 A ? 125 /2y 1/2)) /2
< V3L (1+ ckon (IKIE + R[5 ")) 7 (1r (K + R —2(K2RK ) 2)) 70 a70)
Notice that this bound is independent of n and converges to O as K - K. U
5.5.7 Proof of Lemma 11 This lemma will be shown by induction.
Initialization. According to (149),
K, =K, +¢€ — Ky (171)

Induction. Let  be a non-negative integer. Assume that by the induction hypothesis, for any r,s < ¢,
Kf,; — K, . Then

n—oo

Kiipppr = Jim E [% (A (@)1 (Ze”))} : (172)

where (Z*,Z°") is a Gaussian vector, whose covariance is determined by K¢, K¢, and K¢ . Using
(148), we have

Kiorn 2 Jim B {7 (2) )| + €L, a7

n— 00 n
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30 R. BERTHIER ET AL.

The sequence of functions (z%,7") — % ( 1. @) .f; (z’)) is uniformly pseudo-Lipschitz by Lemma C.5;
thus, Lemma 10 and the induction hypothesis jointly ensure that

1 1
i im0, )., (@) = tim B[ 105 2) £, @) =Koprne 079

e—>(0n—o0 n

where (Z°,Z") € (R")?, (Z°,Z") ~ N (0,K ® I,,). Thus, we indeed get

€
Ksrrorn =3 Koo (175)
To finish the induction reasoning, one can check similarly that K, ; — K ;. O
’ €—~0 ’

5.5.8 Proof of Lemma 12  First, it is easy to check by induction that there exist constants C‘t, (t"lf and
C’;’ independent of n such that for all € < 1, w.h.p.

1 -

= I, < . (176
1 -

Z L < ¢ a7

Indeed, one only needs to use that the functions involved are uniformly Lipschitz and Theorem C.1.
Note that these inequalities hold for the original AMP iterates by taking € = 0.
We now prove our lemma by induction.

Initialization. We have

L €y,0 _ OH _ ”yOHZ
ﬁ“m m|, = Tn

by the law of large numbers. Thus, we choose hE) (¢) = 2¢. Furthermore,

<2 whop., (178)

1. 1
— st =+t <141y — [m0 = m®] <6 whp. 179
7 I xz_llllopﬁm m’|, <6e whp, (179)
by Theorem C.1. Thus, we choose Ay(€) = 6¢.
Induction. We assume here that K, ;,...,K;, > 0. By induction hypothesis, we have already defined

ho(€), hy(€), ..., h,_y(€), H,_, (). We now choose h,(¢) and /;(e). We have

1 1
Sl ]y = S 6 ) + s
1 '
< Lt% x> — x|, + e% < Lh,_ () +2¢ whp. (181)
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STATE EVOLUTION FOR APPROXIMATE MESSAGE PASSING WITH NON-SEPARABLE FUNCTIONS 31

using that f; is uniformly Lipschitz with Lipschitz constant L,. Thus, we choose (¢) = L,h,_; (€) + 2¢,
which converges to zero as € — 0. Furthermore,

ey I

i+l _ 41 H < A eyt _ ot béy ey,t—1 —b t—1 H 182

— |* X, < 1Al = [m " =, + f m (182)
1 -1 —1

< 3h(€) + = bEm ! — b m! H2 wh.p. (183)

by Theorem C.1. We have from (176) the following:

% b me 1 — btmt—lnz < |bg] % Hmey,r—l _mt—1H2 + b —b| % Hmt—l H2 (184)
< Lh,_,(e) + |bf” = b,| C_,. (185)

Since Kf; — K, when € — 0 from Lemma 11 and K, > 0, we have K7, > 0 for sufficiently small €.
Then using Lemma C.2, with Z ~ N (O, In), we get

b —b,| = 'E Ediv 1 ( K;tz)} ~E [%divf, ( K,,,z)” (186)

=‘JK? th( KE,Z)>]—\/11(TJ]E|}<Z,]‘I( K,JZ)>:” (187)

e B2 (i -7
e s ()]

LR @a]”

1

H <th(0))‘ '1<Z,ft( K,Jz) —f,(0)>H (190)

tl‘

1 1., —
< /;KIE,ZE |:; ||Z||2i| L, ( KtE,t Y, Kt,t’

1 1 (140 [1 2} )
t 7= +E|-Zl5 | L,/K (191)
KIE,Z /Kt,t( n n 2 t t,t
! 1 1 (160
< et (o= ) + | e - K( Ok ) o
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32 R. BERTHIER ET AL.

Since the quantity || £ (0) ||§ /n is upper bounded by a constant independent of n, we can plug (192) into
(185) and choose correspondingly a function £,(e) such that #,(¢) — 0 when € — 0, enabled by the
fact K7, — K,,. O

6. Proof of Theorem 1 and Corollary 2 (asymmetric AMP)

Proof of Theorem 1 'We reduce this case to the asymmetric case, as in [21]. Consider

[5 [B 4 o [0
AS_ m[AT C:| and x —|:u0:|,

where B ~ GOE (m) and +/§C ~ GOE (n) are independent of each other and of A. It is easy to see that
A, ~ GOE (N), where N = m + n. We further let f, : R¥ — R" be such that

s +1 g,(xl,...,xm)] B 8+1[ 0 }
Joret 0= [ 0 S = e . Xy)

) 5 Xppgs -

for any x € RY. We can define the symmetric AMP recursion {x’ ,m'| ft,xo}:

X =Am —bm™!, (193)
m' =f, (x'), (194)
b,=E []lvdiv f (Zt)} (195)

along with its state evolution {KS’,l f,,xo} (see Section 4 for a more complete definition of these
quantities). Note that assumptions (A1)—-(A6) are satisfied because of (B1)—(B6).
Note that here K,, 5, ; = 0. It is also easy to identify that

Vo= (xf’“,...,x,%{“), (196)

u' = (), (197)

Yo = Kog1415 (198)

Ty = Koo (199)

Applying Theorem 3 to the AMP recursion {x’ .m'|f,, xo} shows our theorem. 0

: P
Proof of Corollary 2 The proof is by induction over 7. Let H, be the claim that ||u® — @*|,//n =~ 0 for

P
alls < tand ||v* —¥*||,/4/n = 0 forall s < ¢ — 1. The initial conditions imply immediately 7.
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We now prove that H, implies H,, ;. Taking the difference of Equations (2) and (38) and using
triangular inequality, we get

v =91, < Al lle,@") — e,@"ll, + b, — B,I g1 "D, + IBTI lg—1 ') = g "Dl
(200)

< Co®)Llu" = a'lly 4 15, = bl llg,_; NIy + LIB,| 15" = vV, (201)

where L is the maximum Lipschitz constant of e, and g,_; and the second inequality holds with high
probability by the Bai-Yin law [8]. Next notice that, with high probability, ||g,_; »'~")||,/+/n < C for
some constant C by Theorem 1 (together with Assumption (B6)) and that |6t| < |b,| + |61 —b,| <
L+ 1 with high probability by Assumption (39) and the Lipschitz continuity of e,. Hence, for a suitable
constant Cy, the following holds with high probability

1 . 1 . N 1 _
%”Vt—vl”z <C ﬁ||uf—uf||2+|b,—b,|+%nv’ Lyt (202)

P
We therefore have ||v' — f)’||2 /+/n =~ 0 by Equation (39) and the induction hypothesis.
Taking the difference of Equations (2) and (38), we get

™™ — a1, < Il lg(") — g, +1d; — d,llle, @, + 1d,llle, ") — e, @)1, (203)
< Co@®LIY' =¥l + Id, — dillle, @) I, + Lid, | lu’ —&'ll, (204)
and the proof is completed by the same argument as above. (I

7. Application to general compressed sensing

In this section we discuss how the general theory of Section 3 applies to the problem of reconstructing
an unknown signal 6, € R" from noisy linear measurements given by

y=A0,+w. (205)

Here, A € R™*" is the (known) sensing matrix, y € R™ is the measurement vector and w is a
noise vector, independent of A. We know y and A, and we are required to reconstruct 8,. As before,
it is understood that we are really given a sequence of problems indexed by the dimensions n, with
m(n)/n — 6.

If m < n, the problem becomes underdetermined. Reconstruction of 8, can be possible if we have
some prior information. The prior knowledge can be encoded in a suitably chosen sequence of denoising
function 5, : R” — R", t € N [16]. Given such a denoising function, we consider the following AMP
algorithm:

#“:n&#+AUﬁ, (206)

Y=y — A b, (207)
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~0 ~
where the initialization is given by # = 0 and n_; (-) = 0. We assume the Onsager coefficient b, to

. ~0 At _ . . .
be a function of @ ,...,0 and r°,...,r""L, but we will discuss concrete choices below.

7.1 General theory

We make the following assumptions (see Remarks 7.2 and 7.3 for a discussion):
(C1) The sensing matrix A is Gaussian with i.i.d. entries, (Aij)ism,jsn ~ N (0, 1/m).

(C2) For each t, the sequence (in n) of denoisers 71, : R* — R" is uniformly Lipschitz.

(C3) 0,ll,/+/n converges to a constant as n — 0.

(C4) The limito,, = lim,_, _ |[w|l,/+/m € [0, 00) exists.

(C5) Forany ¢ e Nandany o > 0, the following limit exists and is finite:

1
lim ~E [(89,7, (00 + 2))], (208)

n—oon

where Z ~ N (O,crzln).

(C6) For any s,t € N and any 2 x 2 covariance matrix ¥, the following limit exists and is finite:

lim ~E [{n. 60 +2).1, (90 +7))]. (209)

n—oo n

where (2.2') ~N (0.2 ®1,).

The technical Assumptions (C5) and (C6) ensure the existence of the limits in the following state
evolution recursion:

1

= ol + lim < |0y, (210)
1
thy =02+ lim %E[Hn, (00 +7,2) —00||§], @11)

where Z ~ N (O,In).

State evolution predicts the asymptotic behavior of the estimates él, 92, ... in terms of an iterative
denoising process.
THEOREM 14 Under Assumptions (C1)-(C6), consider the recursion (206)—(207). Assume that
6[(90,r0, oL ét) satisfies

B, 2 b, = —E[divy,_, (0o+7_.2)], Z~N(01L,). (212)

3|~
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Further assume that the state evolution sequence satisfies t; > o, for all s < ¢. Then, for any sequences
o, : (IR’”)2 - R,n > 1land ¢, : (R”)2 — R, n > 1, of uniformly pseudo-Lipschitz functions

of order k
&, (W) éE[% (w+‘/rt2 —agz,w)], 213)

P

U (0 +47.00) 2 E[v,, (8 +1,2.6,)]. 214)

where Z ~ N (O,Im) and Z’ ~ N (O,In).

Proof. This is a special case of the asymmetric AMP of Equations (1) and (2), with

wtl =0, — (ATr’ + é’), (215)

vi=w-—r, (216)
e, ) =n,_; (0 —u) — 0, (217)
&) =v—w, (218)

and the initialization u® = —0,. Assumptions (B1)—(B6) are satisfied thanks to Assumptions (C1)—(C6).

The claim follows from Theorem 1 and Corollary 2. (]
REMARK 7.1 A special case of common interest is ¥, (x,y) = [|n,(x) — y||% /n, for which Theorem 14
yields
1| ar+l 2p1 2
6" = 00| = —E[lln, (00 +7.2) - 64]3] (219)
n 2 n
=8(ck, —op) (220)

REMARK 7.2 Earlier work [S] assumes that n, is separable and Lipschitz. The Lipschitz
Assumption (C2) is much weaker: it trivially holds for the setting of [5], but comprises many interesting
new cases. Among others, (C2) is satisfied by the non-separable denoisers introduced in Sections 1.1
and 1.2:

1. For any A > 0, the singular value soft thresholding operator S(,-;A) is non-expansive
(i.e. 1-Lipschitz). This follows immediately from the fact that it is a proximal operator,

. 1 12 /
S(Y; A) = argmin §||Y =Yg+ AlY' |, t, (221)
Y

where ||Y’||; denotes the nuclear norm of ¥’ (the sum of the magnitudes of its singular values).
Proximal operators are non-expansive.

2. The NLM denoiser 7, is Lipschitz, uniformly in 7 if the range R and the patch-size L remain
bounded as n increases. This result is proved in Section B.
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REMARK 7.3 Assumptions (C5) and (C6) are required to describe the joint behavior of 6, and 7, as
n — oo. Let us discuss how they can be checked in specific settings.

First consider the setting of [5], namely when 7, is separable. Following [5] we assume that the
empirical distribution ﬁeo of the coordinates of 6, converges weakly to a probability distribution p as
n — 00, and that Ef’ﬂo [@8] m Ep[@g]. Since ¥ () = 9E2~N(0,a2)[77z(9 + Z)] is pseudo-Lipschitz

of order 2, the law of large numbers [S, Lemma 4] implies

1 I - I —
E ({60,160 + 2))] = ~ >0, F5 0,00+ Z)1 = - > ¥ 0y,) == Eony V(@] (222)

i=1 i=1

and (C6) can be proven similarly.

Next consider the NLM denoiser. For any fixed range R, the denoised pixel at (i, /), n(z); ; is only
a function of the input z within a box of side 2(L 4+ R) + 1 around (i, j). Assumptions (C5) and (C6)
can be proved analogously to the above, provided the underlying image 6 is generated according to a
random field with suitable mixing properties. Examples of mixing conditions that ensure the existence
of the limits in Assumptions (C5) and (C6) are provided—for instance—in [22,35].

For the singular value thresholding denoiser S(-; A), we expect Assumptions (C5) and (C6) to hold
if y(n) € R"*" n, = n,(n), is a sequence of matrices indexed by n = n,n, with n;(n)//n = p €
(0,00), ny(n)//n — p~' € (0,00), and such that the empirical spectral distribution of 04/ /n(n)
converges as n — 00, as suggested for instance by [15]. We leave an analysis of this example to future
work.

Finally, it is often possible to avoid checking the existence of these limits by considering suitable
subsequential limit. This strategy is illustrated in the next section.

REMARK 7.4 Two choices of the coefficient 6, that satisfy the Assumption (212) are:

e The empirical mean

~At—1

~ 1. T i—
b, = —divi_, (a + AT 1). (223)

Using Theorem 14, this satisfies the assumptions by induction, provided x %divn,(x) is
uniformly Lipschitz for each .

o Ifxr— %div n,(x) is not uniformly Lipschitz, a smoothed version of Equation (223) achieves the
same goal, namely,

~ 1 Af—1

b,=—E [div M- (Ot +AT/ T 4 enZ)] , (224)
m

where the expectation is with respect to Z ~ N(0,1,), and ¢,, is a deterministic sequence that

converges to 0 sufficiently slowly. Adapting the arguments of Section 5.5.8, it is possible to show

that this choice satisfies the Assumption (212).

We also note that, even if x — %divnt(x) is not uniformly Lipschitz, the choice (223) can still satisfy
the Assumption (212). For instance, if n,(-) is the soft thresholding denoiser (a case studied in [5,18]),
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then x — %div n,(x) is discontinuous, but nevertheless a standard weak convergence argument implies
Equation (212).

7.2 Denoising by convex projection

An important feature of the theory developed in the previous section is that the denoiser 7, can be
fairly general and not induced by an underlying optimization problem. Nevertheless, it is interesting to
specialize the theory developed so far to cases with special additional structure.

One possible approach toward reconstruction from noisy measurements, cf. Equation (205), assumes
that 6, belongs to a closed convex body K C R”". The reconstruction method of choice solves the
constrained least squares problem

minimize |y — A6]3, (225)
subjectto 0 € K. (226)

Denoting by Py the projection onto the set /C (which is a 1-Lipschitz denoiser), the corresponding AMP
algorithm reads

0t =P (é’ +ATr’), (227)

F=y—Ab8 +br, (228)

~0 ~
where § = 0 and b, is an estimator of b, = (1/m)E [divP(8, + 7,Z)]. In many cases of interest, such

estimator is simply given by 6[ = (1/m)div Py (9t +ATH) Tt is possible to show that fixed points of
this iteration are stationary points of the least square problem (225) and (226).

The constraint § € K is effective if K accurately captures the structure of the signal 6. We denote
by Ci-(8,) the tangent cone of K at 6, i.e. the smallest convex cone containing K — 6. This can also
be defined as

1
Cic(0y) = [v eR": lim -d@,+¢ev.K) = 0}, (229)
g0+ &

with d(x,S) = inf{||x — y|l, : y € S} the Euclidean point-set distance. A highly structured signal 6,
corresponds to a ‘small’ cone Cy-(8). This can be quantified via its statistical dimension [1,10]

20 =E{|Pc@]3}, (230)

where expectation is with respect to Z ~ N(0, 1,). It turns out that the statistical dimension also controls
the convergence of AMP. As for our general theory, we will consider a sequence of problems indexed
by the dimension 7.

THEOREM 15 Consider the AMP iteration (227) and (228), for a sequence of problems (6 (n),A (n),

K(n),w(n)) whereby A = A(n) € R™ " is a matrix with i.i.d. Gaussian entries (Aij)iSmJSn ~iid
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N(@,1/m), K = K(n) C R" is a closed convex set with limsup,,_, ., max,c, I*l,/v/n < oo,
0y € K(n) and lim,_,  [lw(n)|l,//m = o,,. Assume m/n — § € (0, 00) and

1
limsup -~ A (Ciciny @) < p €10, 1). 231)

n— oo

Then for any 7 > 0, letting Ry = limsup,_, . 10,(n)|l,/+/n, we have

1 R _ At
lim sup ~E {||o’ - 00||§} < 6RZ p™*! 4 3a§p1—p .
n —p

n— oo

(232)

The proof of this statement is deferred to Appendix D.

This theorem establishes exponentially fast convergence (in the high-dimensional limit) in all the
regionm > (1 +nA4, 4, = A (CIC(n) (0y(n))), i.e. whenever exact reconstruction is possible in
absence of noise [1]. Further, the convergence rate is precisely given by the ratio of the number of
necessary measurements to the number of measurements A, /m. For instance, it implies that, in order to

achieve accuracy ||él —0,ll,/1105ll, < e in the noiseless case o, = 0, it is sufficient to run the AMP
iteration (227) and (228) for approximately log(1/¢)/log(m/A,) iterations.

The first result of this type (for separable soft thresholding denoising) was obtained in [18,19]. The
only comparable result is obtained in recent work by Oymak et al. [33], which establishes exponential
convergence of projected gradient descent, in a non-asymptotic sense, although at a slower rate.’ In
particular, in the noiseless case, € accuracy requires (n/m) log(1/¢). It would be interesting to derive a
non-asymptotic version of Theorem 15, which might be possible using the approach of [40].
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A. Technical aspects of the numerical simulations

A.l Matrix compressed sensing

Here we state the formula for computing the divergence of the singular value soft thresholding operator.
Recall that for a matrix ¥ € R"*"2_ with singular value decomposition

niAnp
Y= oup. (A1)
i=1
the SVT operator with threshold A yields
npAnp
S(¥:2) = D (0;— M) up,. (A.2)

i=1
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As proved in [11], the divergence for this operator can be computed using the formula

nyAng X nyAny )\')
divS(Y; 1) = Z |:1{a,->x} + |m — n| (l - ;) :| +2 Z + (A.3)

i=1 i i#j,i, j=1 i l
This expression should be understood in a weak sense as it is not defined on the negligible set where Y
has repeated singular values.
A.2 Compressed sensing with images

In our simulation, to compute the state evolution iterates

7 = oy + lim g 9013 (Ad)
. 1
= on+ lim ||, (8 +7,2) — 03] (A5)

we approximated them by their non-asymptotic estimates:

A 1

i = on+ 5603 (A.6)
1 .

1= op+5-E[[n, (60 +%2) - ]3] (A7)

Here n = 170 x 170 is the size of our image. However, we could not compute the expectation in equation
(A.7) exactly. Thus, at each iteration we used a Monte Carlo method to approximate the expectation with
the mean over 10 samples. Computing each sample amounts to adding gaussian noise of variance f,2
over the Lena image, denoising with NLM, and computing the square error. The resulting state evolution

is shown in Fig. 3.

B. Proof of the Lipschitz property for NLM

ProrosiTiON B.1 Let n be the NLM denoiser defined in (18) and (19). There exists a constant
C = C(L, R) that depends on the patch size L and the range R, but not on the dimension of the image
(ny, ny) nor the precision parameter £, such that n is Lipschitz with constant C.

This section is dedicated to the proof of this Proposition. The letters i = (i1,i5), ] = (y.j2),
k = (kj,ky) € {1,...,n;} x {1,...,n,} will be used to denote positions in the image. To show that
n is Lipschitz, we will bound the operator norm of the derivative Dn(z) = (8n(z),- / 8Zk)i,k at all z. This
will result from three lemmas.

LeEMMmA B.2 There exists a number N = N(L, R), that depends only on L and R, such that Dn has at
most N(L, R) non-zero entries in each row and in each column.

LEmMMA B.3 There exists a constant D = D(L, R), that depends only on L, R such that all entries of Dn
are bounded by D.

LEMMA B.4 Let A be a matrix with at most N non-zero entries in each row and in each column and
with each entry bounded by D. Then ||A ||op < ND.
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Lemmas B.2 and B.3 ensure that Dy satisfies the assumptions of Lemma B.4, which gives ||Dn ||0p <

N(L,R)D(L, R) and hence Proposition B.1 by denoting C(L, R) = N(L, R)D(L, R).

Proof of Lemma B.5 Given formulas (18) and (19), 91(z),/9z; can be non-zero only if & is in the range
of i, that is ||k — || < R, or if k is in the patch of size L x L, centered in some k" in the range of i.
When i is fixed, the number of indexes k satisfying one of these two conditions can be upper bound
by a quantity depending only on R and L, and conversely when we invert i and k. Thus, we get the

result.

O

Proof of Lemma B.6 We first introduce some convenient notations. We denote d;; = [P;(z) —
P;(2)||5/(L*h?) the dissimilarity between patches i and k and ¢(d) = exp(—d). Then (18) and (19)

can be written as
2 ii—il<r 9 i)z

2p—i<r ¢ (i) .

77(1),‘ =

We now compute the derivative: if k # i,

@),  0mk@;-z) i(ZI:ll—iISR @(d;y)(z _Zi))
o - sz

9z 92y 2 i—if<r 9 (i)
1 @(dy) D =i <R P (dy) 3 3Zk Lz — z;)
= L—ij<r
==K S i<k ©(dy) 2 il <k ()

_ (lenl—in <k (i) (g — Zi)) (Zl:ul—iIISR <P’(di,)?,—‘2’;j)
(Zl:“l—iIISR @(d,-l))z

Here, we note that ¢’'(d) = —¢(d), that Zl:”l_”lskgo(dﬂ) > ¢(d;;) = ¢(0) = 1 and that

ad; o [ 1 5
= e 2 G
o o \ U
1
=2 (21{nk—i||sR}(Zl+(k—i> =20 = 2 i<y G = i)
92, < 77 Max 2 - — &b 12~ Zig el
4
< L_h’/d”'
It follows that
<1 dp—
' azk + 2 e Vdily -
I:||l—i|| <R
4
2 el =gl [ X eV ).
EI=i<R EI=il <R

(B.1)

(B.2)

(B.3)

(B.4)

(B.5)

(B.6)

(B.7)

(B.8)

(B.9)

(B.10)
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and as |z; — z;| < ||P;(2) — P;(2)|l, = Lh/d;,

2

<1+4 Z p(dp)dy + 4 Z o dy/dy | (B.1D)

Ll=ill<R Llli=ill<R

‘Bn(z),»
<k

The functions d — ¢(d)d and d — (p(d)\/c_l being bounded by a universal constant C,, we get

P .
‘M < 1 +4NL,R)C, +4 (N(L,R)G,),
%k
which proves the claim when k # i. The case k = i is similar. O

Proof of Lemma B.7 The squared operator norm of A is the spectral radius of ATA. Let A be an
eigenvalue of ATA and x # 0 a corresponding eigenvector: Ax = ATAx. Denote J the index that
maximizes the magnitude |xj|. Then

Z Z(AT)jkAklxl
ko

As x # 0, we must have |xj| > () so we get

A< D 1A D 1Ayl < D7 1A,IND < (ND)?,
l

k k

|)\xj| =

<D 1A D Ayl < (Z Ayl > |A,d|) I
k I l

k

using the sparsity and the boundedness of the matrix entries. Thus, the spectral radius of ATA is at most
(ND)?, which proves the Lemma. ([l

C. Some useful tools

We reminder the readers of three well-known results. The first concerns with the operator norm of
A € GOE (n); see, e.g. [8] for a more general statement. The second is a simple consequence of Stein’s
lemma [44]. The last one is the Gaussian Poincaré inequality.

THEOREM C.1 Consider a sequence of matrices A ~ GOE (n). Then ||A|| op 2 almost surely as
n— oo.

LEmMA C.2 (Stein’s lemma [44]). For any 2 x 2 covariance matrix K and (ZI,ZZ) ~ N (O, K ®In)
and any ¢ : R” — R” such that %—fl’ exists almost everywhere for 1 < i < n, if E[(Z},¢ (Z,))] and
E [divey (Z,)] exist, then

{210 22))] = Ky B v (2,)] = [ 12, 2] | 2 [ave (2,)) )

n
THEOREM C.3 (Gaussian Poincaré inequality [3]). Letz ~ N (O,In) and ¢ : R” - R continuous,
weakly differentiable. Then for some universal constant c,

Varlg @] < cE[ Ve @3] (€2)

We state some properties of the GOE matrices and provide proofs for completeness.
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LemMMA C.4 Consider a sequence of matrices A ~ GOE (n) and two sequences (in n) of (non-random
vectors), u,v € R", such that ||u|, = |Iv|l, = /n.

(a)
(©)

()
(d)

Proof.
(a)

(b)

(©
(d)

Ly, Au) =5 0.

Let P € R™" be a sequence of projection matrices such that there exists a constant ¢ that

satisfies for all n, rank (P) < t. Then ! |[PAu/3 SELEINY)
n— o0

P
LAu|3 — 1.
There exists a sequence (in n) of random vectors z ~ N (O, 1 n), defined on the same probability

P
space, such that rll||Au - z||% —> 0.
n— oo

Recall that A = G + G where Gi’ jare ii.d. N (0, 1/(2n)) random variables, thus

1 1 1 T
— (v,Au) = —(v,Gu) + —(v,G'u). (C4)
n n n

The random variable % (v, Gu) is centered Gaussian with variance

1 ful3lviz 1
2 2 2 2
— == — — 0. C.S5
UZ: i /2n 2n3 2n €5)

Thus, (v Gu) converges in probability to 0. We can conclude as s1m11arly, Ly, G u) also
converges in probability to 0.

Consider vy, ..., v, an orthogonal basis of the image of P, such that [|v,|| = - - - = ||y || = /n.
Note that k can depend on 7, but £ is uniformly bounded by ¢. Then, by point (a),

k 2 k 2
1 , 1 (Au,v)\" 1
~||PAu|l; = — Z( wi ) = > (Z<Au,vj>) —0 (C.6)

j=1 j=1

using that k < ¢ for all n.
This follows immediately from point (d) below.

Itis easy to check that Au is a centered Gaussian vector with covariance matrix X' = I, + %uuT.

Thus, there exists a Gaussian vectorz ~ N (0,1,,) such that Au = Y27 =724 (V2= l)%uuTz.
‘We then have:

lAu —zll, _ [(Z'2-1)z], _
N Jn 3/2

where the last convergence follows from the fact that %u

—— (V2=Dluu"z||, = (v2— 1) lu'z]| —>o (C.8)

T; is a centered Gaussian random

variable with variance ||u||%/n2 =1/n. ]

We state some useful properties of uniformly pseudo-Lipschitz functions. We omit the proofs, which
are easy to verify.
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LeEMmA C.5 Let k be any positive integer. Consider two sequences f : R” — R”, n > 1 and g :
R" — R", n > 1 of uniformly pseudo-Lipschitz functions of order k. The sequence of functions
¢ :R"x R" > R, n > 1, such that ¢ (x,y) = (f (x), g (y)) is uniformly pseudo-Lipschitz of order 2k.

LEmMA C.6 Lett, s and k be any three positive integers. Consider a sequence (in n) of x,...,x, € R"
such that \/Lﬁ HxJ” < ¢ for some constant ¢ independent of n, forj = 1,...,s, and a sequence (in

n) of order-k uniformly pseudo-Lipschitz functions ¢, : (R")** — R. The sequence of functions
¢, () =g, (-,x},...,x,) is also uniformly pseudo-Lipschitz of order k.

LEmMA C.7 Let ¢t be any positive integer. Consider a sequence (in n) uniformly pseudo-Lipschitz
functions ¢, : (R")’ — R of order k. The sequence of functions ¢, : (R")’ — R such that
?, (xl, - ,xt) =E [(pn (x], X1, X, +Z)], in which Z ~ N (O,aln) and a > 0, is also uniformly
pseudo-Lipschitz of order k.

Finally, we have the following result on the Gaussian concentration for pseudo-Lipschitz functions.

LEMMA C.8 LetZ ~ N (0, 1 n). Let k be any positive integer and L > 0 aconstant. Let ¢, : R* — Rbea

sequence (in n) of random functions, independent of Z, such that P{£,} — 1 asn — oo, where &, is the
p

event that ¢, is pseudo-Lipschitz of order k with pseudo-Lipschitz constant L. Then ¢ (Z) =~ E [¢ (Z)].

Proof. This is a straightforward application of Theorem C.3. In particular, by the definition of pseudo-

Lipschitz functions of order k, under &,

L2 1 k—1 2 L2
2
E, [IVe @] < —E, (1 +2 (ﬁ ||Z||z) ) < —c, 9)

for a constant C(k) that only depends on k. Then by Theorem C.3, for any € > 0,
P{le, @) —Ez [0, @] > €} <E{P, {0, @) =Bz [0, @]| > €}I¢,} + P(=E,)

L>C(k)
< P{=E€,}.
< o +PE)
This completes the proof. (]
D. Proof of Theorem 15
By assumption,
1
R, =2limsup max — |lx]|, < oo. (D.1)

n—oo xek(n) «/ﬁ
Note for all n > ny, ||ét||2, 10oll, < R,y/nforallz.

Next fix r > 0 and denote by B, the right-hand side of Equation (232). Assume by contradiction that
limsup,,_, oo E{||9t(n) —0y(m)[13}/n = B, + & > B,. We can then find a subsequence {n;(0)};>, along
which lim,_,  E{ ||6A’[(n1 £))—0y(n (£)) ||%}/nl (¢) = B,+¢. We will prove that this subsequence can be
further refined to {n,(€)},5; € {n;(€)},- such that limeﬁooIE{Hét(nQ(E)) — Oo(nz(ﬁ))H%}/nz(Z) <B,

thus leading to a contradiction.
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To simplify the notation we can assume, without loss of generality, that the first subsequence is

not needed, i.e. limsup,,_, o, E{||ét(n) — 00(n)||%}/n = B, + ¢ > B,. We then claim that we can find
a subsequence {n,(¢)},.; along which Assumptions (C3), (C5) and (C6) hold, with n.(-), n,(-) =
Py (). Consider Assumption (C6). Let the functions F), : Si — R (with S_2|_ the cone of 2 x 2 positive
semidefinite matrices) be defined by

1
F (%)= -E [(Pic(8o +2), Pic(8, + Z))], (D.2)

where expectation is with respect to (Z,Z") ~ N0, ¥ ®I,).
Note that the function (Z,Z") = (Pi(8y+ Z),Px (8, + Z")) /n is uniformly pseudo-Lipschitz of
order 2. Hence, using Lemma 10, we have

sup |F (X)) —F,(Z)| <&(X, X)), (D.3)

for some function § such that limy, _, 5. §(%,, ¥,) = 0. Further, sup, .., |F,(X)| < Rz. Hence, by the
Arzela—Ascoli theorem, F, converges uniformly on any compact set {¥ : || X || < C}, thus satisfying
condition (C6), along a certain subsequence {n}(¢)},-. Assumption (C5) is established by the same
argument, eventually refining the subsequence to {n3(£)},-. Finally, by taking a further subsequence

{n,(£)}4~1, we can assume that ||00(n2(ﬂ))||%/ﬁ — Ry.
B At41
We can therefore apply Theorem 14 (and Remark 7.1) along this subsequence, to obtain ||0tJr —

P At+1
0ll3/n = 8(z — o) and hence (since 19" = 8,ll3/n < R2 is bounded uniformly)

1 N
Jim =B {10 (@) — 8oy (€D 13} = 82, — 0. (D4)

Here 7, is given recursively by Equation (211), namely, rg = R(Z) and

w2, =0l + G, (D.5)
S
G(?) = lim —E [H P8+ 7Z) — 6, | 3] (D.6)
n=n(¢)

where the limit exists by the existence of the limit of F,(X) above. Now, since K — 8, C Ci-(8,), we
have

[Pic® +2) =053 = [Peyon) [P +72) = 85] |13 < [Pero, (72 3. (D.7)
Therefore,
G(t?) < limsup ~E {|| Pecon @] 3} 2 < p (D.8)
n—oo M
We therefore get the recursion t2, | < o2 4+ pt2, which can be summed to yield

s+1 =

1 — t
rf:Rgp’—}-av%l_';.

(D.9)
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Therefore, using Equation (D.4), we get

. 1 At+1

lim —E{||0 (n)—oo(n)n%} <B,
l—oo n
n=n(0)

which yields the desired contradiction hence proving the theorem.

47

(D.10)
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