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Abstract

Antiretroviral therapy (ART) effectively controls HIV infection, suppressing HIV viral loads.
Suspension of therapy is followed by rebound of viral loads to high, pre-therapy levels. How-
ever, there is significant heterogeneity in speed of rebound, with some rebounds occurring
within days, weeks, or sometimes years. We present a stochastic mathematical model to
gain insight into these post-treatment dynamics, specifically characterizing the dynamics of
short term viral rebounds (< 60 days). Li et al. (2016) report that the size of the expressed
HIV reservoir, i.e., cell-associated HIV RNA levels, and drug regimen correlate with the time
between ART suspension and viral rebound to detectable levels. We incorporate this infor-
mation and viral rebound times to parametrize our model. We then investigate insights
offered by our model into the underlying dynamics of the latent reservoir. In particular, we
refine previous estimates of viral recrudescence after ART interruption by accounting for
heterogeneity in infection rebound dynamics, and determine a recrudescence rate of once
every 2-4 days. Our parametrized model can be used to aid in design of clinical trials to
study viral dynamics following analytic treatment interruption. We show how to derive infor-
mative personalized testing frequencies from our model and offer a proof-of-concept exam-
ple. Our results represent first steps towards a model that can make predictions on a person
living with HIV (PLWH)’s rebound time distribution based on biomarkers, and help identify
PLWH with long viral rebound delays.

Author summary

Antiretroviral therapy (ART) effectively controls HIV infection, holding HIV viral loads
to levels undetectable by commercial assays. Therapy interruption is followed by rebound
of viral loads to high, pre-therapy levels, but there is significant heterogeneity in the tim-
ing of the rebound to those high levels. Some rebounds occur within days, weeks, or even,
rarely, years. Here we develop a mathematical model to characterize rebounds occurring
within two months of treatment interruption. Li et al. (2016) report biological markers
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that correlate with the time between ART interruption and viral rebound. We incorporate
this information to parametrize our model so that our model can make predictions on
time to rebound tailored to the individual undergoing ATI. Our parametrized model can
aid in design of clinical trials to study infection dynamics following treatment interrup-
tion. We also use our model to gain insight into the underlying within-host viral
dynamics. For example, we refine previous estimates of viral recrudescence after ART
interruption and determine a recrudescence rate of once every 2-4 days. Our results repre-
sent first steps towards a model that can make predictions on an person living with HIV’s
rebound time based on personal biomarkers, and help identify patients with long viral
rebound delays.

Introduction

Antiretroviral therapy (ART) for HIV infection can very effectively control the infection and
hold the amount of circulating virus below the level detectable by clinical assays, improving
both the quality and length of life. ART suspension generally is followed by HIV rebound to
high viral loads [1], and consequently the standard of care for people living with HIV (PLWH)
is to maintain life-long ART. However, there is significant heterogeneity in rebound times. In
a pooled analysis of participants from six AIDS Clinical Trials Group (ACTG) analytic treat-
ment interruption (ATI) studies to identify predictors of viral rebound, Li et al. reported
widely varying times to viral rebound, with a significant number of participants maintaining
viral suppression to undetectable levels for up to 2 or more months in the absence of ART [2].
In a follow-up study, Li and his team identified a cohort of post-treatment controllers (PTCs)
from these ATI studies, who maintained viral loads < 400 HIV RNA copies/mL for >24 weeks
[3, 4]. Previous reports of these rare PTCs include the VISCONTT cohort, 14 PLWH who initi-
ated ART within three months of their estimated date of infection who were able to control
HIV infection for a prolonged period after stopping ART [5]. Results from the VISCONTI
study and others suggest that PTCs may control HIV by a mechanism distinct from that of
spontaneous HIV controllers [6, 7]. However, the factors that mediate delayed timing of HIV
rebound are not well understood.

Since ART comes with a number of drawbacks including side-effects and cost, the search
for biological indicators (biomarkers) of lasting ART-free HIV remission has become a prior-
ity in HIV cure research [8, 9]. Studies have already begun to bear fruit, with recent studies
revealing a variety of immunological biomarkers for delayed rebound and infection control [2,
3, 10-13]. While such studies are informative, they offer limited insight into the mechanisms
underlying viral rebound or post-treatment control. Mechanistic modeling inference has an
established history of advancing our understanding of HIV [14, 15]. In this study we combine
data on markers associated with rebound identified by Li et al. [2] with mechanistic mathemat-
ical models to gain deeper insight into mechanisms of viral rebound.

Modeling within-host HIV infection and treatment is a well-established field [14, 16-24].
By fitting models to clinical data, many parameters describing HIV dynamics such as the viral
clearance rate, the infected cell death rate, and the viral burst size have been estimated [25-27].
Existing models have mainly focused on the kinetics of early infection and the effects of treat-
ment. A few papers have focused on HIV control and the time to viral rebound after treatment
cessation. These include those of Hill et al. [28, 29], Pinkevych et al. [30, 31] and Fennessey
et al. [32], in which the authors all assume viral rebound is the outcome of latent cell activation.
Pinkevych et al. used data from treatment interruption trials to provide the first estimates of

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007229  July 24, 2019

2/26



O PLOS

COMPUTATIONAL

BIOLOGY

Predictions of time to HIV viral rebound following ART suspension with personal biomarkers

latent cell activation rates that lead to observable viremia [30, 31]; using a related approach
Fennessey et al. investigated SIV viral rebound in macaques infected with barcoded virus, to
generate more detailed insights into viral rebound [32]. However, this modeling does not
account for individual-level heterogeneity in viral rebound dynamics [33]. Hill et al. used
continuous time branching processes, which are well-suited for small populations, to model
within-host viral rebound dynamics. The primary results in Hill et al. [28, 29] are estimates of
viral rebound time distributions, used in combination with careful and thoughtful consider-
ation of within-host parameters to evaluate the needed efficacy of therapeutic agents that one
day may be able to reduce the latent reservoir. In their model, Hill et al. assumed that latently
infected cells may die or activate and that newly activated cells can die or generate infected cell
offspring that are infected, as a proxy for tracking virus that in turn infects new cells [28, 29].
Thus, Hill et al. assumed that average viral growth immediately following viral recrudescence
is, on average, exponential, which may not be the case.

In this study, we take up the hypothesis that latent cell activation causes viral rebound in
the short term (<60 days) [28, 29], but that significantly delayed rebounds are associated with
additional mechanisms of infection control, such as anti-HIV immune responses [23]. For
example, there is evidence that T-cell exhaustion markers are predictive of shorter time to viral
rebound [13] and that levels of HIV-specific T cell responses is associated with viral load after
ATI [11]. We focus on short-term delays. We fit a simple stochastic model of viral rebound
extended from our previous studies [21, 24] to the viral rebound data from the ACTG ATI
studies [2]. In contrast to Pinkevych et al. [30] we address uncertainty in latent reservoir
rebound dynamics, by modeling the time between a “successful” latent cell activation and
detectable viremia stochastically and given by one of a variety of probability density functions.
We integrate into our model biomarkers with observed impact on time to viral rebound, e.g.,
an individual’s expressed HIV reservoir, i.e., levels of cell-associated HIV RNA (HIV CA-RNA
or CA-RNA), and ART regimen pre-analytic treatment interruption (ATI) [2, 34]. We discuss
biological insight offered by parameter estimates from data, in particular on the average rate of
latent cell activations that cause viral rebound [30, 31, 33]. Our model output is a cumulative
probability density function for the probability of an individual’s viral rebound at time ¢. The
output can be used for ATI clinical trial design; in particular, one can derive from our model-
ing a viral load testing schedule for participants to meet study objectives.

Materials and methods

Our aim is to construct a model that predicts the viral rebound time, i.e., the time between sus-
pension of therapy and detectable viremia. We model viral dynamics following cessation of
therapy using the central assumption that activation of latently infected cells drives viral
rebound. To estimate model parameters, we use data collected from ACTG ATI studies.

Ethics statement

Written informed consent was provided by all study participants for use of stored samples in
HIV-related research. This study was approved by the Pennsylvania State University Institu-
tional Review Board, the Los Alamos National Laboratory Institutional Review Board, and the
Partners Institutional Review Board.

Description of data

The description of the data we employ and associated collection methodologies are fully
explained in [2]. Briefly, participants in six ACTG ATI studies (ACTG 371 [35], A5024 [36],
A5068 [37], A5170 [38], A5187 [39], and A5197 [40]) were included if they were on
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suppressive ART, received no immunologic interventions (e.g., therapeutic vaccination, inter-
leukin-2), and had HIV-1 RNA less than 50 copies/ml at the time of ATT (N = 235 partici-
pants). We restricted the data we analyzed to the participants who showed viral rebound < 60
days after ART cessation, in part to accommodate model simplifications, such as our assump-
tion that the latent reservoir size remained constant from ATI to the time of viral rebound (see
Model, below). Of the N = 210 participants who rebounded within 60 days of ATI, N = 84 met
the following additional criteria for further study: 1) had peripheral blood mononuclear cells
(PBMC:s) and plasma available for HIV reservoir quantification while on ART prior to the ATI
and 2) had cell-associated HIV-1 RNA (HIV CA-RNA) above the level of detection at ATI.
Cell-associated DNA was also measured but did not have a significant association with time to
viral rebound [2] and is neglected in our analysis. Finally, Li et al. noted that viral rebound
delays were greater in study participants whose pre-ATI ART regimen contained non-
nucleoside reverse transcriptase inhibitors (NNRTTIs) [2]. We therefore distinguish between
regimens containing a NNRTTI (50/84 study participants) and those that do not (34/84 study
participants).

Early after treatment interruption, most studies reported weekly viral load measurements,
with the exception of A5170. In total, in the subset of study participants we study here (N = 84/
235), 41 participants had approximately weekly or more frequent viral load measurements,
while the remaining participants had viral loads measured more frequently than monthly, with
a median of 7 days (range 1-35 days; interquartile range (IQR) 6-24 days). The timing of viral
rebound was defined as sustained viral loads of at least 200 HIV RNA copies/mL.

Viral load data is shown in Fig 1a. In this present study we model the time of viral rebound,
which occurs at some point between a study participant’s last undetectable and first detectable
viral load measurement (threshold of detection 200 HIV RNA copies/mL). We will therefore
use those time points to estimate model parameters for each ATI study participant. The times
of last undetectable measurement and first detectable measurement are shown in Fig 1b as
line segments spanning the detection window per study participant, with color indicating
whether the ART regimen included (red) or excluded (blue) NNRTIs. Although the median
time between viral load tests up to the time of detectable viremia, across the 84 study partici-
pants, is 7 days, the median time window between the last undetectable measurement and the
first detectable viral load measurement, shown in Fig 1b, is 20 days (range 4-35 days; IQR 7-27
days).

Model

We assume that activation of latently infected cells drives viral rebound [29, 30] and model the
ensuing dynamics as illustrated in Fig 2. Not all latently infected cell activations cause viral
rebound. We assume that activation is followed by rounds of viral replication, which may
cause viral populations to grow to detectable levels, thereby causing viral rebound, but may
also die out. We define g as the probability of extinction, i.e., the probability that the rounds of
viral replication following latent cell activation die out, that is, that the activation of a latently
infected cell does not cause viral rebound. We further define a “successful latent cell activation”
as one that does cause viral rebound. In the time preceding a successful latent cell activation,
we envision viral dynamics similar to those modeled in [24], with potentially many latent cell
activations followed by a few rounds of viral replication, with the lineages ultimately going
extinct. We also assume that any activations pre-ATI and resultant lineages go extinct as drug
is still restricting viral spread (see Incorporating rebound indicators and and Discussion).

Finally, we assume that there is a delay between successful latent cell activation and detect-
able infection, where “detectable infection” corresponds to study participant viral loads
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Fig 1. Participant viral loads following ATI. (a) Plasma HIV RNA levels following ATI; each corner represents a measurement, with lines used to
connect the measurements from the same participant. (b) The times of last undetectable measurement and first detectable measurement shown as line
segments spanning the detection window per ATI study participant, with color indicating whether the pre-ATI ART regimen included (red) or
excluded (blue) NNRTIs.

https://doi.org/10.1371/journal.pcbi.1007229.9001

exceeding 200 HIV RNA copies/mL. There is some debate as to the dynamics following latent
cell activation. For example, in vitro observations suggests that an activated latently infected
cell may produce significantly less virus than a productively infected cell [41]. Further, follow-
ing the application of latency reversing agents, latently infected cells dynamics may not con-
form to the observed dynamics of productively infected cells [42], and latently infected cells
may divide before they get fully activated and produce virus [28, 41]. We therefore avoid the
common assumption that an activated latently infected cell is the same as a productively
infected cell [21, 24, 28]. The need of target cells to infect in the proximity of an activated
latently infected cell may also pose a challenge in initiating detectable infection in vivo. Finally,
heterogeneity in viral growth rates (once there is enough virus for exponential growth) among
individuals, due to difference in the infecting virus and host restriction factors, is also a factor
in the early dynamics [30, 31, 33]. Because the dynamics of latent cell activation and infection

< — delay, ’c—a

Detection

threshold

acti‘évation; Success
___________________ w/ prob. 1—q>

Time

ZD
- activation; failed
ATI  rebound w/prob. q

Fig 2. Model schematic. We assume that following ATI, latent cell activations are followed by chains of infection that may die out, i.e., go extinct, with
probability g, or successfully re-establish high viral loads associated with chronic infection, with probability 1 — g. In the latter case, we further assume a
delay 7 between activation and the time when plasma viral load crosses the detection threshold.

https://doi.org/10.1371/journal.pcbi.1007229.9002
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spread before a detectable level of viremia is attained are unknown, we absorb these dynamics
into a delay-time distribution, D(t) (Fig 2) reflecting these various sources of heterogeneity.
We will test differing assumptions on this delay, for example taking a fixed or distributed delay
(e.g. alognormal distribution).

We restrict ourselves for now to short-term viral rebound (< 60 days). Over that short time
period, we can assume that the latent reservoir size is approximately constant with value L,
(<3% estimated reduction, assuming that while the virus is undetectable the latent reservoir
continues to decay with a half-life of 44 months [43, 44]). We assume that latently infected
cells are activated at an average rate a, so activated cell influx occurs at the constant rate aL,. In
general, we anticipate variability in the activation rate g; for example, most latently infected
cells are memory cells [45], and activation may depend on encounters with cognate antigen,
whose rates may be expected to vary according to the rarity of the associated pathogen. How-
ever, per the law of large numbers, given the large latent reservoir size in most individuals [46],
the time to detection will approximately depend on the average activation rate. Mathematically
we employ a multi-type branching process framework to derive an expression or viral rebound
at time t. We use this probability to ultimately derive likelihood functions and fit the model to
data.

To sum up, in our model we assume that heterogeneity in observations of viral rebound
across individuals result from four components. Two depend on the individual study partici-
pant and derive from observed correlates of time to viral rebound: (i) The replication-compe-
tent reservoir size Ly, which we will assume is reflected in the HIV CA-RNA level [2, 34], and
(ii) the probability g that the activation of a latently infected cell does not cause viral rebound,
which may be affected by the pre-ATI ART regimen [2]. The remaining two components arise
from stochastic within-host dynamics: (iii) the rate of latent cell activations that are “success-
ful”, which we model as a Poisson rate, and will result in an exponential distribution in time to
first successful activation, and (iv) the stochastic delay between successful activation and detec-
tion, which we model using different stylized distributions.

Cumulative probability of viral rebound at time ¢, Pyg(f). From a simple branching
(immigration) process, given aLy(1 — g), the influx of activations that induce viral rebound,
we can compute the cumulative probability of a successful activation at time t as Pycr(f) =1 —
Prob(A(t) = 0), i.e., subtracting from 1 the probability that at time ¢ there have been no success-
ful activations, A(t). We recover Pycr(t) = 1 — exp(— (1 — q)aLot) (see S1 Text for details on the
derivation). Then, assuming that there is a delay between a successful activation and develop-
ment of detectable viremia, D(t), the probability of viral rebound at time ¢ predicted by our
model is

Po(t) = / (1—e’(1"7)“L0(t’1))D(r) de
0

(see S1 Text). We will test different forms of the delay distribution D(¥).

Delay distribution D(f). The delay distribution, D(%), is intended to describe the
unknown dynamics between a successful latent cell activation and viral detection and is
assumed to be shared across individuals. We will test several stylized distributions over the
positive real axis to model the delay: fixed (delta-distributed), exponentially-distributed,
gamma-distributed, lognormally-distributed, Weibull-distributed, and log-logistically distrib-
uted delays. The probability density functions and associated parameters to be estimated are
given in Table 1. We include the exponential distribution for completeness. However we note
that, for our purposes, it is biologically infeasible as it would permit, with highest probability,
no delay between successful activation and infection detection.
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Table 1. Stylized delay distributions, D(f).

Delay distribution Probability density function D(f) Parameters
Fixed (Delta-distributed) O(t = taelay) fixed delay time t4elay
Exponential re M rate A
Gamma B e P (a) shape ¢, rate 8
Lognormal exp[—(Int — #)z/ggz]ﬂg\/g—ﬁ mean 4 and st. dev. o of logarithm of ¢
Weibull (/M) (t /)L)"’lefﬂ/’»)" scale A, shape «
Log-logistic Bla)(tla)P (1 + (ta)’)? scale o, shape 3

https://doi.org/10.1371/journal.pcbi.1007229.t001

Incorporating rebound indicators. Li et al. [2] analyzed data from 235 ATI study par-
ticipants (see Description of data) to determine predictors of viral rebound timing. Their
univariate analysis showed that factors significantly associated with earlier timing of viral
rebound included levels of cell-associated RNA (CA-RNA), presence of detectable residual
HIV viremia using a single-copy assay, and the use of non-nucleoside reverse transcriptase
inhibitor-containing drug regimens. The effect of confounding was evaluated by a 2-covari-
ate Cox model of CA-RNA with other variables as predictors of viral rebound timing includ-
ing ART regimen and detectable residual viremia. The odds ratio for CA-RNA remained
stable regardless of the model, and both detectable viremia and ART regimen remained sig-
nificant when combined in models with CA-RNA levels [2]. Intriguingly, no significant asso-
ciation was found between levels of cell-associated HIV DNA (CA-DNA) and the timing of
viral rebound [2], perhaps due to the large fraction of latently infected cells that have defec-
tive proviruses [46]. We therefore do not use CA-DNA as a measure of the replication com-
petent latent reservoir.

We incorporate pre-ATI CA-RNA levels into our model by assuming that the reservoir size
per study participant is proportional to the log of the CA-RNA level, i.e., Ly = s log;o(CA-
RNA). Li et al. demonstrated a significant association between pre-ATI HIV CA-RNA and a
shorter time to viral rebound using a different approach, grouping study participants by time
to viral rebound, and using the Kruskal-Wallis test [2]. We justify the use of a correlation with
the logarithm instead with the observation of an order of magnitude variability in RNA per
cell [47] and the reasonable correlation that we find between log;o(HIV CA-RNA) and the
time to detectable viremia. The distribution of the log;o(HIV CA-RNA) across study partici-
pants is shown in Fig 3a; the time to first detectable viral load measurement per study partici-
pant is negatively correlated with log;o(CA-RNA), see Fig 3b. Note that the first detectable
viral load measurement is not equivalent to the time the viral load first crosses the detection
threshold; however, since the measurement follows rebound we find the correlation suggestive.
Using the formula L, = s log;o(CA-RNA), the probability of viral rebound in an ATI study par-
ticipant, Py(t), becomes

t
PVR(t) _ / (1 _ e*(17q)aslog10(CA-RNA)(tff))D(T) dr (1)

0

Fig 4 shows the empirical distribution of the time to first detectable viral load measurement
for study participants, separated according to pre-ATI ART regimen from [2], demonstrating
the statistically significant delay in viral rebound in participants taking NNRTIs pre-ATI (Wil-
coxon rank sum test; p-value<0.01). As discussed in Li et al. [2], the delay is likely due to the
significantly longer half-life of the NNRTI class of medications. We model the delaying effect
of NNRTI washout through the probability that an activation does not induce rebound, g,
since drugs inhibit viral replication and should thus enhance this probability. We assume that
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Fig 3. HIV CA-RNA and HIV viral rebound. (a) Histogram showing pre-ATI log,o(HIV CA RNA (per 10° CD4+ cells)) across study participants. (b)
Correlation between pre-ATI log;o(HIV CA-RNA (per 10° CD4+ cells)) and time to viral rebound in non-NNRTT study participants (p-value 0.0260).
Data shown only for study participants who showed viral loads less than 10000 HIV RNA/mL at first detection.

https://doi.org/10.1371/journal.pchi.1007229.9003

g = q(t) = go + (1 — go)e ™. The exponential decay assumption is consistent with decay of efa-
virenz after treatment interruption [48], and with standard pharmacokinetic/pharmacody-
namic modeling [49, 50]. Our crude approximation can be derived from pharmacodynamic
models, e.g. [50], with some simplification (see S1 Text). In our formulation for g(t), the prob-
ability of extinction at the at the time of ATI (¢ = 0) is 1, since no activations induce rebound
in the presence of effective therapy. Following interruption of therapy (¢ > 0), the probability
of not inducing rebound exponentially decays at rate k to go, 0 < go < 1. This decaying effect
should be present with any ART drug, and not just NNRTIs. However, the decay is much
more rapid with other drug types [51] and our data during the first few days following ATI is
sparse, making the rapid decay very difficult, if not impossible, to detect. Therefore, for sim-
plicity the rapid decay of non-NNRTI drug therapy is ignored here. With this time-dependent
probability that an activation will cause rebound, g(t), we can re-derive the probability of viral

! ——

80

40

— without NNRTTIs
— with NNRTIs

0) 2 4 6 8
Time since ATI (Weeks)

Fig 4. Time post-ATI of first detectable viral load measurement depending on study participant drug regimen, with or without NNRTTs. Note the
statistically significant delay in viral rebound in participants taking NNRTIs pre-ATI (Wilcoxon rank sum test; p-value<0.01).

https://doi.org/10.1371/journal.pcbi.1007229.9004

% detectable

0
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rebound, yielding

P () — /ot{l ~ exp [ aslog,(CA-RNA)(1 — qo)(ezp(—k(t —1) - 1+k(- T)} }D(T) e

(see S1 Text). Thus, if we want to account for the presence or absence of NNRTIs in the ART
regimen,

Jo(1 — e (- aslogn(CARNAN=0) Py(7) d in the absence of NNRTIs

Pye(t) = t aslogy (CA-RNA)(1—qo ) (exp(—k(t—))—1+k(i—7) )
IX {1 — exp [— L e }}D(r) dr, in the presence of NNRTIs

We will test models accounting for, and neglecting, NNRTT use in ATI study participants
and compare model fits using the Akaike information criterion [52].

Finally, we neglect the role of detectable residual viremia in study participants on ART.
Implicitly we are neglecting any activations before ATI and resultant rounds of viral replica-
tion. We argue that this neglect isn’t fatal. In the presence of effective and even waning ART,
modeling suggests only very few rounds of replication are likely [24], yielding extinction for
lineages initiated by an activation pre-ATI on the same or shorter time scale as ART decay.
Thus we assume that lineages generated by activations pre-ATI go extinct. However, we note
that this last assumption is empirically untested. Li et al. (2016) observed a correlation between
time to viral rebound and pre-ATI viral load [2], and Kearney et al. noted that rebound HIV
in plasma may be sourced from cells that were transcriptionally active, i.e., replicating, before
ATTI [53]. These observations are not inconsistent with our modeling assumptions, since the
source of rebound post-ATI may be activations from the same clone as residual viremia shortly
before ATI, and resultant pre-ATI viral loads would still depend on aL,. But we cannot dis-
count alternative hypotheses.

—

Likelihood function, lik(#). We can use the model-derived probability of viral rebound
at time ¢, either Eqs (1) or (2), to derive a likelihood function that we can maximize to estimate
parameters. Our data, described in Description of data, gives only the time post-ATI of the
tests with the last undetectable, and first detectable, viral load for each study participant.

Our model predicts that the probability of rebounding in that time window is Pyr(First detect-
able test) — Pyr(Last undetectable test). We define this difference as our likelihood, given the

parameter set 0,

84
Likelihood(6) = H (P, (First detectable test for j) — P, (Last undetectable test for j)),

=1

multiplied over all study participants j. To estimate parameters, we maximize the likelihood
with respect to model parameters, using the Davidon-Fletcher-Powell optimization algorithm
in R [54].

We estimate k, as(1 — qo), and any parameters associated with the delay distribution D(#)
(cf. Table 1). Note that the parameters a, s, and go cannot be separately estimated as they
appear in Eqs (1) and (2) only as the parameter combination as(1 — qp), i.e., the scaled influx of
activations that induce viral rebound. This should not be a surprise, because the data and the
theory deal with viral rebounds which result from successful activations only.

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007229  July 24,2019 9/26



.@' PLOS COMPUTATIONAL
Z) ’ BIOLOGY Predictions of time to HIV viral rebound following ART suspension with personal biomarkers

Results

We begin by estimating model parameters. We then go on to discuss the consequences of

our estimates, in particular the impact of NNRTI-containing drug regimens on viral rebound
times, and our estimates of successful latently infected cell activation times. Finally, we discuss
how our model predictions can be used to inform clinical trial design.

Model parameter estimation; accounting for NNRTT use significantly
improves quality of fits

We use the Davidon-Fletcher-Powell optimization algorithm to estimate model parameters as
(1 - qo), k, and parameters associated with the delay distribution, for our viral rebound model
that neglects NNRTT status, Eq (1), and accounts for NNRTT status, Eq (2). A summary of
these parameter estimates are provided in Tables 2 and 3, respectively, with complete details
provided in S1 and S2 Tables, respectively. We use the Akaike Information Criterion (AIC) to
compare how well the models explain the data.

We cannot determine the most appropriate detection-delay time distribution. Before
discussing model selection, we observe, for the models that include or neglect NNRTI status,
that fits under different delay distribution assumptions, D(), are statistically indistinguishable
as judged by the AIC (Tables 2 and 3). Our inability to discern a best-fit delay distribution is
because the data is not sufficiently refined; mean delay estimates, depending on the model,
range from roughly 4 to 23 days. But the median detection window—time between the last
undetectable, and first detectable, viral load tests following ATI—is 20 days, with a mean of
approximately 18 days; therefore the observations are not sufficiently frequent to characterize
a distribution about the mean.

Model selection. Fig 5 gives the model-predicted cumulative probability of viral rebound
at time f. Fig 5a shows predictions neglecting the effect of the pre-ATI ART regimen, using Eq
(1), while Fig 5b and 5c shows the predictions accounting for the pre-ATI ART regimen, using

Table 2. Key parameter estimates for model (1), making no distinction between participants based on pre-ATI ART regimen, with the 95% confidence interval indi-
cated in parentheses. All parameter provided in S1 Table.

Delay type as(1 — qo) (per log;o CA-RNA per day) Mean delay (days) AIC Neg. log-likelihood
Fixed 0.04 (0.03, 0.06) 4.6(34,6.3) 180.3 88.1
Exponential 0.08 (0.04, 0.15) 9.5 (5.6, 14.5) 176.4 86.2
Gamma 0.29 (0.004, 19.831) 14.7 (8.5, 25.4) 175.9 85.0
Lognormal 0.08 (0.03, 0.2) 10.5 (5.0, 17.8) 178.2 86.1
Weibull 0.25 (0.01, 2.78) 14.5 (8.2, 20.8) 175.4 84.7
Log-logistic 0.07 (0.03, 0.14) 9.2 (2.0,21.6) 179.8 86.9

https://doi.org/10.1371/journal.pcbi.1007229.1002

Table 3. Key parameter estimates for model (1) with the 95% confidence interval indicated in parentheses, distinguishing study participants based on pre-ATI ART
regimen, specifically inclusion of NNRTTIs. Distribution-specific parameter estimates provided in S2 Table.

Delay type as(1 - qo) (per log;, CA-RNA per day) Decay rate k (per day) Mean delay (days) AIC Neg. log-lik.
Fixed 0.10 (0.06, 0.17) 0.03 (0.02, 0.07) 4.2(2.7,6.2) 156.1 75.1
Exponential 0.14 (0.06,0.30) 0.03 (0.01,0.07) 5.2(2.6,9.3) 155.7 74.9
Gamma 0.22 (0.04,0.67) 0.02 (0.004,0.076) 6.8 (3.8,11.9) 155.1 73.6
Lognormal 0.18 (0.04,0.53) 0.02 (0.01,0.07) 6.4 (2.6,9.0 155.7 73.9
Weibull 0.24 (0.04,1.21) 0.02 (0.003,0.07) 7.0 (4.0, 12.0) 154.8 73.4
Log-logistic 0.16 (0.05, 0.50) 0.02 (0.01,0.07) 6.1 (3.1,11.5) 156.3 74.2

https://doi.org/10.1371/journal.pcbi.1007229.t003
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Fig 5. Model predictions on time to viral rebound (VR). Model predictions on time to VR for each ATI study participant (thin grey line) and the
average time to viral rebound (thick, solid line), for (a) parameters estimated across all participants while neglecting pre-ATI ART regimen, and
participants whose pre-ATI regimen (b) excluded or (c) included NNRTTIs. The black, dashed curves give the empirical distributions of the time of last
undetectable viral load test and first detectable viral load test.

https://doi.org/10.1371/journal.pcbi.1007229.9005

Eq (2), for study participants whose regimen excluded NNRTIs (Fig 5b) or included NNRTIs
(Fig 5¢). Since we incorporate the individual’s pre-ATI HIV CA-RNA levels and NNRTI sta-
tus, the models make predictions for each individual, shown as thin grey lines in all panels of
Fig 5. Fig 5 also gives, in heavy lines, the population mean associated with each model, and,
in dashed lines, the empirical cumulative distribution functions for the times of the last unde-
tectable viral load test and the first detectable viral load test. Individual predictions when
accounting for NNRTI status, Fig 5b and 5c, better the data than individual predictions
neglecting NNRTT status, Fig 5a. We make this conclusion based on the model AICs: in com-
puting AICs for our model fits neglecting (Table 2) or accounting (Table 3) for NNRTT status
we see immediately that there is strong support for the latter models, which have AIC values
that are at least 10 points lower than the values in Table 2 [52].

We can visually support this conclusion by examining detection windows (Fig 1b) normal-
ized according to the model-predicted cumulative probability of viral rebound per study par-
ticipant. For each study participant, we normalize the observed testing window (horizontal
lines in Fig 1b) by subtracting their respective model-predicted mean time to rebound, and
dividing by their respective standard deviation in time to viral rebound, as shown in Fig 6,
assuming, for now, a Weibull-distributed delay. The aim of the normalization is to permit us
to directly compare model predictions across study participants, showing where each individu-
al’s “detection window” lies relative to their respective mean (normalized to zero) and standard
deviation (normalized to 1) in the time to viral rebound. The model neglecting NNRTT status
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Fig 6. Visualization of model predictions. Visualization of model predictions (a) neglecting pre-ATI ART regimen, using Eq (1), and (b) accounting
for pre-ATI ART regimen, using Eq (2). The normalized times of last undetectable measurement and first detectable measurement are shown as line
segments spanning the detection window per ATI study participant. Each detection window’s line segment is normalized by subtracting the associated
model-predicted mean and dividing by the model-predicted standard deviation. Red and blue lines indicate detection windows that lie wholly outside
one standard deviation, with color indicating whether the pre-ATI ART regimen is included (red) or excluded (blue) NNRTIs, while grey lines indicate
detection windows that may be within one standard deviation of the mean.

https://doi.org/10.1371/journal.pcbi.1007229.9006
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predicts that viral rebound outside of one standard deviation above the mean is certain, i.e.,
the time window between the last undetectable and first detectable viral load measurements
lies entirely outside of one standard deviation above the mean, for six study participants, see
Fig 6a (red lines). All six of these included NNRTIs in their pre-ATI ART regimen, and there-
fore the study participants who took NNRTTIs (50/84) are over-represented among individuals
with viral rebound delays exceeding, with certainty, one standard deviation above the mean.
The model including NNRTT status, visualized in Fig 6b, shows no such over-representation.

While we cannot discern the best-fit delay distribution, we note that our parameter esti-
mates are roughly consistent, i.e., of the same order of magnitude, across the different delay
distribution models, see Table 3. Our estimates for the decay rate k, which is intended to corre-
spond to the decay rate in NNRTI concentration in the body, are an order of magnitude lower
than generally reported decay rates of NNRTIs measured in plasma, such as efavirenz [55]. We
discuss this discrepancy in the Discussion.

Unless otherwise stated, for results below, we take the better-supported parameter estimates
in Table 3, with a Weibull-distributed detection delay. We choose the Weibull delay distribu-
tion since it gives the lowest AIC and negative log-likelihood, given statistical equivalence of
models. We attach no mechanistic significance to the Weibull distribution, although it is
intriguing, since it arises as a waiting time in multi-stage models, for example in multi-stage
modeling of carcinogenesis [56], and modeling of latent cell activation suggests a multi-stage
process, at least in the presence of latency-reversing agents [42].

NNRTIs induces a delay but also wide a standard deviation in time to
rebound at the population level

We show in Fig 7a predictions on the mean viral rebound time as a histogram across ATI
study participants, depending on HIV CA-RNA and sorted by NNRTT status. Our model pre-
dicts that the mean time to viral rebound is delayed in individuals including NNRTTIs in their
pre-ATI ART regimen. This is not a surprise, as we were motivated to include the effects of
NNRTIs by the observations of statistically significant delay in [2]. However, our model pre-
dictions offers additional nuance: the variation in time to rebound is also larger. Fig 7b shows
a histogram of model-predicted standard deviations in time to viral rebound across the study
population, again sorted by NNRTT status. The increased variability may be explained by dif-
ferent NNRTI drugs and individualized differences in rates of drug metabolism. We recover
similar results using parameter estimates derived from other delay distribution assumptions
(Table 1; not shown). The wider variation suggests that rebound times in PLWH taking
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Fig 7. Model-predicted mean and standard deviation in time to viral rebound across the study population. Histograms show the (a) mean and (b)
standard deviation in time to viral rebound across ATI study population (see Description of data). Black/yellow indicates absence/presence of NNRTIs
in the pre-ATI ART regimen.

https://doi.org/10.1371/journal.pcbi.1007229.9007
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NNRTIs are less predictable, and in the context of clinical trials, the inclusion of individuals
on an NNRTI-based regimen may alter sample size and power calculations.

Estimate of latent cell activation rates

We can use our parameter estimates to predict a distribution in average time to successful acti-
vation across the 84 individuals. For clarity we stress that “average” is at the individual level,
since the latent reservoir is a heterogeneous population of cells. The reservoir is primarily com-
posed of latently infected memory cells, of which there are several types, e.g., central memory,
transitional memory and effector memory [44]. Investigations of latent reservoir decay after
initiation of therapy show multiple decay phases [57-59], which suggest a heterogeneous pop-
ulation of latently infected cells with different half-lives. Further, a memory cell is only acti-
vated when it encounters its cognate antigen, e.g. a bacterial or viral peptide that it recognizes.
Finally, recent evidence suggests that the reservoir is in part made up of clonal populations
[60]. Therefore the activation time will vary across latently infected memory cells, depending
on the rate at which an individual’s immune system is challenged with different antigens.
However, if the number of cells is large, as we expect it to be in PLWH, rebound times are well
described by the average.

Our model predicts that the average frequency of successful activations in an individual is
given by as(1 — g)log;o (CA-RNA). Fig 8 shows a histogram for the predicted time to successful
activations, 1/[as(1 — g)log;o (CA-RNA)], across the ATI study population, assuming a Wei-
bull-distributed (Fig 8a) or fixed (Fig 8b) detection delay.

Table 4 gives our model-predicted frequency of successful reactivation from latency,
depending on the delay distribution assumption, with model-predicted means and 5th, 50th
(median), and 95th percentiles. Previous modeling by Pinkevych et al. [30] estimated that the
average frequency of successful reactivation from latency is about once every 6 days, and a
range of 5-8 days. The result of Pinkevych et al. [30] addressed neither potential heterogeneity
in the unclear latent cell kinetics post-activation [41, 42, 61], nor heterogeneity in viral growth
rates as a source of rebound delays [31, 33]. In our modeling, when we neglect heterogeneity
by taking a fixed delay between successful activation and infection detection, we predict an
average of about 5 days (90% confidence interval 3-8 days), on par with the results of Pinke-
vych et al. However, when we account for that heterogeneity via alternate, i.e., non-fixed delay
densities D(t), we recover a shorter average frequency of successful reactivation from latency,
with successful activations occurring on average every 2-4 days (see Table 4).
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Fig 8. Model-predicted average frequency of recrudescence events. Histograms of model-predicted average time between successful latent cell
activations, across ATI study population (see Description of data) assuming (a) a Weibull-distributed detection delay and (b) a fixed detection delay.
The predicted population-average is a successful activation every (a) 2.2 days and (b) 5.2 days.

https://doi.org/10.1371/journal.pchi.1007229.g008
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Table 4. Model-predicted mean time to successful latent cell activation, depending on detection delay distribution assumption, across study population, with 5th,
50th (median), and 95th percentiles.

Detection delay distribution Mean (days) Percentiles (days)
5th percentile 50th percentile (median) 95th percentile Fixed

Fixed (6 — distr.) delay 52 32 5.0 8.1
Exponentially distr. delay 3.8 2.3 3.7 5.9
Gamma distr. delay 24 1.5 2.3 3.7
Lognormally distr. delay 2.9 1.8 2.8 4.5
Weibull distr. delay 2.2 1.3 2.1 3.4
Log-logistic distr. delay 3.3 2.0 3.2 5.1

https://doi.org/10.1371/journal.pcbi.1007229.t004

Our result also adds nuance to previous estimates. While we estimate that the mean fre-
quency of successful activation from latency is once every 2 (Weibull distributed detection
delay) to 5 (fixed detection delay) days, we also report the population range of estimated fre-
quencies within the 5th and 95th quantiles at most once every 3-8 days, approximately,
neglecting heterogeneity and assuming a fixed detection delay, and at least 1-3 days, approxi-
mately, assuming a Weibull-distributed delay. For the purposes of further calculation, we can
also use these data to estimate a population-level distribution for an individual’s average fre-
quency of successful reactivation from which we can sample, see S2 Fig. We find that the data
shown in Fig 8 is best described by a lognormal distribution, t,; ~ Lognormal(y, ¢°) with u =
0.74 (standard error 0.03) and o = 0.29 (standard error 0.02) with a Weibull-distributed delay,
which gives a mean average frequency of successful reactivation of once every 2.2 days with
90% confidence interval (1.3,3.4) days (S2a Fig), and y = 1.61 (standard error 0.03) and 0 =
0.30 (standard error 0.02), neglecting heterogeneity and assuming a fixed delay, which gives a
mean of once every 5.2 with 90% confidence interval (3.1,8.1) days (S2b Fig).

Clinical trial design implications

We envision the primary use of our parameter estimation to be ATI clinical trial design. Our
model predicts a probability density function for a study participant’s time to viral rebound
following ATI, depending on that participant’s pre-ATI log,o(HIV CA-RNA) level and ART
regimen. We can use the predictions to plan testing intervals to capture rebound times to
within study-objective specificity. We use tools from survival analysis, treating 1-Pyg(t), 1-
(cumulative probability of viral rebound function), as the survival function, S(¢) = 1 — Pyg(?).

Hazard rate. We can re-interpret the rate of successful latent cell activations as the “haz-
ard rate” h(t) for the individual, i.e., the rate at which we expect viral rebound to occur, given
that it has not yet happened,

=B L Ay

S(t)dt 1 — P (t)dt

Assuming a fixed detection delay, we can intuit that the hazard rate is constant and equal to
the successful activation rate, h(f) = a(l — o)L, in the pre-ATT absence of NNRTIs and A(t) =
aLo(1 —go)(1 - ¢ ) in the pre-ATI presence of NNRTISs, after the delay t4e1.y. However, with
alternate, heterogeneous detection delays, the hazard rate is not so easily obtained. An outline
of the calculation is provided in the S1 Text. The hazard rate is shown in the presence or
absence of NNRTIs in S3 Fig, assuming HIV CA-RNA levels across the study population (see
Description of data) and a Weibull-distributed delay. We note that, although rebound is driven
by a constant latent cell activation rate, assuming no NNRTIs in the pre-ART regimen, the
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Fig 9. Model-recommended frequency of testing for ATI clinical trials, depending on study objectives, averaged over study population’s HIV
CA-RNA levels. Probability of viral rebound given fixed testing frequencies of every 1, 3, 7, and 14 days, as a function of time since ATI for study
participants whose pre-ATI ART regimen (a) excluded and (b) included NNRTIs.

https://doi.org/10.1371/journal.pchi.1007229.9009

hazard rate initially is monotonically increasing, since early viral rebound requires low-proba-
bility short detection delays, while later viral rebound reflects early successful activation with
long detection delays and also late successful activation with short detection delays. Inclusion
of NNRTIs in the pre-ART regimen substantially slows the increase in the hazard. We also
observe that our model predicts a broad range of hazard rate across the study population,
using individual HIV CA-RNA measurements to inform L, converging after long times to
between approximately 0.22 and 0.84 per day regardless of ART regimen (not depicted).
Testing frequency. While the hazard gives us insight into what to expect following ATI,
we can also use our model to recommend a testing frequency aimed at capturing viral rebound
for ATI studies, depending on study objectives. Fig 9a and 9b shows the probability of viral
rebound per testing period as a function of time, with ¢ = 0 corresponding to the start of the
ATI, for different testing frequencies of every 1, 3, 7, and 14 days, for pre-ART regimens
excluding (a) or including (b) NNRTIs. It is unlikely that trials will be screening for HIV
CA-RNA levels prior to the ATI, so that information will likely be unknown in the course of
study design; we therefore average over HIV CA-RNA levels across study participants for our
predictions. The probabilities of rebound increase steadily through our 60-day rebound
period, saturating to a constant, albeit more slowly in the presence of NNRTTs (Fig 9b). There-
fore to ensure, for example, a probability of rebound of no more than 50% between tests, the
model suggests a daily testing period, or every other day if NNRTIs are part of the pre-ATI
ART regimen (see S4b Fig). This recommendation may be unfeasible, see Discussion below.
However, our model predicts that one can relax testing frequency, early after ATI, and still
achieve a fixed probability of rebound between tests (S4 Fig). To achieve, for example, approxi-
mately 25% probability of viral rebound between test dates, the first test can take place 6 days
following ATI (S4a Fig), with follow-up test at day 8, then daily after that up to day 60, for a
study participant with no NNRTIs in their pre-ATI ART regimen. A short discussion on how
to derive these schedules is provided in the S1 Text. While the recommendation of daily testing
is onerous, note that the model predicts a median time to viral rebound for such a study partic-
ipant is 8 days, with 95% probability of viral rebound by day 18. For study participants whose
pre-ART regimen included NNRTIs, that can be relaxed to a schedule with tests on days 15,
19, 22, 25, 28, and then every other day up to day 60. The median time to viral rebound for
such a study participant is predicted to be 21 days, with 95% probability of viral rebound by
day 38. Thus our model generates a recommendation permitting significantly less frequent
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testing near ATI, with high-frequency testing only when most of the ATI study population has
already rebounded.

Our model recommends very frequent HIV viral load testing in the course of an ATT study
requiring regular testing. An irregular testing schedule can remediate that challenge, but for
any large trials, such irregular testing schedules may be very difficult to implement. The fre-
quency of HIV viral load testing after treatment interruption remains controversial with stud-
ies measuring viral loads as frequently as three times per week [62] or as infrequently as once
every 2-4 weeks [34, 38]. More frequent viral load monitoring after treatment interruption has
potential benefits both for participant safety and maximizing the accuracy of determining HIV
rebound timing, but also places a logistical burden on the participants and is not feasible for
any large or medium-scale clinical trials. Thus, while our model predictions are in agreement
with frequent testing recommendations, we acknowledge that logistical feasibility may dictate
testing frequency.

Planning and resource management. With a prescribed testing frequency, our model
can contribute to ATI clinical trial planning and resource management by predicting the
course of the ATI clinical trial in silico. Our model and associated parametrization would rep-
resent the control population if used for a study testing, for example, interventions such as
latency reversing agents or immunotherapy that may serve to extend time to viral rebound
[63]. We can generate rebound times for each in silico study participant as follows: (i) Predict
if they will rebound within < 60 days, with probability 210/235, the fraction of ATI study par-
ticipants who rebounded within that time period [2]. (i) Since it is unlikely that trials will be
screening for HIV CA-RNA levels prior to the ATI, that information will likely be unknown
in the course of study design. Instead we can sample from the gamma distribution fit to HIV
CA-RNA levels from [2], S5 Fig. (iii) We can then sample for that participant the associated
viral rebound time using the cumulative probability density in Eq (2) with parameter estimates
in Table 3 (taking a Weibull-distributed delay) and an assigned pre-ATI drug regimen that
reflects the clinical trial enrollment criterion. We repeat this algorithm for each in silico ATI
study participant to generate rebound times, and then use proposed testing schedules, for
example twice-weekly, weekly, or every two weeks, to generate survival curves. Fig 10 shows
ten sample survival curves for each of these testing schedules, assuming NNRTIs are included
in the pre-ATI ART regimen, assuming for the purposes of illustration and simplicity a
study of 100 individuals (see S6 Fig for the analogous figure with NNRTTs excluded from

the pre-ATT ART regimen). Repeating this stochastic simulation thousands of times, we can
predict, for example, the median and 99% confidence intervals on the fraction of ATI study
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Fig 10. In silico ATI study survival curves. Ten sample survival curves for in silico studies with 100 study participants whose pre-ATI ART regimen
included NNRTIs. Median (dashed line) and and 99% confidence interval (solid lines) computed from 10000 simulations. Survival curves describe

model-predicted time to detectable viral rebound, given a post-ATI viral load testing schedule with (a) twice-weekly, (b) weekly, or (c) every two week
testing.

https://doi.org/10.1371/journal.pcbi.1007229.9010
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participants who will not yet have rebound by each scheduled test time post-ATI, given in
Fig 10 and S6 Fig by dashed and solid lines, respectively (see also S3 Table). These predictions
may help in planning resource and personnel management, and costs, depending on study
objectives.

Our model is appropriate for viral rebounds occurring up to 60 days following ATI. We
hypothesize that longer-term infection control, with viral rebounds up to years after ATT, is
associated with mechanisms such as immune responses excluded from this model, and which
remain unclear [5, 11, 23]. Given that 210/235 total ATI study participants rebounded within
60 days [2], we anticipate our model is descriptive and appropriate for most people.

Discussion

We have developed a simple stochastic model to predict the time to viral rebound for people
living with HIV (PLWH) who undergo analytic treatment interruption (ATI). Our model pre-
dictions take the form of probability distributions in time, which can be interpreted as survival
functions. Our model integrates PLWH-specific data to individualize predictions based on (1)
pre-ATI ART regimen and (2) pre-ATI HIV CA-RNA, both shown to be associated with
times to viral rebound [2, 3, 34]. Thus it distinguishes itself from previous studies, which have
emphasized population average predictions [28-30].

In our modeling we focused on short-term viral rebound following ATI, which we restrict
to < 60 days. We used our model, parametrized with ATI study participant data [2], to provide
a population distribution of “successful” latent cell activation rates, i.e., the rate of latent cell
activations that induce viral rebound. We recover an average frequency of activations leading
to viral rebound of approximately 2-4 days, depending on our assumption on the delay
between activation and the increase of viremia to detectable levels. The most appropriate delay
distribution cannot be resolved with existing data. Our estimate of the successful activation
rate is shorter than that of Pinkevych et al. [30] who estimate an average of about 6 days
between successful activations, and a range of 5-8 days [30]. Pinkevych et al. modeled viral
rebound by assuming that the number of study participants controlling HIV at time ¢ after
ART cessation is exponentially decaying in time, and attribute that decay rate to latent cell
activation. With data from treatment interruption trials, they provided the first estimates of
latent cell activation rates that lead to observable viremia [30]. While our parameter estimation
approach differs, the primary reason we obtain a shorter frequency of latent cell activation is
that Pinkevych et al. did not explicitly address heterogeneity in the events leading to viral
rebound. This heterogeneity comes from many sources including the kinetics of events that
occur within a latent cell post-activation [41, 42, 61], including bursty transcription from the
HIV-1 promoter that can lead to toggling between latent and pre-productive infection [64-66]
and heterogeneity in subsequent viral growth rates [31, 33]. We account for heterogeneity
from all sources, via the delay distribution D(7), and thus we refine their previous estimate.
However, our activation dynamics and delay distribution ignore any host factors, such as HLA
allelles, that may generate inter-individual variability in time to detectable viremia. These and
other host factors may become increasingly important as we strive to improve personalized
predictions of viral rebound distributions.

We hypothesize that viral rebounds occurring after many months, or even years [2, 67, 68]
—or not at all [5], i.e., post-treatment control—are associated with host mechanisms, such as
immune responses [2, 5, 13, 23, 69]. Markers of T-cell exhaustion are associated with times to
viral rebound [13]. Li et al. also noted that study participants treated early (within 6 months
of exposure to HIV) showed later post-ATI viral rebound than those treated during the acute
phase of infection [2]. The recent observation of rebound following ATI delayed by 7.4
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months, in an individual treated within an estimated 10 days of exposure to HIV [70], is con-
sistent with previous observations that early ART treatment is associated with delayed viral
rebound timing and increased chances of post-treatment control [2, 3]. Delayed ART initia-
tion appears to decrease the chances of sustained post-treatment viral control, potentially due
to the expanding diversity of the HIV reservoir [71], immune exhaustion [72], or increasing
CTL escape mutations that will diminish the effectiveness of cell-mediated immune responses
[73].

As a consequence of our hypothesis, predictions of late viral rebounds may require more
sophisticated models. In this present study, modeling viral rebound as a consequence of viral
replication engendered by latent cell activation, we excluded data from ATI study participants
whose viremia returned only after many months or years [2]. The current model acts as a nec-
essary foundation upon which immunologic data can be incorporated when they are available
to model post-treatment control. However, late viral rebounds form only a minority of dynam-
ics following ATT, just 25 or ~10% of 235 ATI study participants in [2], and thus our model-
ing, which predicts the probability of viral rebound at time ¢ for PLWH following ATI in the
short term, describes post-ATI dynamics in the majority of individuals. We can therefore rea-
sonably use our modeling to aid in ATI clinical trial design, in particular determining post-
ATT testing frequency, according to study objectives. If using our model for study design and
implementation, we would advise reevaluation of the few individuals who achieve 60 days with
no rebound with a more sophisticated approach including testing for immunological markers
of HIV control [2, 5, 13, 23, 69].

From our modeling we can also identify gaps in data that may be invaluable in improving
modeling insights into viral rebound and control. In creating our individualized predictions,
we focused on some of the first biomarkers identified to be associated with delays in viral
rebound [2]; work ongoing in identifying further covariates of control [2, 3, 10-13] will aid in
further refining models of HIV rebound or control [28-30, 32, 74]. When commenting on
clinical trial design we must acknowledge the practical limitations, since these studies rely on
PLWH who take time out of their own lives to regularly get tested. Our data shows a median
of 12 clinic visits per patient, with many making upwards of 30 clinic visits [2]. These volun-
teers make their contributions with the knowledge that the scientific advancements gained
may not benefit them. Therefore calling for frequent testing—which from a modeling perspec-
tive would be ideal—is problematic. However we note, due to the lack of data in the first week
following ATI, that we made simplifying assumptions, such as neglecting ART decay kinetics
in study participants whose pre-ATI ART regimen excluded NNRTIs. Therefore we call for
more regular data collection in the 1-2 weeks if possible, which may be particularly illuminat-
ing in characterizing rapid viral rebound and thus improving parameter estimation, without
over-burdening clinical trialists or generous volunteers.

In our modeling we neglected the inherent heterogeneity of the latent reservoir and associ-
ated latent cell activation rates. Latently infected cells are in majority memory cells [45], each
of which may be specific for a pathogen or set of pathogens. There is evidence that the reser-
voir is composed of clonal populations [53, 60, 75], so there may be genetically homogeneous
subsets of cells, but even cells in clones may exhibit differing activation dynamics. However, in
modeling viral rebound for large latent reservoir sizes, we neglect this heterogeneity in favor of
the mean activation rate. Heterogeneity in activation rate becomes important as latent reser-
voir sizes gets small, and we move towards elimination, but that is not the focus of this present
study.

The latent cell activation rate, g, is part of the recrudescence rate, as(1 — g,), which we esti-
mate from the data and which we assume to be the same for all individuals. Note that we can
only estimate the parameter combination as(1 — qo), and not a itself. Future modeling efforts
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may aim to rectify this possibly by including additional data, such as direct estimates of the
pre-ATI viral reservoir size and viral growth rates and viral set points post-ATI for each study
participant.

In accounting for the delay in viral rebound observed in Li et al. (2016) associated with
inclusion of NNRTIs in the pre-ATI ART regimen [2], we assumed that the probability that
latent cell activation induces viral rebound decays expontentially to g, at rate k. Our estimate
for k, which should account for the rate of drug decay post-ATI, was at least order of magni-
tude lower than the mean NNRTT concentration decay rates in plasma [55]. One explanation
is that most T-cells and latently infected cells reside in lymphatic tissues [76, 77]. The pharma-
cokinetics and pharmacodynamics in the lymphatic tissues are not clear, although there is evi-
dence that drug penetration is lower [78, 79]; commensurately, drug clearance may also be
slower. Since our model crudely treats the whole body as homogeneous, the expression for
decaying effectiveness of the drug must average the dynamics in different tissues, potentially
explaining the inconsistencies.

It is also interesting to note that the NNRTI efavirenz’s clearance is dependent on CYP450
2B6 gene polymorphism and there are certain polymorphisms that increase plasma half life
such that drug levels above the 95% inhibitory concentration maybe present for > 21 days after
treatment interruption [48]. However, we acknowledge that our estimates of the rate at which
drug loses effectiveness will need to be further refined and validated. In future studies we will
attempt to refine q(f) and more carefully address its variability, potentially, by considering spe-
cific drug pharmacokinetic/pharmacodynamics in tissues, when available, and data on viral
dynamics post-rebound to inform the reproductive ratio in absence of ART. It is also possible
that ART decay may occur in a biphasic manner with our estimate of k reflecting the terminal
elimination phase. Additional pharmacokinetic studies are needed to explore this possibility.

We also simplified our model by taking a constant reservoir size, neglecting factors contrib-
uting to long-term reservoir decay such as latent cell death and proliferation [45]. Preceding
viral rebound, we anticipate that the latent reservoir would continue to decay at on-therapy
rates [43, 80] resulting from these dynamics. But the reservoir is typically large and its decay is
slow, with a 44 month half-life on average [43, 80], so in our 60-day rebound period, the aver-
age reservoir size would decrease by less than 3%. Thus our constant reservoir size assumption
is reasonable. We can extend our simple model to include latent cell proliferation and death,
derived in the S1 Text. Intriguingly, the resulting expression for probability of viral rebound
gives the natural activation rate a as, in principle, an identifiable parameter, in contrast to our
simple model, for which only the successful latent cell activation rate, (1 — g)aL, is identifiable.
Unfortunately, to disentangle a from other parameters in the extended model, we require
more refined data, as discussed based on the mathematics in the S1 Text. Such data may be dif-
ficult to obtain; as it is, the data from Li et al. [2] which we employ is the most extensive and
well-curated ATI study data currently available.

In integrating study participant data into our viral rebound model, we made the assump-
tion that log,o(cell-associated HIV RNA) is proportional to the size of the replication-compe-
tent portion of the latent reservoir, for which we currently have no direct methods to measure
[46]. We were motivated by Li et al., who showed a negative correlation between HIV CA-
RNA and time to detectable viremia [2]. Li et al. also noted a negative correlation between pre-
ATT viral load, measured using single copy assays, and time to detectable viremia [2]. Since
on-therapy viremia may be associated with rounds of replication resulting from latent cell acti-
vations [24], pre-ATI viral load may be a better measure of the replication-competent portion
of the latent reservoir. It also may not: if ART efficacy is near 100%, there may be only very
limited rounds of replication. In that case, on-therapy viremia would represent primarily virus
released from activated latently infected cells, and would not be a good measure of replication
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competence, although the higher the fraction of cells releasing HIV, the higher the probability
that the population will include cells releasing replication competent virus [53]. Regardless,
we did not incorporate this observation into the current model because of the paucity of data
(41/235 ATI study participants with viral load measured above the level of detection), but we
acknowledge that the pre-ATI viral load may be a better predictor of replication competent
latent reservoir size.

Our simple model predictions suggest that any given treated HIV" individual who will
undergo what we term ‘short-term rebound’ is capable of reproducing almost the full
amount of variability in rebound times seen across the 84 study participants under consider-
ation (c.f. Figs 5b, 5¢ and 7), with some finite probability, which varies across study partici-
pants. For example, the model predicts that the probability of rebound within two weeks
of ATT across study participants ranges from 11% to 90%, depending on the study partici-
pant, and the probability of rebound after 6 weeks ranges from 107°% to 15% (Fig 5b and
5¢). Predicted mean times to viral rebound vary from days, without NNRTIs in the pre-ATI
ART regimen, to weeks with NNRTIs (Fig 7). One interpretation is that the observed vari-
ability in rebound times is driven most strongly by stochasticity in the delay between suc-
cessful activation and viral detection, and in the time to reactivation, with an individual’s
level of HIV CA-RNA influencing the time to viral detection (Fig 3b). However, we suspect
that the similarity in predicted viral rebound time probability density functions in the
absence of NNRTTIs, in particular Fig 5a and 5b, also importantly reflects the uncertainty in
the data with respect to actual rebound times; recall that the median time between the last
undetectable viral load measurement and first detectable viral load measurement is 20
days (mean 18 days). While parameter estimation with more frequent observations would
improve predictions and resolve this question, such data may only be obtained with diffi-
culty, as again the data we employ here derives from the most extensive ATI study data cur-
rently available. We therefore advise mindfulness of the uncertainty as modeling of viral
rebound advances.

While we acknowledge many limitations, our simple model, parametrized with ATI study
participant data, offers individualized predictions of time-to-viral rebound following ATI. Our
results offer insight into latent cell activation dynamics, can inform future modeling and pre-
dictive work, and can be used to inform testing periods in ATI clinical trial design. This study
represents first steps towards a model that can make accurate predictions of a person living
with HIV (PLWH)’s rebound time distribution based on personal characteristics, and help
identify PLWH with expected long viral rebound delays.

Supporting information

S1 Text. Supporting calculations.
(PDF)

S1 Table. Parameter estimation for model 1. Parameter estimates for main text model (1)
with 95% confidence intervals indicated parenthetically, making no distinction between par-
ticipants based on pre-ATI ART regimen.

(PDF)

S2 Table. Parameter estimation for model 2. Parameter estimates for main text model (2)
with 95% confidence intervals indicated parenthetically, distinguishing study participants
based on pre-ATI ART regimen.

(PDF)
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$3 Table. Clinical trial predictions. Median and 99% confidence interval in the fraction of
ATT study participants showing no rebound by each test time post-ATI, computed over 10000
simulations. See text for algorithm generating the survival curves from which these were
derived. For the purposes of illustration we assume 100 study participants.

(PDF)

S1 Fig. Model-predicted probability density functions for delay D(f). Model-predicted
probability density functions for delay between activation that induces rebound and detectable
viremia, D(t), parameters estimated for main text Eq (2). Probability density formulas are pro-
vided in main text Table 1 and parameter estimates for the probability densities are given in
Table.

(PDF)

S2 Fig. Histograms of model-predicted average time between successful latent cell activa-
tions, across ATI study population. Histograms of model-predicted average time between suc-
cessful latent cell activations, across ATI study population (see main text, Description of data),
assuming (a) a Weibull-distributed detection delay and (b) a fixed detection delay, with lognor-
mal distribution fit shown in red. The lognormal distribution fits is best when compared to
some stylized fits (tested exponential, Weibull, and Burr distributions, AAIC > 4.5) but statisti-
cally indistinguishable from others (tested gamma and log-logistic distributions, 2 < AAIC < 3).
The population-average is predicted to be a successful activation every (a) 2.2 days, (b) 5.2 days.
(PDF)

S$3 Fig. Predicted rate of viral rebound (hazard) depending on pre-ATI drug regimen.
Areas indicate span of predicted rebound rates depending on pre-ATI HIV CA-RNA level
across all data, with green indicating data from study participants who included NNRTIs in
their pre-ATI ART regimen, and blue indicating study participants who did not. The solid/
dashed lines indicate the rebound rates assuming median HIV CA-RNA levels for each group.
(PDF)

$4 Fig. Model-recommended frequency of testing for ATI clinical trials. Model-recom-
mended frequency of testing for ATI clinical trials, depending on study objectives, averaged
over study participant HIV CA-RNA levels. Next-test time given a fixed, desired, probability
of viral rebound, as a function of time since ATI, for study participants whose pre-ATI ART
regimen (a) excluded and (b) included NNRTTs.

(PDF)

S5 Fig. Histograms of log;o(HIV CA RNA) levels measured across study participants. His-
tograms of log;o(HIV CA RNA) levels from [2] (see main text, Description of data), with
gamma distribution fit. The gamma distribution fits is best when compared to some stylized
fits (tested Weibull, log-normal, log-logistic, and Burr distribution) yielding the lowest log-
likelihood. Since all tested distributions have the same number of parameters, we have no need
to call on the AIC.

(PDF)

S6 Fig. In silico ATI study survival curves. Ten sample survival curves for in silico studies
with 100 study participants whose pre-ATI ART regimen excluded NNRTIs. Median (dashed
line) and and 99% confidence interval (solid lines) computed from 10000 simulations. Survival
curves describe model-predicted time to detectable viral rebound, given a post-AT1I viral load
testing schedule with (a) twice-weeKkly, (b) weekly, or (c) every two week testing.

(PDF)

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007229  July 24, 2019 21/26



O PLOS

COMPUTATIONAL

BIOLOGY

Predictions of time to HIV viral rebound following ART suspension with personal biomarkers

Acknowledgments

We thank Timothy Charles Reluga for valuable technical discussions and insights. We thank
the participants, staff, and principal investigators of the ACTG studies A371 (Paul Volberding,
Elizabeth Connick), A5024 (J. Michael Kilby, Ronald Mitsuyasu), A5068 (Jeffrey Jacobson, Ian
Frank, Michael Saag, Joseph Eron), A5170 (Daniel Skiest, David Margolis, Diane Havlir), and
A5197 (Robert Schooley, Michael Lederman, Diane Havlir). We also thank the efforts of the
ACTG NWCS 371 study team.

Author Contributions

Conceptualization: Jessica M. Conway, Alan S. Perelson, Jonathan Z. Li.
Data curation: Jonathan Z. Li.

Formal analysis: Jessica M. Conway.

Funding acquisition: Jessica M. Conway, Alan S. Perelson, Jonathan Z. Li.
Investigation: Jessica M. Conway.

Methodology: Jessica M. Conway.

Project administration: Jessica M. Conway.

Resources: Jessica M. Conway, Alan S. Perelson, Jonathan Z. Li.
Software: Jessica M. Conway.

Validation: Jessica M. Conway.

Visualization: Jessica M. Conway.

Writing - original draft: Jessica M. Conway.

Writing - review & editing: Jessica M. Conway, Alan S. Perelson, Jonathan Z. Li.

References

1. Davey RT Jr, Bhat N, Yoder C, Chun TW, Metcalf JA, Dewar R, et al. HIV-1 and T cell dynamics after
interruption of highly active antiretroviral therapy (HAART) in patients with a history of sustained viral
suppression. Proc Natl Acad Sci USA. 1999; 96:15109-15114. https://doi.org/10.1073/pnas.96.26.
15109

2. LiJZ, Etemad B, Ahmed H, Aga E, Bosch RJ, Mellors JW, et al. The size of the expressed HIV reservoir
predicts timing of viral rebound after treatment interruption. AIDS. 2016; 30:343-353. https://doi.org/10.
1097/QAD.0000000000000953 PMID: 26588174

3. Namazi G, Fajnzylber JM, Aga E, Bosch RM, Acosta EP, Sharaf R, et al. The Control of HIV after Antire-
troviral Medication Pause (CHAMP) study: post-treatment controllers identified from 14 clinical studies.
J Infect Dis. 2018;to appear. https://doi.org/10.1093/infdis/jiy479 PMID: 30085241

4. Sharaf R, Lee GQ, Sun X, Etemad B, Aboukhater L, Hu Z, et al. HIV-1 proviral landscapes distinguish
post-treatment controllers from non-controllers. J Clin Investig. 2018;to appear. https://doi.org/10.1172/
JCI120549

5. Saez-Cirion A, Bacchus C, Hocqueloux L, Avettand-Fénoél V, Girault I, Lecuroux C, et al. Post-treat-
ment HIV-1 controllers with a long-term virological remission after the interruption of early initiated anti-
retroviral therapy ANRS VISCONTI study. PLoS Pathog. 2013; 9:e1003211. https://doi.org/10.1371/
journal.ppat.1003211 PMID: 23516360

6. Lambotte O, Boufassa F, Madec Y, Nguyen A, Goujard C, Meyer L, et al. HIV controllers: A homoge-
neous group of HIV-1-infected patients with spontaneous control of viral replication. Clin Infect Dis.
2005; 41:1053—-1056. https://doi.org/10.1086/433188 PMID: 16142675

7. Blankson JN. Effector Mechanisms in HIV-1 infected elite controllers: Highly active immune response?
Antivir Res. 2010; 85:295-302. https://doi.org/10.1016/j.antiviral.2009.08.007 PMID: 19733595

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007229  July 24,2019 22/26



GPLOS |saisermom

Predictions of time to HIV viral rebound following ART suspension with personal biomarkers

10.

11.

12

13.

14.

15.

16.

17.

18.

19.

20.

21.

22,

23.

24.

25.

26.

27.

28.

29,

LiJZ, Smith DM, Mellors JW. The critical roles of treatment interruption studies and biomarker identifica-
tion in the search for an HIV cure. AIDS. 2015; 29:1429—-1432.

Rokx C, Vella S, Pantaleo G, Lévy Y, Boucher CAB. Unite forces to validate biomarkers in the quest for
lasting HIV remission. AIDS. 2016; 30:1859—-1860. https://doi.org/10.1097/QAD.0000000000001118
PMID: 27351931

Williams JP, Hurst J, Stér W, Robinson N, Brown H, Fisher M, et al. HIV-1 DNA predicts disease pro-
gression and post-treatment virological control. eLife. 2014; 3:e03821. https://doi.org/10.7554/eLife.
03821 PMID: 25217531

Etemad B, Sun X, Lederman MM, Gottlieb RZ, Aga E, Bosch R, et al. Viral and immune characteristics
of HIV post-treatment controllers in ACTG studies. In: Conference on Retroviruses and Opportunistic
Infections (CROI); 2016.

Martin GE, Gossez M, Williams JP, Stohr W, Meyerowitz J, Leitman EM, et al. Post-treatment control or
treated controllers? Viral remission in treated and untreated primary HIV infection. AIDS. 2017; 31:477—
484. https://doi.org/10.1097/QAD.0000000000001382 PMID: 28060012

Hurst J, Hoffman M, Pace M, Williams JP, Thornhill J, Hamlyn E, et al. Immunological biomarkers pre-
dict HIV-1 viral rebound after treatment interruption. Nat Commun. 2015; 6:8495. https://doi.org/10.
1038/ncomms9495 PMID: 26449164

Nowak MA, May R. Virus dynamics: Mathematical principles of immunology and virology. Oxford Uni-
versity Press; 2001.

Perelson AS. Modelling viral and immune system dynamics. Nat Rev Immunol. 2002; 2:28-36. https://
doi.org/10.1038/nri700 PMID: 11905835

Perelson AS, Neumann AD, Markowitz M, Leonard JM, Ho DD. HIV-1 dynamics in vivo: Virion clear-
ance rate, infected cell life-span, and viral generation time. Science. 1996; 271:1582—-1586. https://doi.
org/10.1126/science.271.5255.1582 PMID: 8599114

Perelson AS, Essunger P, Cao Y, Vesanen M, Hurley A, Saksela K, et al. Decay characteristics of HIV-
1 infected compartments during combination Therapy. Nature. 1997; 387:188—191. https://doi.org/10.
1038/387188a0 PMID: 9144290

Perelson AS, Nelson PW. Mathematical analysis of HIV-I: Dynamics in vivo. SIAM Rev. 1999; 41:3—44.
https://doi.org/10.1137/S0036144598335107

Stafford MA, Corey L, Cao Y, Daar ES, Ho DD, Perelson AS. Modeling plasma virus concentration dur-
ing primary HIV infection. J Theor Biol. 2000; 203:285-301. https://doi.org/10.1006/jtbi.2000.1076
PMID: 10716909

Perelson AS, Ribeiro RM. Modeling the within-host dynamics of HIV infection. BMC Biol. 2013; 11:96.
https://doi.org/10.1186/1741-7007-11-96 PMID: 24020860

Conway JM, Coombs D. A stochastic model of latently infected cell reactivation and viral blip generation
in treated HIV patients. PLoS Comput Biol. 2011; 7:€1002033. https://doi.org/10.1371/journal.pcbi.
1002033 PMID: 21552334

Conway JM, Konrad BP, Coombs D. Stochastic analysis of pre- and postexposure prophylaxis against
HIV infection. SIAM J Appl Math. 2013; 73:904-928. https://doi.org/10.1137/120876800

Conway JM, Perelson AS. Post-treatment control of HIV infection. Proc Natl Acad Sci USA. 2015;
112:5467-5472. https://doi.org/10.1073/pnas.1419162112 PMID: 25870266

Conway JM, Perelson AS. Residual viremia in treated HIV+ individuals. PLoS Comput Biol. 2016; 12:
e€1004677. https://doi.org/10.1371/journal.pcbi. 1004677 PMID: 26735135

Markowitz M, Louie M, Hurley A, Sun E, Di Mascio M. A novel antiviral intervention results in more accu-
rate assessment of human immunodeficiency virus type 1 replication dynamics and T-cell decay in vivo.
J Virol. 2003; 77:5037-5038. https://doi.org/10.1128/JV1.77.8.5037-5038.2003 PMID: 12663814

Ramratnam B, Bonhoeffer S, Binley J, Hurley A, Zhang LQ. Rapid production and clearance of HIV-1
and hepatitis C virus assessed by large volume plasma apheresis. Lancet Infect Dis. 1999; 354:1782—
1785.

Chen HY, Di Mascio M, Perelson AS, Ho DD, Zhang L. Determination of virus burst size in vivo using a
single-cycle SIV in rhesus macaques. Proc Natl Acad Sci USA. 2007; 104:19079-19085. https://doi.
org/10.1073/pnas.0707449104 PMID: 18025463

Hill AL, Rosenbloom DIS, Fu F, Nowak MA, Siliciano RF. Predicting the outcomes of treatment to eradi-
cate the latent reservoir for HIV-1. Proc Natl Acad Sci USA. 2014; 111:13475-13480. https://doi.org/10.
1073/pnas.1406663111 PMID: 25097264

Hill AL, Rosenbloom DIS, Goldstein E, Hanhauser E, Kuritzkes DR, Siliciano RF, et al. Real-time predic-
tions of reservoir size and rebound time during antiretroviral therapy interruption trials for HIV. PLoS
Pathog. 2016; 12:€1005535. https://doi.org/10.1371/journal.ppat.1005535 PMID: 27119536

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007229  July 24,2019 23/26



GPLOS |saisermom

Predictions of time to HIV viral rebound following ART suspension with personal biomarkers

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

4.

42,

43.

44,

45.

46.

47.

Pinkevych M, Cromer D, Tolstrup M, Grimm AJ, Cooper DA, Lewin SR, et al. HIV reactivation from
latency after treatment interruption occurs on average every 5-8 Days—implications for HIV remission.
PLoS Pathog. 2015; 11:€1005000. https://doi.org/10.1371/journal.ppat. 1005000 PMID: 26133551

Pinkevych M, Kent SJ, Tolstrup M, Lewin SR, Cooper DA, Sggaard OS, et al. Modeling of experimental
data supports HIV reactivation from latency after treatment interruption on average once every 5-8
days. PLoS Pathog. 2016; 12:1005740. https://doi.org/10.1371/journal.ppat.1005740 PMID:
27560972

Fennessey CM, Pinkevych M, Immonen TT, Reynaldi A, Venturi V, Nadella P, et al. Genetically-bar-
coded SIV facilitates enumeration of rebound variants and estimation of reactivation rates in nonhuman
primates following interruption of suppressive antiretroviral therapy. PLOS Pathogens. 2017; 13:
€1006359. https://doi.org/10.1371/journal.ppat. 1006359 PMID: 28472156

Hill AL, Rosenbloom DIS, Siliciano JD, Siliciano RF. Insufficient evidence for rare activation of latent
HIV in the absence of reservoir-reducing interventions. PLoS Pathog. 2016; 12:1005679. https://doi.
org/10.1371/journal.ppat.1005679 PMID: 27560936

Sneller MC, Justement JS, Gittens KR, Petrone ME, Clarridge KE, Proschan MA, et al. A randomized
controlled safety/efficacy trial of therapeutic vaccination in HIV-infected individuals who initiated antire-
troviral therapy early in infection. Sci Transl Med. 2017; 9:eaan8848. https://doi.org/10.1126/
scitransimed.aan8848 PMID: 29212716

Volberding P, Demeter L, Bosch RJ, Aga E, Pettinelli C, Hirsch M, et al. Antiretroviral therapy in acute
and recent HIV infection: a prospective multicenter stratified trial of intentionally interrupted treatment.
AIDS. 2009; 23:1987—-1995. https://doi.org/10.1097/QAD.0b013e32832eb285 PMID: 19696651

Kilby JM, Bucy RP, Mildvan D, Fischl M, Santana-Bagur J, Lennox J, et al. A randomized, partially
blinded phase 2 trial of antiretroviral therapy, HIV-specific immunizations, and interleukin-2 cycles to
promote efficient control of viral replication (ACTG A5024). J Infect Dis. 2006; 194:1672—1676. https:/
doi.org/10.1086/509508 PMID: 17109338

Jacobson JM, Pat Bucy R, Spritzler J, Saag MS, Eron JJ Jr, Coombs RW, et al. Evidence that intermit-
tent structured treatment interruption, but not Immunization with ALVAC-HIV vCP1452, promotes host
control of HIV replication: The results of AIDS Clinical Trials Group 5068. J Infect Dis. 2006; 194
(5):623-632. https://doi.org/10.1086/506364 PMID: 16897661

Skiest DJ, Su Z, Havlir DV, Robertson KR, Coombs RW, Cain P, et al. Interruption of antiretroviral treat-
ment in HIV-infected patients with preserved immune function is associated with a low rate of clinical
progression: A prospective study by AIDS Clinical Trials Group 5170. J Infect Dis. 2007; 195:1426—
1436. https://doi.org/10.1086/512681 PMID: 17436222

Rosenberg ES, Graham BS, Chan ES, Bosch RJ, Stocker V, Maenza J, et al. Safety and immunogenic-
ity of therapeutic DNA vaccination in individuals treated with antiretroviral therapy during acute/early
HIV-1 infection. PLoS ONE. 2010; 5:10555. https://doi.org/10.1371/journal.pone.0010555 PMID:
20479938

Schooley RT, Spritzler J, Wang H, Lederman MM, Havlir D, Kuritzkes DR, et al. AIDS Clinical Trials
Group 5197: A placebo-controlled trial of immunization of HIV-1-infected persons with a replication-defi-
cient adenovirus type 5 vaccine expressing the HIV-1 Core Protein. J Infect Dis. 2010; 202:705-716.
https://doi.org/10.1086/655468 PMID: 20662716

Hataye JM, Casazza JP, Best K, Liang J, Ambrozak DR, Darko S, et al. Principles governing establish-
ment versus collapse of HIV-1 cellular spread. Submitted. 2018.

Ke R, Elliott J, Lewin SR, Perelson AS. Modeling the effects of vorinostat in vivo reveals both transient
and delayed HIV transcriptional activation and minimal killing of latently infected cells. PLoS Pathog.
2015; 11:210052371. https://doi.org/10.1371/journal.ppat. 1005237

Crooks AM, Bateson R, Cope AB, Dahl NP, Griggs MK, Kuruc JD, et al. Precise quantitation of the
latent HIV-1 reservoir: Implications for eradication strategies. J Infect Dis. 2015; 212:1361-1365.
https://doi.org/10.1093/infdis/jiv218 PMID: 25877550

Siliciano JD, Siliciano RF. Recent developments in the search for a cure for HIV-1 infection: Targeting
the latent reservoir for HIV-1. J Allergy Clin Immunol. 2014; 134:12—19. https://doi.org/10.1016/j.jaci.
2014.05.026 PMID: 25117799

Chomont N, El-Far M, Ancuta P, Trautmann L, Procopio FA, Yassine-Diab B, et al. HIV reservoir size
and persistence are driven by T cell survival and homeostatic proliferation. Nat Med. 2009; 15:893—901.
https://doi.org/10.1038/nm.1972 PMID: 19543283

Ho YC, Shan L, Hosmane NN, Wang J, Laskey SB, Rosenbloom DIS, et al. Replication-competent non-
induced proviruses in the latent reservoir increase barrier to HIV-1 cure. Cell. 2013; 155:540-551.
https://doi.org/10.1016/j.cell.2013.09.020 PMID: 24243014

Pasternak AO, Berkhout B. What do we measure when we measure cell-associated HIV RNA. Retrovi-
rology. 2018; 15:13. https://doi.org/10.1186/s12977-018-0397-2 PMID: 29378657

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007229  July 24,2019 24/26



GPLOS |saisermom

Predictions of time to HIV viral rebound following ART suspension with personal biomarkers

48.

49.

50.

51.

52.

53.

54.
55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

Ribaudo HJ, Haas DW, Tierney C, Kim RB, Wilkinson GR, Gulick RM, et al. Pharmacogenetics of
plasma efavirenz exposure after treatment discontinuation: An adult AIDS Clinical Trials Group Study.
Clin Infect Dis. 2006; 42:401-407. https:/doi.org/10.1086/499364 PMID: 16392089

Derendorf H, Meibohm B. Modeling of pharmacokinetic/pharmacodynamic (PK/PD) relationships: con-
cepts and perspectives. Pharmaceutical research. 1999; 16:176—-85. https://doi.org/10.1023/
A:1011907920641 PMID: 10100300

Rosenbloom DIS, Hill AL, Rabi SA, Siliciano RF, Nowak MA. Antiretroviral dynamics determines HIV
evolution and predicts therapy outcome. Nat Med. 2012; 18(9):1378-1385. https://doi.org/10.1038/nm.
2892 PMID: 22941277

Bazzoli C, Jullien V, Le Tiec C, Rey E, Mentré F, Taburet AM. Intracellular pharmacokinetics of antire-
troviral drugs in HIV-infected patients, and their correlation with drug action. Clinical Pharmacokinetics.
2010; 49(1):17-45. https://doi.org/10.2165/11318110-000000000-00000 PMID: 20000887

Burnham KP, Anderson DR. Model selection and multimodel inference: A practical information-theoretic
approach, Second edition. Springer; 2003.

Kearney MF, Wiegand A, Shao W, Coffin JM, Mellors JW, Lederman M, et al. Origin of rebound plasma
HIV includes cells with identical proviruses that are transcriptionally active before stopping of antiretrovi-
ral therapy. J Virol. 2016; 90:1369-76. https://doi.org/10.1128/JV1.02139-15 PMID: 26581989

Luebeck G, Meza R. Bhat: General likelihood exploration; 2015.

Shen L, Peterson S, Sedaghat AR, McMahon MA, Callender M, Zhang H, et al. Dose-response curve
slope sets class-specific limits on inhibitory potential of anti-HIV drugs. Nat Med. 2008; 14(7):762—766.
https://doi.org/10.1038/nm1777 PMID: 18552857

Armitage P. Multistage models of carcinogenesis. Environ Health Perspect. 1985; 63:195-201. https:/
doi.org/10.1289/ehp.8563195 PMID: 3908088

Mdller V, Vigueras-Gomez JF, Bonhoeffer S. Decelerating decay of latently infected cells during pro-
longed therapy fo human immunodeficiency virus type 1 infection. J Virol. 2002; 76(17):8963—8965.
https://doi.org/10.1128/JV1.76.17.8963-8965.2002 PMID: 12163616

Strain MC, Gilnthard HF, Havlir DV, Ignacio CC, Smith DM, Leigh-Brown AJ, et al. Heterogeneous
clearance rates of long-lived lymphocytes infected with HIV: intrinsic stability predicts lifelong persis-
tence. Proc Natl Acad Sci USA. 2003; 100:4819-4824. https://doi.org/10.1073/pnas.0736332100
PMID: 12684537

Strain MC, Little SJ, Daar ES, Havlir DV, Gunthard HF, Lam RY, et al. Effect of treatment, during pri-
mary infection, on establishment and clearance of cellular reservoirs of HIV-1. J Infect Dis. 2005;
191:1410-1418. https://doi.org/10.1086/428777 PMID: 15809898

Maldarelli F, Wu X, Su L, Simonetti FR, Shao W, Hill S, et al. HIV latency. Specific HIV integration sites
are linked to clonal expansion and persistence of infected cells. Science (New York, NY). 2014;
345:179-83. https://doi.org/10.1126/science. 1254194 PMID: 24968937

Rong L, Perelson AS. Modeling HIV Persistence, the latent reservoir, and viral blips. J Theor Biol. 2009;
260:308-331. hitps://doi.org/10.1016/}.jtbi.2009.06.011 PMID: 19539630

Rothenberger MK, Keele BF, Wietgrefe SW, Fletcher CF, Beilman GJ, Chipman JG, et al. Large num-
ber of rebounding/founder HIV variants emerge from multifocal infection in lymphatic tissues after treat-
ment interruption. Proc Natl Acad Sci USA. 2015; 112:E1126—E1134. https://doi.org/10.1073/pnas.
1414926112 PMID: 25713386

Douek DC. HIV Infection: Advances Toward a Cure. Topics in antiviral medicine. 2018; 25:121-125.
PMID: 29689537

Singh A, Razooky B, Cox CD, Simpson ML, Weinberger LS. Transcriptional bursting from the HIV-1
promoter is a significant source of stochastic noise in HIV-1 gene expression. Biophys J. 2010; 98:L32—
L34. https://doi.org/10.1016/j.bpj.2010.03.001 PMID: 20409455

Razooky BS, Pai A, Aull K, Rouzine IM, Weinberger LS. A hardwired HIV latency program. Cell. 2015;
160:990-1001. https://doi.org/10.1016/j.cell.2015.02.009 PMID: 25723172

Cao'V, Lei X, Ribeiro R, Perelson AS, Liang J. Probabilistic control of HIV latency and transactivation by
the Tat gene circuit. Proc Natl Acad Sci USA. 2018; 115:12453—-12458. https://doi.org/10.1073/pnas.
1811195115 PMID: 30455316

Goujard C, Girault I, Rouzioux C, Lécuroux C, Deveau C, Chaix ML, et al. HIV-1 control after transient
antiretroviral treatment initiated in primary infection: role of patient characteristics and effect of therapy.
Antivir Ther. 2012; 17:1001-1009. https://doi.org/10.3851/IMP2273 PMID: 22865544

Persaud D, Gay H, Ziemniak C, Chen YH, Piatak M Jr, Chun TW, et al. Absence of detectable HIV-1
viremia after treatment cessation in an infant. New Engl J Med. 2013; 369:1828-1835. https://doi.org/
10.1056/NEJMoa1302976 PMID: 24152233

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007229  July 24,2019 25/26



GPLOS |saisermom

Predictions of time to HIV viral rebound following ART suspension with personal biomarkers

69.

70.

71.

72.

73.

74.

75.

76.
77.

78.

79.

80.

Li JZ, Heisey A, Ahmed H, Wang H, Zheng L, Carrington M, et al. Relationship of HIV reservoir charac-
teristics with immune status and viral rebound kinetics in an HIV therapeutic vaccine study. AIDS. 2014;
28:2649-2657. https://doi.org/10.1097/QAD.0000000000000478 PMID: 25254301

Henrich TJ, Hatano H, Bacon O, Hogan LE, Rutishauser R, Hill A, et al. HIV-1 persistence following
extremely early initiation of antiretroviral therapy (ART) during acute HIV-1 infection: An observational
study. PLOS Med. 2017; 14:e1002417. https://doi.org/10.1371/journal.pmed.1002417 PMID:
29112956

Troyer RM, Collins KR, Abraha A, Fraundorf E, Moore DM, Krizan RW, et al. Changes in Human Immu-
nodeficiency Virus Type 1 Fitness and Genetic Diversity during Disease Progression. J Virol. 2005;
79:9006-9018. https://doi.org/10.1128/JVI.79.14.9006-9018.2005 PMID: 15994794

Zhang JY, Zhang Z, Wang X, Fu JL, Yao J, Jiao Y, et al. PD-1 up-regulation is correlated with HIV-spe-
cific memory CD8+ T-cell exhaustion in typical progressors but not in long-term nonprogressors. Blood.
2007; 109:4671-4678. https://doi.org/10.1182/blood-2006-09-044826 PMID: 17272504

Deng K, Pertea M, Rongvaux A, Wang L, Durand CM, Ghiaur G, et al. Broad CTL response is required
to clear latent HIV-1 due to dominance of escape mutations. Nature. 2015; 517:381-385. https:/doi.
org/10.1038/nature 14053 PMID: 25561180

Adams BM, Banks HT, Davidian M, Rosenberg ES. Estimation and prediction with HIV-treatment inter-
ruption data. Bull Math Biol. 2007; 69:563-584. https://doi.org/10.1007/s11538-006-9140-6 PMID:
17211735

Simonetti FR, Sobolewski MD, Fyne E, Shao W, Spindler J, Hattori J, et al. Clonally expanded CD4+ T
cells can produce infectious HIV-1 in vivo. Proc Natl Acad Sci USA. 2016; 113:1883-8. https://doi.org/
10.1073/pnas.1522675113 PMID: 26858442

Murphy K, Weaver C. Janeway’s Immunobiology. W. W. Norton & Company; 2016.

Ganusov VV, De Boer RJ. Do most lymphocytes in humans really reside in the gut? Trends Immunol.
2007;28:514-518. https://doi.org/10.1016/}.it.2007.08.009 PMID: 17964854

Fletcher CV, Staskus K, Wietgrefe SW, Rothenberger M, Reilly C, Chipman JG, et al. Persistent HIV-1
replication is associated with lower antiretroviral drug concentrations in lymphatic tissues. Proc Natl
Acad Sci USA. 2014; 111:2307-2312. https://doi.org/10.1073/pnas. 1318249111 PMID: 24469825

Fletcher CV, Podany AT. Antiretroviral Drug Penetration into Lymphoid Tissue. In: Encyclopedia of
AIDS. New York, NY: Springer New York; 2015. p. 1-9. Available from: http://link.springer.com/10.
1007/978-1-4614-9610-6_436-1. Accessed July 9, 2019.

Siliciano JD, Kajdas J, Finzi D, Quinn TC, Chadwick K, Margolick JB, et al. Long-term follow-up studies
confirm the stability of the latent reservoir for HIV-1 in resting CD4+ T cells. Nat Med. 2003; 9:727—728.
https://doi.org/10.1038/nm880 PMID: 12754504

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007229  July 24,2019 26/26



