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Supercomputing.  Seamlessly.

Open OnDemand:  Open, Interactive HPC Via the Web

Provides an easy to install and use, web-based access to supercomputers, 
resulting in intuitive, innovative support for interactive supercomputing. 

Features include:

• Plugin-free web experience
• Easy file management
• Command-line shell access
• Job management and monitoring
• Graphical desktop environments and  applications



Interactive Apps & Cluster Access
RStudio Server – R IDE 

Jupyter Notebook – Python IDE

And many more, such as ANSYS 
Workbench, Abaqus/CAE, MATLAB, 
Paraview, COMSOL Multiphysics

File Access (browse, edit, etc)

Manage Jobs (view, submit, etc)

And many more, such as in-
browser SSH terminal, job 
constructors, VNC desktops



Example Current Engagements and Deployments
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Open OnDemand 2.0 Project Overview

• OnDemand 1.x: 3 year NSF SI2 award (#1534949)
• OnDemand 2.x: 5 year NSF CSSI award (#1835725)

– Collaborators: SUNY Buffalo, Virginia Tech

• Four areas
– Visibility: Enhancing resource use visibility by integrating Open XDMoD
– Scalability: support more types of computing resources and software 
– Accessibility: appeal to more scientists in more fields of science 
– Engagement: establish community of HPC users and administrators 



Visibility: 5 year goals (bolded year 1 focus)

1. Integrate XDMoD Metrics into OnDemand
– Incorporate Job Accounting and Performance Summary 
– Develop direct link capability to XDMoD from OnDemand
– Provide OnDemand usage metrics through XDMoD
– Link to XDMoD Job Viewer from Active Jobs app

2. Efficiency to Users
– Develop User Report Card
– Support user customization of their OOD dashboard
– Improve summary data and report card based on user feedback 
– DL/ML automated detection to optimize user efficiency



Open XDMoD and OnDemand Integration



Scalability: 5 year goals (bolded year 1 focus)

1. Extendibility
– Interactive work without a batch scheduler
– Increase number of languages to build and deploy apps in 
– Support app development with REST API or ported App Kit

2. Performance
– Reduce response times, start up times, memory usage
– Support horizontal scaling of Per User NGINX processes
– Implement persistence options to support things like caching



Scalability: Interactive without a batch scheduler - immediate access



Accessibility: 5 year goals (bolded year 1 focus)

1. Improve Job Management

2. Reduce Administrative Load (installation, config., etc)

3. Streamlining interface (reduce steps to accomplish a task)

4. Integrate Job/File Management, and App Launching interface

5. Integrated IDE for job and app development



Complete Software Catalog and Integrated App Plugin



Engagement: 5 year goals

1. Targeting non traditional HPC disciplines

2. Advocating for the beginner user

3. Outreach

4. Ensure the project is community guided (Advisory Group)
– Members create local focus groups of users to gather feedback
– Help identify apps to expand access to non traditional domains



Leveraging OnDemand in Gateway Opportunities (LOGO)

• National-scale Science Gateway community emerging
– Want to avoid duplication of effort

• NSF is interested in the “science of cyberinfrastructure”
– OnDemand’s unique architecture is an opportunity for study

• How should OnDemand integrate/extend existing Gateway 
solutions? 
– Sandstone HPC, Galaxy, Apache Airavata
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• 136 unique US locations
• 70 unique international locations

Approx Number of Institutions based on RPM logs

• Map data @2019 Google, INEGI, ORION-ME 



Approx Number of Institutions based on RPM logs

• Map data @2019 Google, INEGI, ORION-ME 



User Survey Results

• Questions included:
– Usefulness, design, functionality ratings
– How would you change the design, functionality

• 28 responses (1 best, 5 worst)
– Overall OOD usefulness: 1.73 mean
– OOD Interface design efficacy: 2.31 mean
– OOD Interface functionality: 2.08 mean

• Conclusion: OOD is useful but there is room for improvement



Nor-Tech
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Staying in Touch

• Visit our website
– http://openondemand.org

• Use our Discourse
– https://discourse.osc.edu/c/open-

ondemand
• Join our mailing list

– https://lists.osu.edu/mailman/listinfo/ood
-users

• Our webinars are planned roughly 
quarterly
– Let us know what you’d like to learn 

about next

http://openondemand.org/
https://discourse.osc.edu/c/open-ondemand
https://lists.osu.edu/mailman/listinfo/ood-users
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