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Binary Co4Sb12 skutterudite (also known as CoSb3) has been extensively studied; however, its mixed-anion

counterparts remain largely unexplored in terms of their phase stability and thermoelectric properties. In

the search for complex anionic analogs of the binary skutterudite, we begin by investigating the

Co4Sb12–Co4Sn6Te6 pseudo-binary phase diagram. We observe no quaternary skutterudite phases and

as such, focus our investigations on the ternary Co4Sn6Te6 via experimental phase boundary mapping,

transport measurements, and first-principles calculations. Phase boundary mapping using traditional bulk

syntheses reveals that the Co4Sn6Te6 exhibits electronic properties ranging from a degenerate p-type

behavior to an intrinsic behavior. Under Sn-rich conditions, Hall measurements indicate degenerate

p-type carrier concentrations and high hole mobility. The acceptor defect SnTe, and donor defects TeSn

and Coi are the predominant defects and rationally correspond to regions of high Sn, Te, and Co,

respectively. Consideration of the defect energetics indicates that p-type extrinsic doping is plausible;

however, SnTe is likely a killer defect that limits n-type dopability. We find that the hole carrier

concentration in Co4Sn6Te6 can be further optimized by extrinsic p-type doping under Sn-rich growth

conditions.

1 Introduction

Skutterudites are one of the highest performing classes of

thermoelectric materials, with gure of merit (zT) well in excess

of unity.1–5 Despite the rich compositional landscape, much of

this work has been focused on variations of the binary skut-

terudite Co4Sb12.
6 Here we refer to this skutterudite as

,Co4Sb12 for clarity, where, refers to an interstitial void. This

void space within Co4Sb12 has provided a path to lower the

lattice thermal conductivity through the insertion of point

defects.7–13 Traditionally, n-type Co4Sb12-based skutterudites

have achieved a high zT due to their conduction band degen-

eracy, their high intrinsic mobility, and incorporation of

phonon scattering sources to lower the natively high lattice

thermal conductivity, yielding zT values up to 1.4.5 In contrast,

p-type Co4Sb12-based skutterudites have shown less attractive

electronic properties; peak zT values of 0.2–0.6 have been ach-

ieved through reduction of lattice thermal conductivity.8,14–17

Prior computational efforts have suggested that the valence

band electronic structure can be radically altered through

altering the anion chemistry.18

Mixed-anion skutterudites can be formed when the pnic-

togen (Pn) anion is replaced with equal parts of tetrel and

chalcogen atoms. Generally, this unlled skutterudite remains

isoelectronic to its binary analog and takes the form of M4X6Y6

(where M¼ Co, Rh, Ir; X¼ Ge, Sn; Y¼ S, Se, Te).20,21 In this work,

we specically focus on the Co4Sn6Te6 ternary as it is chemically

the closest to the Co4Sb12 binary skutterudite. The substitution

of antimony with equal parts of group IV and VI elements

causes the overall symmetry of the system to reduce from cubic

to rhombohedral (Im�3 space group to R�3).22 This global distor-

tion is a result of the replacement of the homo-nuclear Sb4
rectangular rings to hetero-nuclear Sn2Te2 rhomboidal rings

(Fig. 1). It has also been theorized that the group IV anion has

a stronger bond with the transition metal than the group VI

anion, aiding in the reduction of symmetry.23–26

To date, most work on mixed-anion skutterudites has been

on undoped samples or motivated primarily by theory.10,20–22,27–36

For comparison, p-type Co4Sb12 has a band gap of 0.25 eV and

a single Kane-like valence band at G with a light effective mass.

This band dominates the upper 0.5 eV of the valence electronic

structure; below this, a range of high effective mass bands can

be found. Various calculated electronic band diagrams for

Co4Sn6Te6 suggest that the splitting of the anion site increases

the band gap to �0.5 eV and increases the effective mass.18,35

The valence band structure changes signicantly, as the low-

lying bands move to within 200 meV of the band edge.

Further alterations to the electronic structure can be made by
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the introduction of interstitial rattlers in the void, ,Co4Sn6Te6
(,¼ Ca), which are expected to increase the band gap as well.37

Experimental studies on Co4Sn6Te6 reported much higher

resistivity than its binary analog. Room temperature resistivity

values for Co4Sn6Te6 range from 2000 to 5000 mU cm while

those for Co4Sb12 range from roughly 33 to 100 mU cm.8,11,35,38

Prior Hall measurements are inconclusive as bipolar effects are

potentially quite strong in such undoped materials.35 Extrinsic

doping studies have not been reported to date on Co4Sn6Te6; n-

type doping has been achieved in the analogous Co4Ge6Se6 via

interstitial Ce and Yb.39 In addition, the ternary skutterudite

intrinsically has a lower lattice thermal conductivity (3 W m�1

K�1)35 compared to its binary analog (6–8 W m�1 K�1).11

To date, the majority of the experimental Co4Sn6Te6 litera-

ture shows varying levels of impurity phases, suggesting

a potentially narrow phase stability region.27,28,30,31,34–36 The

presence of impurities coupled with the intrinsic transport

behavior in prior samples suggests compensating defects. One

strategy to understand the defects in Co4Sn6Te6 and their

impact is phase boundary mapping; this is a synthetic proce-

dure to pin a sample to a specic set of elemental chemical

potentials during equilibration. In a ternary system, this

implies that excess constituents are added until the desired

phase exists in equilibrium with two impurity phases. By

pinning the elemental chemical potentials, the intrinsic defect

concentrations are thus xed.40,41 Multiple studies of lled

binary skutterudites, RxCo4Sb12 (R ¼ In, Ga, Ce, Yb), have

utilized this technique to increase the overall lling fraction,

control the carrier concentration, and resolve discrepancies in

the literature.3,42–44 For example, in the study of CexCo4Sb12, the

three phase region Co4Sb12–CexCo4Sb12–CoSb2 turned out to be

the relevant invariant point for maximizing the lling fraction.

Regardless of the quantities of Co4Sb12 or CoSb2, the CexCo4-

Sb12 is invariant.
3 Intermediate, single-phase compositions are

in fact ambiguous in terms of their elemental chemical poten-

tials and thus ambiguous in terms of their defect concentra-

tions and synthetic repeatability. Thus, mapping the (multiple)

compositional invariant points provides fundamental extrema

and a deeper understanding of the single-phase region. To date,

phase boundary mapping has been unexplored for Co4Sn6Te6.

In this work, we pave a path to understanding the phase

stability and thermoelectric properties of the Co4Sn6Te6 skut-

terudite and its relationship with Co4Sb12. We begin by inves-

tigating the range of anion ring stoichiometries achievable in

the Co–Sb–Sn–Te phase space. We then focus on the phase

boundary mapping of the mixed-anion skutterudite by investi-

gating the ternary phase space surrounding Co4Sn6Te6 through

a combination of experiment and theory. We intentionally

synthesized multi-component samples to yield a Co4Sn6Te6
matrix with compositions at phase boundary invariant points

(i.e. phase boundary mapping). High temperature electronic

transport measurements were performed for samples with

compositions connected to the invariant points. These results

were then mapped to calculations of native defects for invariant

point compositions. Depending on the composition, we nd

that Co4Sn6Te6 can be synthesized as either an intrinsic semi-

conductor (e.g. Te-rich) or a degenerate p-type semimetal (e.g.

Sn-rich). Our defect calculations agree with experiment, indi-

cating that extrinsic degenerate p-type doping should be

possible, owing to the absence of competing intrinsic defects.

However, achieving n-type transport will require specic

synthetic conditions to avoid compensating defects.

2 Methods
2.1 Experimental

All samples were produced by combining stoichiometric ratios

of cobalt powder (Alfa, 99.998%), tin shot (Alfa, 99.99+%),

antimony shot (Alfa, 99.999%), and tellurium lumps (Alfa,

99.999+%) in an argon glovebox. Sn/Te rich samples were

formed using a SnTe precursor; the SnTe was formed via

melting in an evacuated quartz ampoule at 850 �C. Mixtures

were thenmilled in tungsten carbide SPEX vials for two hours in

one hour increments under an argon atmosphere with a ball-to-

mass ratio of approximately 3 : 1 and a ball diameter of 1/2 inch.

The resulting powders were then annealed in evacuated fused-

silica ampoules with a ramp rate of 5 �C min�1 to 625 �C,

held at this temperature for 24 hours, and allowed to cool to

room temperature. The annealed powders were then ground

and sieved through a 106 micron mesh adhered to ASME

Standard E-11. For compositions where transport measure-

ments were performed, the annealed powders were then loaded

into graphite dies and hot pressed under a uniaxial load of

80 MPa at 600 �C for roughly 6 hours under dynamic vacuum.

Densities were measured via the Archimedes method with

deionized water as the working uid.

Powder X-ray diffraction (PXRD) data were obtained at room

temperature using a Bruker D2 Phaser diffractometer in a q–2q

conguration with a divergence slit of 1 mm and a tube Cu Ka

radiation source. One sample was sent to the 11-BM beamline at

the Advanced Photon Source of Argonne National Laboratory.

Fig. 1 (a) Half-cell view of the cubic Co4Sb12 skutterudite structure.

The homo-nuclear Sb4 rings are rectangular with an aspect ratio of

�0.95. (b) Half-cell view of the mixed-anion Co4Sn6Te6 skutterudite.

The replacement of Sn and Te on the Sb sites causes the octahedron

to distort and the symmetry of the system to decrease to rhombo-

hedral. The anion rings shift from rectangular to rhomboidal to

account for the variable anion species (Sn2Te2).
19
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Diffraction patterns were analyzed via Rietveld renement

using the TOPAS Academic soware package.45 A FEI Quanta

600i environmental scanning electron microscope (ESEM) was

utilized for imaging and determining the sample composition.

The Seebeck coefficient S was determined via the quasi-

steady slope method on a custom apparatus under high

vacuum (<106 Torr) up to 300 �C. Both the Hall effect and

electrical resistivity measurements were performed on a custom

apparatus using the Van der Pauw method. Nichrome-wire

pressure-assisted contacts were employed. The measurements

were conducted under vacuum up to 300 �C.46

2.2 Computational

The formation energetics of native point defects in Co4Sn6Te6
are calculated with rst-principles using density functional

theory (DFT) in the standard supercell approach.47 The forma-

tion energy (DHD,q) of a point defect D in charge state q is

calculated as follows:

DHD;q ¼
�

ED;q � EH

�

þ
X

i

nimi þ qEF þ Ecorr (1)

where ED,q is the total energy of the supercell containing defect

D in charge state q and EH is the energy of the host supercell.

The chemical potential of element i is denoted as mi, and ni is

the number of atoms of element i added (ni < 0) to or removed

(ni > 0) from the supercell. EF is the Fermi energy. The supercell

approach to calculate defect energetics suffers from nite size

artifacts. The corrections for these are grouped into the Ecorr
term and briey discussed in the following paragraphs. A more

detailed description of these corrections can be found else-

where.47 Ecorr comprises all the nite-size corrections within the

supercell approach. The following corrections are included in

Ecorr: (1) image charge correction for charge defects, (2) poten-

tial alignment correction for charged defects, (3) band lling

correction for shallow defects. The calculation setup and anal-

yses are performed using a soware package for automation of

point defect calculations.48

To calculate the total energies of the supercells, the gener-

alized gradient approximation (GGA) of Perdew–Burke–Ernzer-

hof (PBE)49 is utilized in the projector augmented wave (PAW)

formalism as implemented in VASP soware.50 An on-site

correction of 3 eV in the form of Hubbard U in a rotationally

invariant form51 is applied to the d orbitals of Co. The positions

of the ions in the defect supercells are relaxed following the

procedure used in ref. 52. The total energies of the relaxed

defect supercells containing 96 atoms are calculated with

a plane-wave energy cutoff of 340 eV and a G-centered Mon-

khorst pack k-point grid to sample the Brillouin zone.

The elemental chemical potential mi is expressed relative to

the reference elemental phase as mi ¼ mi
0 + Dmi, where mi

0 is the

chemical potential of the reference phase (under standard

conditions) and Dmi is the deviation from mi ¼ mi
0. Dmi ¼

0 corresponds to i-rich growth conditions. The reference

elemental chemical potentials are tted to a set of measured

heats of formation at 300 K, using a procedure similar to that

described in ref. 52. Using the tted reference elemental

chemical potentials is more accurate than simply using the 0 K

DFT-calculated total energies as demonstrated in ref. 41 and 52.

For a given compound, the bounds of Dmi is set by the region of

phase stability.

Defect energetics of vacancies (VCo, VSn, VTe), antisites (SnTe,

TeSn), and interstitials (Coi, Tei) in charge states q¼�3,�2,�1,

0, 1, 2, and 3 are calculated. Vacancies and antisites derived

from all unique Wyckoff positions in the crystal structure are

considered in the calculations. The most likely sites for inter-

stitials are identied by Voronoi tessellation as implemented in

the soware package.48 The position of the equilibrium Fermi

energy at a given temperature is calculated self-consistently by

establishing the charge neutrality conditions. Calculated

valence band and conduction band density-of-states (DOS)

effective masses of 0.170 eV and 4.514 eV, respectively, were

used for calculations of hole and electron concentrations.

3 Experimental results

To investigate the opportunities available for mixed anion

skutterudites, we begin by considering the Co–Sb–(SnTe)0.5
pseudo-ternary by synthesis of samples along the Co4Sb12–

Co4Sn6Te6 pseudobinary line. From there, we specically

consider the ternary skutterudite, Co4Sn6Te6, through

experimental phase boundary mapping, transport

measurements, and calculation of the defect energetics. First

principles defect calculations provide intrinsic defect levels

and highlight growth conditions needed for successful

extrinsic doping.

3.1 Co4Sb12–Co4Sn6Te6 pseudo-binary

Samples with compositions Co4Sb12xSn6(1�x)Te6(1�x) (where x ¼

1/4, 1/3, 1/2, 3/4) weremade to investigate if Sn, Sb, and Te could

simultaneously be incorporated into the skutterudite anion

rings. These compositions can be seen on the Co–Sb–(SnTe)0.5
pseudo-ternary in Fig. 2. Synthesis conditions were initially

optimized for Co4Sn6Te6, with nominally phase pure samples

characterized by lab PXRD and SEM (ES2†). Renement of the

X-ray diffraction patterns of samples across the pseudo-binary

line (ES3†) does not suggest the presence of a new phase. For

example, sample one separates into three phases (CoSb, SnTe,

and Co4Sn6Te6) which is consistent with the suggested Alke-

made lines dened in Fig. 2. These X-ray results allow us to map

out the Alkemade lines relevant for this ternary space of

interest, yielding the phase diagram presented in Fig. 2. From

these experimental results, we conclude that the mixing of Sn,

Sb, and Te on the ring sites is energetically unfavorable when

compared to segregation into a mixture of binary and ternary

end members. This suggested isothermal phase diagram is

largely consistent with DFT phase stability calculations per-

formed in this work (ESI ES4†). For both theory and experiment,

SnTe is found to be an end-member of all available Alkemade

triangles in the pseudo-ternary. This suggests that SnTe is

a deep thermodynamic well. However, theory does not pick up

the stability of CoSb2, as it is slightly above (0.039 meV per

atom) the convex hull between CoSb and CoSb3.

This journal is © The Royal Society of Chemistry 2018 J. Mater. Chem. A, 2018, 6, 24175–24185 | 24177
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Thus, despite the known solubility of Sn and Te in the CoSb3
anionic sublattice, these results show that the simultaneous

mixing of all three anions does not result in a skutterudite-like

phase. This could be due to the bonding angles and therefore

distortion of the ring network by the introduction of variable

anions. In the Sn–Te rings, the acute Te–Sn–Te bond angles are

compensated by obtuse bond angles in Sn–Te–Sn, yielding

a near-rhombus geometry. In contrast, forming a SnSb2Te ring

may induce signicant bond strain as the bond angles are not

complementary. Due to the lack of a quaternary skutterudite, we

focus the remainder of this work on understanding the ternary

phase space of the Co4Sn6Te6 skutterudite.

3.2 Co4Sn6Te6 ternary phase space

With this understanding of the Sn–Sb–Te ring chemistry and

the strong driving force for segregation into Co4Sn6Te6, we

focus our attention on the ternary Co–Sn–Te phase space. These

efforts allow the identication of invariant points for phase

boundary mapping.

We begin by experimentally investigating the Co–Sn–Te

phase space via traditional bulk synthesis. Using the methods

described above, we synthesized various samples in the Co–Sn–

Te ternary to map out the Alkemade lines of the system. This

gives us a clearer understanding of the neighboring phases

surrounding the Co4Sn6Te6 single-phase region. As seen in

Fig. 3, the samples produced (as indicated by the grey and blue

points on the ternary) dene the competing phases via X-ray

diffraction analysis. For example, Co9Sn4Te7 (blue point)

diffraction spectra can be deconvoluted into the combined

patterns of CoSn, Co1�xTe, and Co4Sn6Te6 from the Inorganic

Crystallographic Structure Database (ICSD). Let Fig. 3 serve as

a guide to the Co–Sn–Te phase space; however note that the

widths of each region are not explored in this work. Although

prior literature investigating the phases neighboring the mixed-

anion skutterudite has been scarce, the prior work performed

shows evidence of secondary phases of SnTe and possibly

Co1�xTe.

Blue and purple regions in the diagram indicate three-phase

and two-phase regions, respectively. Pink regions in the phase

diagram indicate single-phase regions with some solubility

observed. We nd that CoTe is an off-stoichiometric compound,

Co1�xTe, with a region of solubility along the Co–Te binary.

Intentionally synthesizing a sample in the two-phase region

connecting Co1�xTe and Co4Sn6Te6 only indicates the presence

of these two phases. We note that again SnTe appears to be

a dominating phase in this phase space as evidenced by the

number of Alkemade lines connecting it to the neighboring

phases. Of the eight possible Alkemade lines that could connect

to SnTe, six compounds form pseudo-binaries with SnTe

(minimum required is one). As a result, we can expect that the

skutterudite may have a narrow stability region due to its

competing neighboring phases.

With a coarse understanding of the phase boundaries, we

turn to a second set of samples that are presented in Fig. 4.

These samples are closer to the skutterudite composition and

exist within two- and three-phase regions neighboring the

skutterudite phase. We produced samples in the three-phase

regions (A, B, and C in the inset of Fig. 3) to determine the

compositional invariant points of the single-phase region for

Co4Sn6Te6. In addition, we made two samples in the two-phase

Fig. 2 Co–Sb–(SnTe)0.5 experimental ternary phase diagram: samples

1–4 are experimentally synthesized and lie along the Co4Sb12–Co4-

Sn6Te6 pseudo-binary highlighted by the black dashed line. The

nominal compositions of samples 1, 3 and 4 were chosen based on

their potential anion ring ratios. The XRD results in Fig. ES1† allow us to

define our Alkemade lines shown here by the encompassed colored

triangles. We see no presence of a quaternary skutterudite in this phase

space.

Fig. 3 A proposed Co–Sn–Te ternary phase diagram at 600 �C was

generated experimentally using diffraction data (gray and blue points).

The blue point was analyzed via synchrotron XRD (ES5†). One-, two-,

and three-phase regions are pink, purple, and blue, respectively. Inset

shows phases surrounding the ternary Co–Sn–Te skutterudite, which

are the focus of our phase boundary mapping study. We omit Co-rich

samples due to lack of phase equilibria with skutterudite.

24178 | J. Mater. Chem. A, 2018, 6, 24175–24185 This journal is © The Royal Society of Chemistry 2018
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regions. Efforts to make the sample in the two-phase region

connecting Co4Sn6Te6 and CoSn yielded trace SnTe or Co1�xTe,

suggesting that it has a narrow stability region. The X-ray

diffraction data in Fig. 4 for these samples are consistent with

the ternary in Fig. 3, thus verifying our suggested Alkemade

lines. This set of samples allows us to begin investigating Co4-

Sn6Te6 through phase boundary mapping by determining the

transport behavior of the invariant points.

3.3 Transport

Electronic measurements were performed for this second set of

samples neighboring the single-phase skutterudite region, and

the results are shown in Fig. 5. Only the sample in region A

shows a degenerate electronic behavior (1.5 mU cm at 300 K),

with all other samples exhibiting room temperature resistivity

values in excess of 100 mU cm. We observe promising mobility

for this sample as well, with a room-temperature value of

roughly 110 cm2 V�1 s�1 and a carrier concentration of 3 � 1019

cm�3. High temperature measurements of the resistivity

and Hall coefficient reveal a gradual linear decay in mobility

with increasing temperature, and the carrier concentration

remains essentially constant. As such, it appears that the

sample in region A, of composition Co3.8Sn6.6Te5.4, is a degen-

erate semiconductor with high electronic mobility likely

limited by phonon scattering. Fig. 6 reveals that the Seebeck

coefficient rises monotonically with increasing temperature.

This, coupled with the temperature-independent carrier

concentration, supports the claim that the sample is

Fig. 4 TOPAS refined X-ray diffraction data for samples seen in the

Fig. 3 inset. Nominal compositions have been colored to correspond

to their transport data below. ICSD reference patterns are provided as

stick plots. Experimental data, TOPAS fit and the difference profiles are

shown (black, red, and blue respectively). Refinement values can be

found in the ESI (ES6†). Intensity has been plotted on a square root

scale to intensify the secondary peaks.

Fig. 5 Resistivity, carrier concentration, and mobility data versus

temperature. Transport data are color-coded with the regions

observed in the inset in the resistivity plot. Note that this is the same

compositional space as that observed in the inset of Fig. 3.

This journal is © The Royal Society of Chemistry 2018 J. Mater. Chem. A, 2018, 6, 24175–24185 | 24179
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a degenerate semiconductor. Assuming a parabolic band model

and single carrier type, we calculate the density of states effec-

tive mass of the valence band edge from this sample's Seebeck

data to be 0.10 me at 300
�C. However, the calculated effective

mass increased with temperature, consistent with the Seebeck

coefficient not linearly extrapolating to 0 uV K�1 at 0 K. These

values are consistent with the calculated effective mass of 0.17

me from DFT. The observed mobility is also exceptionally

consistent with prior studies of Co4Sb12 at similar carrier

concentrations (with Br and Sn as a dopant). The effective

masses are also similar; this suggests that the relaxation times

in these two compounds are comparable.53

All other compositions yield large resistivity values, indi-

cating that these compositions may be intrinsic. Due to the

intrinsic transport, a detailed analysis of the bipolar Hall and

Seebeck coefficients would require further knowledge of the

band structure and scattering rates for both charge carrier

types. As such, further analysis is precluded. For example, the

single band model for Hall mobility signicantly underesti-

mates the actual carrier mobility when minority carriers are

present in a signicant concentration. Bipolar effects are

particularly pernicious to this material because of the massive

difference in effective masses of the conduction and valence

band edges, 4.5 me and 0.17 me, respectively. These intrinsic

ndings are consistent with the limited electronic measure-

ments reported for this system. Zevalkink et. al. observed a high

resistivity andmixed conduction behavior with the mixed-anion

skutterudite (with trace SnTe).35

From these transport data, we see that preparing Co4Sn6Te6
in equilibrium with trace secondary phases via phase boundary

mapping yields variable electronic properties without extrinsic

doping. These data suggest the potential for p-type doping the

mixed-anion skutterudite if grown under Sn-rich conditions,

similar to the sample produced in region A. Te-rich conditions

lead to intrinsic properties, as seen above from all non-A

samples and those samples reported in the literature. From

these experimental results, it is not yet clear if Te-rich condi-

tions favor dopability.

4 Computational results

Native point defects play a critical role in determining proper-

ties of semiconductors including their dopability i.e. the

achievable free carrier concentrations of a specic type (elec-

trons or holes). The dopability of a semiconductor is largely

determined by the formation energetics of native defects, which

among other factors also depend on growth conditions. To

further understand the experimentally observed variations in

electronic properties and their dependence on the native defect

chemistry and opportunities for extrinsic doping, we utilize

rst-principles defect calculations. In eqn (1) (see Computa-

tional methods), the dependence of defect formation energy

(DHD,q) on growth conditions is determined through the

chemical potentials (mi) of the elements. The phase stability

region of Co4Sn6Te6 is dened by the bounds of mCo, mSn, and

mTe. We begin by establishing the phase stability region of

Co4Sn6Te6 in the Co–Sn–Te ternary chemical potential space.

The variations in the defect energetics across this phase

stability region are then examined. Subsequently, we identify

opportunities for extrinsic doping under specic chemical

potential conditions.

4.1 Phase stability in the chemical potential space

To understand the variations in the defect formation energetics

with growth conditions, we need to establish the phase stability

of Co4Sn6Te6 in the ternary Co–Sn–Te chemical potential space.

Conventionally, the elemental chemical potential (mi) is

expressed as a deviation from the reference elemental chemical

potential. Mathematically, mi ¼ mi
0 + Dmi, where mi

0 is the

reference chemical potential and Dmi is the deviation from the

reference potential. By denition, mi ¼ mi
0, when the growth

conditions correspond to equilibrium with the corresponding

elemental phase under standard conditions such that Dmi ¼ 0.

Therefore, Dmi ¼ 0 corresponds to the most i-rich growth

conditions; the more negative the value of Dmi, the more i-poor

the growth conditions are. The bounds of Dmi dene the region

of phase stability; the upper and lower bounds of Dmi are set by

the region of phase stability.

In the absence of any competing phases, the compositional

phase diagram is simply dened by its elemental end members.

This can be mapped to the chemical potential space shown in

Fig. 7(a) as orthogonal planes. The planes are independent, as

each phase only depends on a single element. Single-phase

regions span the facets shown in Fig. 7(a). In this representa-

tion, no competing phases exist and thus the compositional

phase diagram has a single three-phase region and three two-

phase regions. The origin, where these three planes intersect,

corresponds to the three-phase region in the compositional

space. Similarly, the lines formed by pairwise plane

Fig. 6 Seebeck data for samples around the single phase skutterudite

region. We observe degenerate transport in the Sn-rich sample (shown

in green). All other samples show an intrinsic transport behavior. The

inset serves as a guide to which compositional region the sample

exists.
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intersections correlate to the two-phase regions in the compo-

sitional space.

When we consider the competing phases in the Co–Sn–Te

chemical space, Fig. 7(a) evolves signicantly. Stable

compounds exist as diagonal planes cutting through the

elemental planes. These planes arise due to the relationship

between Gibbs free energy (DG) and the available elemental

chemical potentials (mi). Here, we utilize calculations of DHf as

a low temperature proxy for DG as these results are obtained

from rst-principles ground-state DFT calculations. Since all

chemical potential values are negative in the region shown, the

DHf of compounds in this region must also be negative. With

the addition of each compound, the corresponding plane serves

to form a new facet in Fig. 7(b). These facets represent regions of

single phase stability. For example, Co4Sn6Te6's plane is given

by 4DmCo + 6DmSn + 6DmTe ¼ �4.06 � 16 (where DHf and Dmi

values are determined via rst-principles DFT calculations).

Once again, two- and three-plane intersections (lines and

points, respectively) translate to two- and three-phase regions in

the compositional space. For example, point A in Fig. 7(c)

corresponds to the three-phase region (CoSn, SnTe, and Co4-

Sn6Te6) in the compositional space, marked by A, in the Fig. 3

inset. We note that chemical potential space is oen viewed as

a projection along one axis; however, Fig. 7(b) presents an

alternative view to highlight these planes.

Fig. 7(c) presents a zoomed version of the phase stability

region of Co4Sn6Te6 in Fig. 7(b). The three-phase points

within the stability region of Co4Sn6Te6 are marked A, B, and

C. The invariant points A, B, and C in Fig. 7(c) can be mapped

to the points marked A, B, and C in the compositional space in

the Fig. 3 inset. Due to possible inaccuracies in calculating the

phase stability of Co4Sn6Te6, we used the phase stability

established by experiments (Fig. 3) to slightly adjust the total

energies (�30 meV per atom) obtained from DFT calculations.

The computed phase stability diagram with the adjusted

phase stability overlay can be found in the ESI (ES7†). Despite

these adjustments, the conclusions about the predominant

defects and therefore, the dopability remain qualitatively

unchanged.

Changes in elemental chemical potentials directly alter the

defect formation energies (eqn (1)), and therefore, the defect

and carrier concentrations. Thus, the electronic properties can

be expected to vary across the phase stability region of Co4-

Sn6Te6. Experimentally, the synthesis of Co4Sn6Te6 in the

single-phase region can lead to samples that are not unique

under their chemical potential conditions (Fig. 7(c)). However,

the three-phase points (A, B, C) correspond to unique growth

conditions, thus, ensuring synthetic reproducibility. Probing

these three-phase points using targeted synthesis is the core

principle of phase boundary mapping. In the following sections,

we examine how the defect energetics and dopability vary at the

invariant three-phase points (A, B, and C).

4.2 Defect diagrams

Defect energetics calculated from rst-principles are typically

presented in the form of defect diagrams i.e. defect formation

energies (DHD,q) as a function of Fermi energy (EF), as shown in

Fig. 8. For a given material, one calculates the defect formation

energy (DH) of all defects of interest in all plausible charge

states. The x-axis of the plot is the Fermi energy (EF), which

spans from the valence band maximum (VBM, conventionally

set to 0) to the conduction band minimum (CBM). Since the

only EF-dependence in eqn (1) is linear, one can read the charge

state off the plot according to the slope of each line. Defects

with positive slopes act as donors while those with negative

slopes are acceptors. For clarity, at any given EF, only the charge

state of the defect that has the lowest formation energy is

shown; consequently, the defect plots in Fig. 8 are the traces of

the lowest-energy charge states. Charge transition levels (CTLs)

are the points at which the energetically favorable charge state

changes. For instance, the 0/1� CTL of SnTe is �60 meV from

the valence band maximum. A defect is a shallow donor or

acceptor if either there are no CTLs inside the band gap or the

CTL is within a few kBT of the relevant band edge. Therefore, at

Fig. 7 Chemical potential map of Co–Sn–Te: (a) elemental chemical potential planes. Each plane corresponds to a pure elemental phase: Co

(orange), Sn (purple), and Te (blue). The axes define the deviation from these reference planes. (b) Binary and ternary competing phases represent

planes that intersect with the reference planes in (a). The skutterudite Co4Sn6Te6 exists as a small facet (labeled SKD) indicating limited

compositional stability, consistent with experimental findings. (c) Zoomed view of the Co4Sn6Te6 stability region. The invariant three-phase

points are labeled A, B, and C. At A, SKD is in equilibrium with SnTe and CoSn, at B, with CoSn and CoTe, and at C, with CoTe and SnTe.

Coordinates for all three points can be found in the ESI (ES7†).
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room temperature and above, SnTe behaves as a shallow

acceptor.

The position of the equilibrium EF, the corresponding defect

concentrations, and the free carrier concentrations at a given

temperature are calculated self-consistently by establishing the

charge neutrality conditions. For a given defect, all charge states

are considered while establishing the charge neutrality condi-

tions. The concentration of a defect D at a given temperature

and EF is determined from Boltzmann statistics:

½D� ¼ Nsexp

�

�
DHD;q

kBT

�

(2)

where [D] is the defect concentration, Ns is the concentration of

possible lattice sites where the defect D can be formed, kB is the

Boltzmann constant, and T is the temperature. Carrier

concentrations are determined by using parabolic band

approximations for both band edges. Effective masses used in

the calculation of carrier concentrations are obtained from the

DFT electronic structure obtained on a dense k-point grid.

Calculated conduction and valence band effective masses for

Co4Sn6Te6 are 4.514 me and 0.17 me, respectively, where me is

the mass of an electron. In the following section, we examine

the defect energetics at the invariant three-phase points (A, B,

and C) and establish the equilibrium EF in each of these cases.

4.3 Defect energetics and equilibrium Fermi energy

The calculated formation energetics of native defects in Co4-

Sn6Te6 at the three invariant points (A, B, and C in Fig. 7) are

presented in Fig. 8. At point A, corresponding to growth under

relatively Sn-rich conditions, the predominant defect is the

antisite SnTe, which is an acceptor defect. The equilibrium EF
calculated from charge neutrality is 13 meV from the VBM

(Fig. 9); consequently, Co4Sn6Te6 is p-type doped with a free

hole concentration of�2� 1018 cm�3 at 873 K (sample pressing

temperature). The predicted high hole concentration is

consistent with the experimental observation of degenerate

transport in samples grown under Sn-rich conditions. However,

at a pressing temperature of 673 K, the predicted free hole

concentration drops to 7 � 1017 cm�3. The highest hole

concentration from self-doping is obtained under Sn-rich

conditions i.e. near point A. Therefore, if one is strictly

limited to self-doping, Sn-rich conditions are required to yield

sufficiently high hole concentrations. While benecial for p-

Fig. 8 Defect formation energy (DHD,q) as a function of the Fermi energy (EF) for Co4Sn6Te6 under growth conditions corresponding to the

chemical potentials at points A, B, and C shown in Fig. 7(c) (A, B, and C, respectively). EF is referenced to the valence band maximum and ranges

from 0 eV to the calculated band gap (0.45 eV). The dominant defects include antisites TeSn and SnTe and Co interstitials. The subscripts (1) and (2)

refer to different Wyckoff positions. The dopability window for donors (DEdon) and acceptors (DEacc) is marked for growth conditions corre-

sponding to the point B. Vertical dotted lines represent the equilibrium Fermi energy established by charge neutrality at T ¼ 873 K.

Fig. 9 Equilibrium Fermi energy (EF,eq) in the phase stability region of

Co4Sn6Te6, which is shown as a projection along the DmCo axis

(projection direction indicated by an arrow in Fig. 7(b)). EF,eq is refer-

enced to the valence band maximum. Points A, B, and C are the three-

phase points shown in Fig. 7(c). The equilibrium EF lies below the mid-

gap; Co4Sn6Te6 ranges between natively p-type and n-type doped in

the singe-phase region and the three-phase points.
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type doping, the acceptor SnTe limits extrinsic n-type doping

(see Section 4.4).

Using charge neutrality, the equilibrium EF can be determined

at any point in the phase stability region of Co4Sn6Te6. Fig. 9

shows the equilibrium EF as a heat map within the phase stability

region projected along the Co chemical potential axis (projection

direction indicated by an arrow in Fig. 7). At point B, which

corresponds to growth under Co-rich conditions, antisites SnTe
(acceptor) and TeSn (donor) and Co interstitials are the relevant

low formation energy defects. The formation of Co interstitials is

energetically favorable because of the Co-rich conditions at point

B. In Co4Sn6Te6, Co interstitials act as a donor, which is the ex-

pected behavior of cation interstitials. In contrast, the Co inter-

stitial in CoSb3 was found to be an acceptor defect54 due to the

unique distortions of the Sb4 rings that are absent in Co4Sn6Te6.

We also considered Sn and Te interstitials but their formation is

found to be energetically unfavorable.

From the different growth conditions compared to point A (Sn-

rich), the equilibrium EF is �50 meV from the VBM and Co4Sn6-

Te6 is self-doped n-type with an electron concentration of 9� 1017

cm�3 at 873 K where the differences arise from the variable

effective masses. Similarly, at point C, SnTe, TeSn, and Coi are the

relevant low formation energy defects. Given the relatively Te-rich

conditions at C, the antisite TeSn has lower formation energy

compared to points A and B. The equilibrium EF at 873 K is

roughly 80 meV from the VBM (Fig. 9), again resulting in a self-

doped n-type material with an electron concentration of 6 �

1018 cm�3. The range of calculated carrier concentrations across

the single-phase region is consistent with our experimental nd-

ings for samples exhibiting bipolar conduction. Therefore, within

the phase stability region of Co4Sn6Te6, the equilibrium EF ranges

from 13 meV (at A) to 80 meV (at C) from the VBM. The corre-

sponding carrier concentrations range from 9 � 1017 e� cm�3 to

2 � 1018 h+ cm�3 at 873 K.

4.4 Assessing dopability

Based on the formation energetics of the native defects, we now

assess the potential for extrinsic p- and n-type doping of Co4-

Sn6Te6 under various growth conditions i.e. different elemental

chemical potentials in the phase stability region. When an

extrinsic dopant is introduced, there will be charge compensa-

tion if an oppositely charged native defect intersects with the

dopant defect. For instance, the dopability window for extrinsic

p-type doping is set by the energetic room provided by the

lowest energy donor at the VBM. See for example, DEdon labelled

in Fig. 8(b) where the lowest energy donor is a Co interstitial and

the trace of the Co interstitial defect at the VBM is 0.67 eV.

Therefore, an appropriate extrinsic acceptor dopant whose trace

at the VBM is below 0.67 eV will not suffer from hole compen-

sation due to the Co interstitials and will likely be an effective p-

type dopant. Similarly, the intercept of the lowest energy native

acceptor defect at the CBM sets the dopability window (DEacc)

for n-type doping.

As the defect energetics vary signicantly within the stability

region, we calculate DEdon and DEacc at all chemical potentials

across the single-phase region (Fig. 10). The larger the value of

DEdon, the higher the potential for introducing an effective p-type

dopant. Similarly, the larger the value of DEacc, the higher the

potential for extrinsic n-type doping. Note that the lowest energy

donor that sets DEdon changes from Co interstitial to TeSn as we

move from Sn-rich and Co-rich to Te-rich conditions. The dop-

ability window DEdon is fairly large across the entire single-phase

region, with the largest window of �0.8 eV being present under

Sn-rich growth conditions (point A). Extrinsic p-type doping is

most promising under Sn-rich growth conditions. In contrast, the

lowest energy acceptor is SnTe across the entire single-phase

region. The low energy of SnTe limits DEacc to small positive or

negative values. Consequently, efficient extrinsic n-type doping is

predicted to be challenging for Co4Sn6Te6.

Fig. 10 Donor (DEdon) and acceptor (DEacc) dopability windows in the phase stability region calculated from the defect diagrams. The dopability

windows at A, B, and C can be directly inferred from the defects diagrams in Fig. 8. The predominant defects that set the dopability windows are

labelled in the relevant regions of the phase stability; DEdon is set by TeSn and Coi while DEacc is determined solely by SnTe. A large dopability

window indicates a higher potential for extrinsic doping. Given the large DEdon near A, the potential for extrinsic p-type doping is higher under

Sn-rich growth conditions. The small or negative DEacc means that extrinsic n-type doping of Co4Sn6Te6 is challenging under any growth

conditions.
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5 Conclusions

Achieving superior thermoelectric performance for p-type

skutterudites has long been challenging. In this foundational

study, we consider the properties of mixed-anion skutterudites

with a focus on phase stability and associated electronic defects.

As evidenced by the alloying study between Co4Sb12 and Co4-

Sn6Te6, we established that there is a strong driving force for

partitioning into the respective skutterudite end-member pha-

ses. We conclude that this is in part due to the anion framework

not accommodating signicant quantities of variable anions.

The thermodynamic driving force to form SnTe may be too

much to overcome when trying to establish a new phase in this

quaternary system. Inspired by prior reports of the Co4Sn6Te6
electronic structure and inconclusive transport data, we estab-

lished the ternary phase diagram, measured thermoelectric

properties at the phase boundary invariant points, and con-

ducted a study of the intrinsic defects. Phase boundary

mapping established the presence of three invariant points that

bound the single phase Co4Sn6Te6 region. Two of these

invariant points reveal a highly compensated, intrinsic elec-

tronic behavior, while the Sn-rich third invariant point exhibits

a degenerate p-type behavior (�2 � 1019 h+ cm�3). In the latter

case, high room temperature mobility (>110 cm2 V�1 s�1) was

observed, which decayed to 80 cm2 V�1 s�1 at 300 �C. To

understand these results and the potential of extrinsic dopants,

we turned to defect calculations. Our calculations revealed that

SnTe, Coi, and TeSn are the most common defects, with SnTe

driving the degenerate behavior under Sn-rich conditions. The

defect calculations further revealed that extrinsic p-type doping

is unlikely to be limited by donor counter-defects whereas n-

type doping may be quite difficult to achieve. As such, future

work on controlling the electronic properties of Co4Sn6Te6
through the introduction of a p-type dopant is promising.
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