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ABSTRACT: In recent years, the potential energy surfaces of
the penta-2,4-dieniminium cation have been investigated using
several electronic structure methods. The resulting pool of
geometrical, electronic, and energy data provides a suitable basis
for the construction of a topographically correct analytical model
of the molecule force field and, therefore, for a better
understanding of this class of molecules, which includes the
chromophore of visual pigments. In the present contribution, we
report the construction of such a model for regions of the force
field that drive the photochemical and thermal isomerization of
the central double bound of the cation. While previous models
included only two modes, it is here shown that the proposed
three-mode model and corresponding set of parameters are able
to reproduce the complex topographical and electronic structure
features seen in electronically correlated data obtained at the XMCQDPT2//CASSCF/6-31G* level of theory.

1. INTRODUCTION
The penta-2,4-dieniminium cation (PSB3) is a minimal
homologue1−6 of the chromophore of visual pigments: the
11-cis protonated retinal Schiff base (PSB11). Indeed, 2-cis-
PSB3 (see Scheme 1) reproduces several features of more

realistic PSB11 models such as the 4-cis-nona-2,4,6,8-
tetraeniminium cation, which incorporates five of the six
PSB11 double bonds.7−10 Furthermore, PSB3 features two
barrier-less singlet excited state (S1) paths that drive the 2-cis
to all-trans and the all-trans to 2-cis photochemical isomer-
izations, respectively and thus mimics the biologically
important PSB11 and PSBAT (i.e., the all-trans protonated
retinal Schiff base) photoisomerizations.
Recent systematic studies11,12 have shed light on the

topography of the ground state (S0) and the lowest singlet
excited state (S1) potential energy surfaces (PESs) of PSB3.
More specifically, the regions describing the isomerization of

the central C2C3 double-bond of PSB3 (see Scheme 1)
have been mapped at the CASSCF level and, partially, at the
CASPT2 level along six paths.12 The corresponding energy
profiles have then been computed using a variety of electronic
structure methods11−16 to assess their ability to reproduce the
energy profiles computed at the MRCISD+Q17,18 level of
theory, which is assumed to be accurate.
As shown in Figure 1, the six paths include two intrinsic

reaction coordinates (MEPcis and MEPtrans) describing the
cis → trans and trans → cis isomerization on the S1 PES, two
intrinsic reaction coordinates (MEPct and MEPdir) document-
ing the cis → trans and trans → cis isomerizations on the S0
PES and two interpolated paths (IS and BLAP) connecting the
S1 and S0 pairs of intrinsic reaction coordinates of PSB3. These
interpolated paths are chemically significant: the first path (IS)
is part of the PSB3 S1/S0 intersection space (a 3N-8
dimensional space formed by conical intersection points with
N being the number of nuclei) that drives the photochemical
isomerization. The second path (BLAP) connects the
covalent/diradical (TSdir) and charge-transfer (TSct) S0
transition states that controls the thermal isomerization, and
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Scheme 1. Photochemical and Thermal Double-Bond
Isomerizations of PSB3

Article

pubs.acs.org/JPCACite This: J. Phys. Chem. A 2019, 123, 1710−1719

© 2019 American Chemical Society 1710 DOI: 10.1021/acs.jpca.8b10010
J. Phys. Chem. A 2019, 123, 1710−1719

D
ow

nl
oa

de
d 

vi
a 

BO
W

LI
N

G
 G

RE
EN

 S
TA

TE
 U

N
IV

 o
n 

M
ar

ch
 1

2,
 2

01
9 

at
 1

3:
34

:1
6 

(U
TC

). 
Se

e 
ht

tp
s:/

/p
ub

s.a
cs

.o
rg

/sh
ar

in
gg

ui
de

lin
es

 fo
r o

pt
io

ns
 o

n 
ho

w
 to

 le
gi

tim
at

el
y 

sh
ar

e 
pu

bl
ish

ed
 a

rti
cl

es
. 

pubs.acs.org/JPCA
http://pubs.acs.org/action/showCitFormats?doi=10.1021/acs.jpca.8b10010
http://dx.doi.org/10.1021/acs.jpca.8b10010


passes through the geometry of the minimum energy conical
intersection19 (MECI), i.e., the local minimum of the
aforementioned intersection space.
The major geometrical changes along the different paths12

are schematically illustrated in Figure 1A. These are
characterized by (i) a stretching motion corresponding to a
change in bond length alternation along the PSB3 backbone
(BLA), (ii) an out-of-phase wag of the hydrogen atoms
bounded to the reactive C2 = C3 bond (HOOP) and (iii) the
torsion about C2C3 (Torsion). Such geometrical changes
are accompanied by variations in the electronic character along
the S1 and S0 PESs (see Figure 1B). For instance, along the
MEPcis and MEPtrans paths there is a change in the charge-
transfer (CT) character with respect to the S0 equilibrium
structures. This is apparent in Figure 1A by comparing the
upper deck CT resonance structures with the corresponding
lower deck 2-cis reactant and all-trans product resonance
structures. Conversely, MEPdir, which incorporates TSdir,
features a covalent/diradical (COV/DIR) character, where the
π-electrons are distributed as in the S0 equilibrium structures.
Finally, and most remarkably, MEPct, which incorporates
TSct, features the same CT character of the S1 paths in the
transition state region, but switches to a COV/DIR character
in the vicinity of 2-cis-PSB3 or all-trans-PSB3. As indicated in
Figure 1A, these results are consistent with TSdir and TSct

mediating a homolytic and heterolytic bond breaking,
respectively.
The above revised results suggest that the photochemical

and thermal reactivity of PSB3 can be captured by a model
force field based on three modes (i.e., geometrical coordinates)
and two electronic states with varying electronic characters.
The availability of an analytical expression for such simplified
model force field, would permit to carry out, otherwise time-
costly studies of time-dependent dynamical processes of
PSB11 and PSBAT.
Below we show that the above-described paths give access to

the parametrization of an analytical model of the S1 and S0
PESs of PSB3. While not aiming to a quantitative model, we
here pursue a model that can be realistically used for the
systematic investigation of the effects of the PESs three-
dimensional topography on the isomerization mechanism/
dynamics of the central C2C3 bond. The model must thus
provide a qualitatively correct representation of the energy,
geometry, and electronic structure changes occurring during
the photochemical and thermal double-bond isomerizations.
The parametrization of our two-state three-mode models is

based on the pool of points provided by the six paths
introduced above. In the following, such pool of data will be
called data set. The consequently obtained force field model
should make possible to reproduce the data set’s topographic
(e.g., excitation energies and barrier) and electronic (e.g.,
charge distribution) features. This should remove some
limitations of the two-state two-mode model originally
proposed by Stock and co-workers20 that, due to its
mathematical convenience, has nevertheless been used in
several quantum dynamics studies of the retinal chromo-
phore.21−25 In fact, as later discussed, the Stock model only
accounts for a torsional (isomerization) mode and a stretching
mode. Finally, we note that analytical two-state three-mode
models of the retinal chromophore have been previously
proposed.26,27 However, such models were not based on
extensive quantum chemical calculations but incorporated
experimentally determined parameters.

2. METHODS
Our parametrization is defined by (i) the electronic structure
method employed to compute the necessary S0 and S1
adiabatic energies, (ii) the expression of the three independent
geometrical variables (BLA, HOOP, and Torsion), (iii) the
expression of a factor representing the character of the
adiabatic electronic state at each point and (iv) the definition
of diabatic states. Points i−iii are discussed in subsection 2.1,
while point iv is discussed in subsection 2.2. Finally, in
subsection 2.3, we give the expression of the diabatic states and
the coupling between them, in term of geometrical
coordinates.
Before presenting the technical subsections listed above, we

quickly review the Stock model. Such model is defined by a
Hamiltonian, where the diagonal elements represent the
energies of diabatic states and the off-diagonal elements
represent their electronic coupling.19 The diagonal elements
are expressed as the sum of simple cosine functions depending
on the isomerization mode and a quadratic term depending on
the stretching mode. One of the two diagonal elements also
contains a third term corresponding to a linear function of the
stretching mode. In total, the diagonal elements contain five
different fitting parameters. The identical off-diagonal elements
are, instead, expressed in terms of a linear function of the

Figure 1. Schematic illustration of the relationship between the six
interconnected PSB3 paths considered in the present work. (A)
Geometrical changes. Full circles indicate the stationary points located
along the S1 (upper deck) or S0 (lower deck) PESs or along the S1/S0
intersection space where, by definition the S1 and S0 energies are
identical. Open circles indicate nonequilibrium structures. Dashed
lines represent interpolated paths. The vertical dotted lines indicate
points with identical geometry. The top-left structure represents the
dominating geometrical changes of the reacting fragment. (B)
Electronic structure changes along the same paths. Blue lines
represent paths dominated by a COV/DIR character. Red lines
mark paths or path segments dominated by a CT character. The
double red/blue dashed segment represents the S1 and S0 energy
degeneracy along the intersection space, which have mixed CT and
COV/DIR characters. CIcis and CItrans are the conical intersections
located at the end of MEPcis and MEPtrans paths and mediate the 2-
cis to all-trans and all-trans to 2-cis photoisomerizations, respectively.
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stretching mode and contain just one fitting parameter. Notice
that in the Stock model, the S0 reactant and product lie in
different diabatic states that cross along the torsional mode.
Because of this property, such states cannot be associated with
the CT and COV/DIR electronic structures discussed above
(i.e., by definition the reactant and product have the same
COV/DIR electronic structure). In contrast, in our model we
associate the diabatic states to electronic configurations
featuring different charge distributions. Such states represent
the starting points for the discussion of the electrostatic effects
imposed by the protein cavity on the retinal chromophore: a
basic point when discussing the impact of mutations leading to
red- or blue-shifted absorbance.
2.1. Geometrical Variables and Electronic Character.

Among the various electronic structure methods employed to
compute the PSB3 S1 and S0 PESs (we assume that S2 and
higher states have no effect on the isomerization dynamics as
reported for visual pigments; see also the final paragraph of
section 4 and the Supporting Information),12 XMCQDPT228

energy profiles showed a close agreement with MRCISD+Q,
considered as the most accurate method. Also, in contrast with
other methods providing electron correlation corrections such
as CASPT2 and MRCISD+Q, it yields a correct conical
intersection topology.28,29 Thus, the primary target of this
work is to construct a model Hamiltonian (HPSB3) capable of
simulating the XMCQDPT2 energy trends provided by the
data set (e.g., the adiabatic energy profiles along the six paths
introduced above). When necessary (see below) new
XMCQDPT2 calculations have been carried out with the
quantum chemical package Firefly,30 which is partially based
on the Gamess US source code.31

The analysis of the geometrical changes along the six paths
discussed in the introduction, points to three leading
geometrical variables: the BLA, HOOP, and Torsion already
mentioned above. As shown by the definitions given in Figure
2A, the values of these variables can be obtained from the
internal coordinates of the data set.
As we will detail below, the matrix elements of HPSB3 are

functions of BLA, HOOP and Torsion which, starting with
subsection 2.2, have been renamed, for simplicity, r, φ, and θ
respectively. In Figure 2B, we indicate the leading variables
characterizing the changes along each path.11,12 For instance,
MEPcis and MEPtrans are initially led by BLA, which
decreases in value due to a double-bond/single-bond inversion
motion. After such process, a combination of HOOP, and
Torsion dominates until CIcis and CItrans (see Figure 1) are
reached. These conical intersections are connected through
combined HOOP and Torsion changes along IS, while BLA
remains substantially constant. The BLAP path connecting
TSdir and TSct on the S0 PES has the opposite behavior. In
this case, HOOP and Torsion remain constant at 0° and −90°,
respectively, while the geometrical change is mainly charac-
terized by a BLA variation.
In Figure 2B, we also provide a schematic representation of

the change in electronic character12 (or diabatic state) along
the paths. The weight of a diabatic state is determined by
computing the fraction of positive charge residing on the PSB3
moiety containing the nitrogen atom (C2H−C1H−NH2 in
Scheme 1). Along the IS and at TSdir and TSct (i.e., for all
structures with Tors featuring a 90° value) such moiety is
either charged +1 (corresponding to a pure COV/DIR
character) or 0 (indicating a full CT character). In valence-
bond terms, such charges correspond to resonance structures

describing TSdir (homolytic bond breaking) and TSct
(heterolytic bond breaking) in Figure 1A.
Along MEPcis and MEPtrans as well as MEPdir and MEPct,

the value of the charge of C2H−C1H−NH2 changes. For
instance, when starting from TSct and following MEPct path,
its value goes from a dominating CT character (red region) to
a dominating COV/DIR character (blue region). The S0 CT
region has a vertex at MECI and expands toward TSct
delimiting a charge-transfer region (see Figure 2B). In contrast,
when moving along MEPdir the COV/DIR character remains
dominating.
Notice that previous results on QM/MM models of the full

visual pigment and/or full chromophore showed that the PES
topography described above is general for polyeniminium
cations (N-protonated or N-alkylated polyene Schiff bases)
and it is not limited to PSB3.

2.2. Structure of the Model Hamiltonian. The proposed
parametrization is based on a two-state electronic Hamiltonian
HPSB3 whose diagonal matrix elements Hdir and Hct
correspond to the energies of the diabatic electronic states,32

while the off-diagonal matrix element Hcp represents their
coupling. As anticipated above we write these matrix elements
as functions of r ≡ BLA, φ ≡ HOOP, and θ ≡ Torsion (see
Figure 2A) which contain parameters whose values are
determined via a fitting protocol. It follows that the eigenvalues
of the corresponding secular equation provide the simulated S0

Figure 2. Geometrical variables and diabatic states. (A) Geometrical
coordinates used in the parametrization of the model Hamiltonian.
(B) Coordinates contributing to each path in the data set (see legend
of Figure 1 for the symbols). The relationship between paths and
ΨCOV/DIR and ΨCT diabatic states (electronic characters) is illustrated
for the S0 PES. The red regions are dominated by ΨCT while the blue
regions are dominated by ΨCOV/DIR. (C) Details of the ΨCT
dominated region of the S0 PES. At MECI, a pseudo totally
symmetric tuning mode is associated with BLA while the coupling
mode is associated with a nontotally symmetric mode featuring
HOOP and Torsion contributions. In the following BLA, HOOP, and
Torsion are renamed r, φ, and θ respectively.
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and S1 adiabatic PESs, while the eigenvectors provide
information on the corresponding electronic characters.
As anticipated above, a key point in the construction of

HPSB3 is the definition of the diabatic electronic states. Since
diabatic states are only a mathematical construct, they can be
formulated without a specific meaning. Instead, we adopt a
property-based definition32 based on the magnitude of the
total charge residing on the C2H−C1H−NH2 moiety of PSB3.
More specifically, the diabatic states ΨCOV/DIR and ΨCT are
associated with a fragment (i.e., C2H−C1H−NH2) charge
equal to 0 and +1, respectively. Accordingly, the regions of the
adiabatic PESs featuring a mixed electronic character (0 <
charge < + 1) must be described by linear combinations of
ΨCOV/DIR and ΨCT with weights provided by the eigenvectors
of the model Hamiltonian. Josef Michl and Vlasta Bonacǐc-́
Koutecky ́ have originally described the electronic states driving
the photoisomerization of model retinal chromophores.33

In order to propose an expression for Hdir and Hct, i.e., for
the diabatic PESs associated with ΨCOV/DIR and ΨCT, we have
chosen r as the (pseudo) totally symmetric tuning mode34,35

(see BLAP direction in Figure 2C). This appears to be a
convenient choice as the charge distribution extracted from the
data set shows that along BLAP the adiabatic states are
substantially pure diabatic states. Furthermore, when starting
from TSdir on the S0 PES and move toward TSct, the
electronic character switches from pure ΨCOV/DIR to pure ΨCT
at MECI. Accordingly, the off-diagonal matrix element Hcp
must be zero along BLAP and whenever the value of φ and θ
are simultaneously 0° and 90°, respectively.
As illustrated in Figure 2C, the two diabatic PESs must cross

in a direction orthogonal to BLAP forming an intersection. In
the vicinity of MECI, such direction corresponds to a
combination of φ and θ defined as the coupling mode (i.e.,
in a direction orthogonal to BLAP in Figure 2C).34,35 The
computed adiabatic energies show that when moving along
such mode the S1 and S0 adiabatic energies split. Hcp must
therefore increase from zero to nonzero values along such
mode.
In order to account for the above data set features during the

parametrization, we impose the following constraints on the
expressions of Hdir, Hct and Hcp: (i) Hcp = 0 when φ = 0° and
θ = ± 90° (i.e., along the tuning mode), (ii) Hcp increases
when moving along the coupling mode, and (iii) Hcp is
independent from r. As we will discuss below, we also impose
an extra constraint which is not fully consistent with the
information found in the data set: (iv) at the S0 equilibrium
structures of 2-cis-PSB3 and all-trans-PSB3, the S0 and S1 states
correspond to pure ΨCOV/DIR and ΨCT diabatic states,
respectively.
As illustrated in Figure 2C, the diabatic PESs cross along a

line spanning a range of θ and φ values. This is reasonable
when considering that one follows the diabatic states over a
large region of the configuration space on both the S1 and S0
PESs. We stress that the diabatic crossing produced by the
proposed Hamiltonian is ultimately determined by the fitting
protocol and is not imposed by the model.
2.3. Expressions of the Diabatic functions and

Coupling Term. As previously mentioned, the diagonal
matrix elements Hdir and Hct are functions of r, θ, and φ.
However, since the data set indicates that r and φ are weakly
coupled, the expression of Hdir and Hct have been written as

=
Ä
Ç
ÅÅÅÅÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑÑÑÑÑH

Hdir Hcp

Hcp HctPSB3
(1)

= +Hct Hct D Hct2 corr (2)

= +Hdir Hdir D Hdir2 corr (3)

Here, Hdir2D and Hct2D are functions of r and θ exclusively.
Since the φ coordinate contributes to determine the π-overlap
across the reactive double bond, it must affect the diabatic
energies when its value is different from zero (i.e., when the π-
orbitals interacting across the reactive double bound are
orthogonal). Accordingly, the dependence of Hdir and Hct on
φ is introduced via the terms Hdircorr and Hctcorr. Hdir2D and
Hct2D can be then seen as the analogue of the diagonal
elements of the Stock’s model, while the correction functions
are employed to account for the φ dependence seen in the data
set.
The four terms Hdir2D, Hct2D, Hdircorr, and Hctcorr were

defined using the following functional forms:

θ πθ πθ= + +

+ −
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ϕ θ πϕ πϕ πθ= +
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É
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Finally, the expression of the electronic coupling is

ϕ θ πθ π ϕ θ= + − +ikjjjjj
Ä
ÇÅÅÅÅÅÅÅÅ

É
ÖÑÑÑÑÑÑÑÑ y{zzzzz

Ä
ÇÅÅÅÅÅÅÅÅÅ

É
ÖÑÑÑÑÑÑÑÑÑHcp k k( , ) 1 sin

180
sin ( /2 )

902

2

1

(8)

These expressions contain a total of 15 parameters (c, d, hc,
hd, and k parameters) whose values are found by fitting the
data set (see next subsection). The significance of the most
relevant parameters will be discussed in section 3.

2.4. Fitting Protocol. Each data set point contains one set
of nuclear coordinates, the associated S0 and S1 adiabatic
energies and the corresponding atomic charges. All quantities
were computed at the XMCQDPT2//CASSCF/6-31G* level
(i.e., the nuclear coordinates were computed at the CASSCF
level and the energies through single point XMCQDPT2
calculations). The reason for using the modest 6-31G* basis
set has been explained in ref 11 (see Table 2 in ref 11) and it is
justified by the fact that, mainly due to a cancellation of errors,
the 6-31G* basis set is rather accurate (with respect to MR-
CISD+Q energies) in regions not too far from the FC point
and provide a qualitatively correct description also in regions
that are far from it.
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For each point, the corresponding values of r, θ, and φ were
determined using the definitions in Figure 2A. Similarly, the
electronic character of the S0 and S1 adiabatic states were
determined by calculating the total Mulliken atomic charge of
the C2H−C1H−NH2 moiety. The fitting of the entire data set
required four steps:

I Selection from the data set of a subset of “diabatic
points” where the adiabatic states are assumed to
correspond to the ΨCOV/DIR or ΨCT states. The set
comprises the first 11 points of MEPcis and MEPtrans
and all 14 BLAP points for a total of 36 points. All
diabatic points have φ = 0°. Moreover, the MEPcis,
BLAP, and MEPtrans diabatic points have approximately
θ = 0°, θ = −90°, and θ = −180°, respectively.

II Parametrization of Hct2D and Hdir2D. Hct2D and
Hdir2D feature a total of nine parameters (c1−c5 and
d1−d4) whose values are determined by fitting the 36
“diabatic points” defined in I.

III Expression of Hdir and Hct. The parametrized functions,
Hdir2D and Hct2D, are then added to Hdircorr and Hctcorr
respectively, to obtain the final expression of the
diagonal matrix elements of HPSB3. These two
expressions contain other four parameters hc1−hc2 and
hd1−hd2 not yet fitted (they will be fitted together with
the two parameters k1−k2 belonging to Hcp, see step IV)
while c1−c5 and d1−d4 are kept fixed, as their values are
established in point II.

IV After incorporating the off-diagonal Hcp term, the model
Hamiltonian is diagonalized to obtain simulated S0 and
S1 adiabatic energies whose values depend on the six
parameters (hc1−hc2, hd1−hd2, k1−k2) of Hdircorr, Hctcorr,
and Hcp. These parameter values are obtained by fitting
the full data set plus additional 144 data set points
obtained via 24 scans along the φ coordinate whose
details are given in section S1 of the Supporting
Information.

The fitting is performed using two utilities of the software
Mathematica: FindFit and NonlinearModelFit. In both cases, the
function minimizes a least-squares fit between the S0 and S1
adiabatic energies of the data set and the adiabatic energies
from the model Hamiltonian. Since the converged parameter
values may depend on the input values, we have achieved a
steady and consistent result by trying several initial energy
values (see section S2 in the Supporting Information). The
final fitted parameters for PSB3 are given in Table1.

3. RESULTS AND DISCUSSION
In the present section, we start by looking at the accuracy
(subsection 3.1) of the model Hamiltonian obtained after the
fitting described in section 2. Next, in subsections 3.2 and 3.3,
we discuss the topography of Hdir, Hct, and Hcp and the
topography of the resulting simulated PSB3 force field. To do
so, we look at the variations of the two-dimensional PES cross-
section along r and θ as a function of φ.
3.1. Model accuracy. Below, we use the term “simulated”

to indicate the data set values recomputed using the proposed
model Hamiltonian with the parameters of Table 1. Figure 3A
shows the S0 (blue) and S1 (red) energy profiles along the
MEPcis (left), MEPtrans (right), and IS (center) paths. The
figure shows that the parametrized HPSB3 function is capable to
simulate the three sets of data with good accuracy. The same
positive results is documented in Figure 3B and 3C for the

MEPct and MEPdir profiles, respectively. Finally, the energy
profile along BLAP is displayed in Figure 3D. Again, HPSB3
satisfactorily simulates the data set values.
The HPSB3 accuracy has been evaluated quantitatively

starting with Hdir2D and Hct2D. For these functions, the
difference between data set and simulated values is ca. 1 kcal/
mol (see section S3 in the Supporting Information). When
Hdircorr, Hctcorr, and Hcp are also considered, such difference
increases, but the standard deviation remains lower than 2.5
kcal/mol, with only few values larger than 6 kcal/mol (see
section S3 in the Supporting Information). We have found that
the less accurate points belong to the φ scans, which are not
part of the six data set paths. However, path regions, that are
not well fitted, are found also in the last points of MEPdir and
MEPct (see Figure 3C and 3D). The model fit these paths
satisfactorily in the regions close the TSdir and TSct, that is the
chemically relevant parts.
An independent test, providing information on the quality of

the parametrization of HPSB3, is the comparison between data
set and simulated electronic characters. As explained above, the
simulated values come from the HPSB3 eigenvectors that
provide the weights of ΨCOV/DIR and ΨCT in each adiabatic
state (ΨS0 and ΨS1). The corresponding information can be
extracted from the data set and compared with the simulated
trend. For instance, when the charge on C2H−C1H−NH2 is
close to +1 or 0, we assign these points to pure ΨCOV/DIR or
ΨCT states, respectively.
In Figure 4, we compare the data set (circles) and simulated

(square) charge of the C2H−C1H−NH2 moiety (i.e., the
weight of the ΨDIR diabatic state). Although the para-
metrization is only based on adiabatic energies (i.e., no
information is provided on the electronic character), the figure
displays a qualitative agreement between data set and
simulation, with the only exception of the initial parts of
MEPcis and MEPtrans (see panel A in Figure 4). This
disagreement is related to a model constrain (see point IV in
subsection 2.2 discussing the parametrization constraints). In
fact, as reported above, the initial 11 points along both paths
were assumed to correspond to pure diabatic states. This

Table 1. Optimum Parameters for HPSB3

PSB3

hdir2D
d1 2571
d2 50.56
d3 3.730
d4 595.0

hct2D
c1 437.1
c2 16.73
c3 7.355
c4 88.52
c5 5.952

hdircorr
hd1 37.58
hd2 38.03

hctcorr
hc1 20.82
hc2 21.21

hcp
k1 14.07
k2 1.082
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assumption forces the simulated electronic character to be very
different from the one displayed in the data set where the
charge on the reference fragment is +0.6 (instead of +1) in S0
and +0.4 (instead of 0) in S1 in both 2-cis and all-trans-PSB3.
However, the discrepancy between data set and simulated
values decreases rapidly as one proceed along the two paths.
3.2. Parameter Sensitivity and Topography of the

Diabatic PESs. Certain Hdir2D and Hct2D parameters are
associated with specific features of the corresponding two-
dimensional PESs. For instance, the value 0.091 in eq 4 defines

the S0 equilibrium r values of 2-cis-PSB3 and all-trans-PSB3
(this is treated as a constant specific to the system under
investigation and it is, thus, not fitted), while d3 determines the
energy difference between the same two energy minima. In
contrast, c4 controls the vertical excitation energies of the same
reactant and product minima. d4 is the force constant of r
mode of the two points of minima in the ground state, while c1
is the same force constant evaluated at the two Franck−
Condon (FC) points.
The S1 and S0 energy profiles along BLAP determine the

sloped or peaked MECI topography that, in turn, reflects the
relative stability of ΨCOV/DIR or ΨCT along the path. Such
topography is controlled by d2. More specifically, the ΨDIR
energies are shifted at lower or higher values if d2 increase or
decrease, respectively. In this way, it is possible to define the
energy of the BLAP minimum corresponding, in two- or three-
dimensions, to TSdir. In a similar way c3 determines the
position of TSct.
In the Hctcorr and Hdircorr functions, φ changes the energy in

a periodic fashion (see eqs 6 and 7). When θ = 0°, ±90° and
−180°, a φ change produces a quadratic-like energy profile,
with a vertex at φ = 0° in both Hctcorr and Hdircorr. As soon as
the value of θ, starting from a value of 0°, approaches that of
CIcis, such vertex moves to negative or positive φ values in
Hdircorr and Hctcorr, respectively. In case we start from a value of
θ = −180° and then approaching the θ value of CItras, such
vertex moves to positive or negative φ values in Hdircorr and
Hctcorr, respectively. These changes increase in magnitude until
CIcis and CItrans are reached. Then, along IS, φ goes back

Figure 3. Comparison of data set (circles) and simulated (squares)
adiabatic energy profiles along the six paths considered in this work.
S0 and S1 profiles are in blue and red, respectively. (A) MEPcis,
MEPtrans, and connecting IS profiles. The points include the 2-cis-
PSB3 and all-trans-PSB3 equilibrium structures and the CIcis,
CItrans, and MECI conical intersections. (B) MEPdir including the
transition state TSdir. (C) MEPct including the transition state TSct.
(D) BLAP energy including TSdir, TSct, and MECI.

Figure 4. Comparison of data set (circles) and simulated (squares)
ΨCOV/DIR weights (electronic characters). (A) MEPcis, MEPtrans and
connecting IS. (B) MEPdir. (C) MEPct. Notice (see also text) that
not all simulated points (squares) compare well with the data set
points (circles).
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toward a 0° value while θ proceeds toward a −90° value (i.e.,
toward the values of these variables at MECI).
The hd1 and hc1 parameters determine the concavity of the

quadratic-like energy profile discussed above and can be
interpreted as the “force constant” of the ″φ mode”. In
contrast, the parameters hd2 and hc2 describe the shifting of its
vertex as a function of θ. When one increases such parameters,
the magnitude of φ at the CIcis and CItrans vertex is increased.

In Figure 5, we document the change in topography of the
parametrized diabatic PESs (Hdir and Hct) along r, θ, and φ.
Each panel shows their values as a function of r and θ. The
different panels correspond to a different value of φ with the
middle panel (i.e., panel C) corresponding to φ = 0°. The
panels show how the seam between the two diabatic PESs
moves. Indeed, the seam moves from θ > −90° when φ > 0° to
θ < −90° when φ < 0°. This feature is consistent with the IS

data set that shows φ variations at each point. In fact, CIcis is
characterized by a positive φ while CItrans by a negative value
of φ. Thus, the seam characterized by different values of φ
forms a surface (i.e., a two-dimensional set) of degenerate
diabatic energies. As we discuss below, the coupling term Hcp
transforms such surface into a curve (i.e., a one-dimensional
set) of degenerate S1 and S0 adiabatic energies (i.e., of conical
intersections) containing the IS path of the data set.

3.3. Parameters and Topography of the Off-Diagonal
Matrix Element. The data set indicates that Hcp must vanish
when the π-orbital overlap across the reacting C2 = C3 double
bond is either zero (i.e., when the C2H−C1H−NH2 and
H2C5−C4H−C3H π-orbitals are orthogonal) or maximized
(i.e., the same π-orbitals are parallel). The first condition is
satisfied at points such as MECI, TSct, and TSdir and at all
points along the IS path. In contrast, the second condition is
assumed to be true at the reactant and product S0 equilibrium
geometries (i.e., 2-cis-PSB3 and all-trans-PSB3 respectively) as
in any other geometry which display maximum π-bonding (i.e.,
where φ = 0° and θ = 0° or θ = 180°). In all other structures
Hcp ≠ 0, the two diabatic states mix and the diabatic and
adiabatic PESs become different.
Consistently with the above listed constraints, Hcp is written

as a periodic function modulated by k1, multiplied by a second
scaling term that reaches a maximum value when θ = ± 90°
and that contains the k2 parameter. As illustrated in Figure 6, as
one moves off the MECI (i.e., off θ = −90° and φ = 0), the
coupling becomes large in module. k1 represents the amplitude
of the sinusoidal function controlling such splitting (see eq 8).
The sinusoid is maximized when θ − φ/2 = −45° ± k π/2,
that is around the middle of the reaction paths. Finally, k2
controls the effect of a periodic scaling that makes Hcp larger
near θ = ± 90°. A better result can be obtained adding
additional terms, for instance a sinusoid with maximum at θ −
φ/2 = −45° ± kπ/4. k1 is an important parameter for the final
accuracy of the model (see p-value in Table S2 of the
Supporting Information); however, in order to simplify the
reshaping to other force fields, it can be removed.
Each panel in Figure 6 is associated with a different value of

φ and displays the Hcp as a function of r and θ. Inspection of
the panels from top to bottom shows a strong dependency on
the φ value. In contrast, and consistently with our assumption,
the coupling is independent from r. Notice that, consistently
with the IS path data set, the points where the coupling vanish
(i.e., Hcp = 0) are shifted along θ when changing φ. For
instance, CIcis has a θ ∼ −70° and φ ∼ 36°. The
diagonalization of HPSB3 yields the adiabatic states expressed
in terms of the square of Hcp and its sign has, thus, no
significance.

3.4. Topography of the Simulated S1 and S0
Adiabatic PESs. The simulated adiabatic PESs obtained by
solving the secular equation associated with HPSB3 are shown in
Figure 7. As for Figure 5 and 6, each panel displays two-
dimensional PES cross sections corresponding to different φ
values. The secular equation also provides the simulated S1 and
S0 adiabatic states (eigenvectors) expressed in terms of linear
combinations of the ΨCOV/DIR and ΨCT diabatic states. The
weights of ΨCOV/DIR and ΨCT are qualitatively represented with
a color scale that highlights the percentage of covalent/
diradical (green) and charge-transfer (brown) characters.
Notice that, as stressed above and in order to decrease the
mathematical complexity, we have imposed that the S0 and S1

Figure 5. Two-dimensional cross sections of the diabatic PESs
resulting from the parametrization of Hct and Hdir along r and θ. The
different cross sections (i.e., from panel A to panel E) document the
effect of φ on the PES topography and intersection. The ΨCT PES is
displayed in brown, while the ΨCOV/DIR PES is displayed in green.
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states are characterized by pure ΨCOV/DIR and ΨCT states at the
reactant and product structures, respectively.
The simulated electronic character is qualitatively consistent

with those obtained from the data set (see also Figure 4). In
other words, it is consistent with our understanding of the
changes in electronic character along the S1 isomerization
paths and in the vicinity of conical intersection points. This can
be seen in Figure 7, where on the S1 PES one goes from a
region dominated by ΨCT (i.e., in correspondence of the
reactant and product geometries) to mixed ΨCOV/DIR and ΨCT
regions when moving toward the transition states. Further-
more, it is evident that along any S1 walk forming a loop
encircling a conical intersection point, the S1 or S0 character
moves from regions with charge-transfer character to regions
with a pure covalent/diradical character and again to regions
with charge transfer character or vice versa. This behavior is
consistent with the theory of conical intersections (e.g., the

existence of a geometric phase) and must occur in opposite
directions in S1 and S0.

4. CONCLUSIONS
We have provided a mathematical expression for the first two
adiabatic PESs of PSB3: a minimal model of the chromophore
of the retina visual pigment of vertebrate and invertebrates.
The employed Hamiltonian, which is based on a diabatic

Figure 6. Two-dimensional cross-section of the coupling term Hcp as
a function of r and θ. The different cross sections (i.e., from panel A
to panel E) document the effect of φ on the Hcp surface topography.
Notice that Hcp is independent from the r coordinate.

Figure 7. Two-dimensional cross sections of the simulated adiabatic
PESs resulting from the parametrization of Hct, Hdir and Hcp along r
and θ. The different cross sections (i.e., from panel A to panel E)
document the effect of φ on the PES topography and conical
intersection. The weight of the ΨCT character is displayed in brown,
while the weight of the ΨCOV/DIR character is displayed in green. The
legend on the right shows the eigenvector coefficients regarding the
charge displaced in the C2H−C1H−NH2 moiety proportional to the
ΨCOV/DIR weight.
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representation where each diabatic state corresponds to a
specific electronic character (i.e., either covalent/diradical or
charge-transfer), is a function of three different geometrical
modes. After the parametrization, the simulated S0 and S1
adiabatic energies show a good correlation with the
corresponding data set points computed at the
XMCQDPT2/6-31G* level of theory. This is especially true
in regions close to reaction paths (with differences close to 2
kcal/mol), while less precise results are found far from the
paths and along φ deformations.
Relative to the model of Stock, we have improved the model

physics by (i) fitting accurate data set points, (ii) including an
extra degree of freedom which is known to play a fundamental
role in the isomerization processes, and (iii) incorporating
information on the change in electronic distribution along the
adiabatic PESs. Future developments of the model could
include the increase in the number of states to achieve a three-
state three-mode model, which appears to be necessary for
studying rhodopsins different from visual pigments. Moreover,
we wish to make the model adjustable. In other words, we wish
to introduce parameters that can introduce predictable
variations in the topology and topography of the adiabatic
PESs. In this way researchers may use the model as a basis for
simulating the PESs of chromophore models with a conjugated
π-system longer than PSB3, the effect of certain substituents or
the effect of the presence of a complex environment. It may
also be possible to generate models for different biological
chromophores.36 Finally, and most importantly, the model
developed here, or any suitably adjusted model derived from it,
could be used to perform quantum dynamics calculation with
traditional or novel methods requiring analytical PESs.22,37

Finally, we have to warn the reader that, according to recent
reports38,39 and in contrast with the rhodopsins of superior
animals where only two electronic states (the S0 and S1 states)
are mainly driving the isomerization process, the photoinduced
microbial rhodopsin dynamics often display the involvement of
a third state (S2). Thus, PSB3, which has an S2 state higher

11,40

and not interacting with the S1 state along the six reaction
paths parametrized above (see the extensive 3-root state-
average XMCQDPT2 mapping in section S4 of the Supporting
Information) provides a model of rhodopsins where S1 never
interact with S2. A future parametrization project in our lab will
address the issue of generalizing the presented two-state three-
mode model to a three-state three-mode model also applicable
to microbial rhodopsins.
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