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Abstract— An injection-locked picosecond pulse detector is
implemented in 65-nm CMOS technology. An on-chip slot planar
inverted cone antenna receives picosecond pulses with a center
frequency of 77 GHz and feeds the signal to a low-noise amplifier.
A three-stage injection-locked frequency divider is used to lock
the output signal to the 9.6-GHz repetition rate with an effective
locking range of 142 MHz and a timing jitter of 0.29 psrms.
The injection-locked detector is utilized in a wireless time
transfer setup to demonstrate its application in widely spaced
synchronized distributed arrays. This fully integrated system
consumes 42 mW from a 1.3-V supply and occupies a total area

of 0.9 mm2, including the on-chip antenna and the pads.

Index Terms— CMOS, coherent combining, impulse receiver,
injection-locking, jitter, millimeter-wave, on-chip antenna, pulse,
synchronization, wireless time transfer.

I. INTRODUCTION

M ILLIMETER-WAVE (mm-wave) pulses and wireless

systems utilizing them have demonstrated their poten-

tials in key applications such as high-resolution imaging

radars [1]. Prior to developing CMOS-based mm-wave pulse

systems, ultra-wideband (UWB) systems based on nanosecond

pulses have been explored extensively mostly for their applica-

tion in low-power communication systems [2]–[5] as well as in

radars and localization systems [6]–[8]. The frequency-domain

representation of a time-domain pulse with a duration of

a few picoseconds is a spectrum with a wide bandwidth

centered at mm-wave frequencies. Several methods have been

introduced to radiate picosecond pulses from silicon-based

integrated circuits. These methods include using nonlin-

ear transmission lines [9], [10], switching high-frequency

oscillators [11], [12], using multiple oscillators for waveform

shaping [13], and current-switching direct digital-to-impulse

radiators [14], [15].
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An ideal impulse has a flat frequency spectrum that contains

all frequencies. In practice, due to bandwidth limitations,

a rectangular or Gaussian pulse may be generated with a

certain cutoff frequency. The frequency-domain representation

of such a pulse is centered at zero frequency but it can

be shifted to high frequencies by implementing a switching

or multiplication stage. For example, the pulses in [11] are

produced by switching an oscillator and, therefore, multiplying

a rectangle by a sinusoidal wave, which determines the center

frequency of the spectrum. Monocycle pulses can be generated

by differentiating a square-wave signal and, thus, multiplying

its spectrum by jω, which shifts its center frequency to

high frequencies and removes the dc component. In [14],

a resonance frequency of the output stage sets the center fre-

quency of the radiated picosecond pulses. Since a convolution

operation in time domain is equivalent to multiplication in

frequency domain, by repeating a single pulse with a fixed

repetition rate ( frep), the spectrum of a single pulse is sampled

by an impulse train with the same rate. As a result, pulses with

tunable repetition rates can generate precise frequency tones

at intervals equal to the repetition rate over the bandwidth of

the pulse.

Systems based on ultrashort pulses exhibit several advan-

tages over continuous-wave (CW) systems. For instance,

an issue arising in time-varying wireless channels is phase

instability of the received non-line-of-sight (NLOS) signals,

which is more critical in CW links. In order to resolve this

issue, an impulse-based synchronization link can be imple-

mented. The narrow width of an impulse allows us to distin-

guish between the LOS and NLOS signals since they arrive

at the receiver in different times. For instance, a receiver with

two antennas at different locations can be used to differentiate

the LOS signal from NLOS reflections [16]. Impulse-based

systems could also facilitate novel applications in communi-

cation, imaging, and spectroscopy. For example, their tunable

broadband spectra can be passed through chambers of trace

gases to detect their absorption lines in the mm-wave/terahertz

regime. In addition to broadband spectroscopy, high-frequency

pulses can be used to achieve multi-Gb/s data rates in wire-

less communication [17], and they can be time-interleaved

to increase the data rate up to terabits per second [18].

A high-resolution 3-D imaging radar is another example of

performance enhancement using mm-wave signals [1]. Higher

bandwidth improves the depth resolution in 3-D imaging but
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Fig. 1. Various pulse detection techniques using (a) high-speed ADC,
(b) downconversion mixer with a high-frequency LO, (c) self-mixing,
(d) direct injection-locking, and (e) multiple stages of ILFDs (this work).

larger apertures are required to improve the lateral resolution.

On-chip arrays [19] and synthetic-aperture radars [20] have

been presented to increase the effective aperture size but

they suffer due to the large size and long acquisition time,

respectively. Wireless time transfer among widely spaced chips

is presented in this article as a solution to build larger and

flexible apertures that are not limited to the chip size.

Wireless time transfer among multiple chips ensures

synchronized operation in transmitting and receiving signals

and reduces the acquisition time. Eliminating wires in the

synchronization scheme facilitates the expansion of the array

and increases flexibility in placing the array elements. Various

interchip synchronization techniques have been investigated

theoretically and experimentally [21]–[26]. Fig. 1 summa-

rizes different techniques for pulse detection. An ultrahigh-

speed ADC can sample and digitize the pulse waveform

but state-of-the-art ADCs are not fast enough to sample

picosecond pulses [27]. Another detection method is to use

mixers to downconvert high-frequency pulses to low-frequency

pulses [11]. In this method, a synchronized high-frequency

local oscillator (LO) signal is needed, which does not meet our

wireless synchronization objective. Two methods have been

utilized in [26] and [28] that are capable of wirelessly synchro-

nizing the receiver by eliminating the need for an external LO

or clock signal. These methods are based on using the received

signal as the LO (self-mixing) and pulse-based injection-

locking. In this work, a multistage pulse-based injection-

locking technique is used to enhance the clock jitter and

achieve the best-reported accuracy in wireless time transfer.

A fully integrated pulse detector is proposed for this purpose

to receive a picosecond pulse train and recover its clock

rate. The objective of this system is to recover the repetition

rate (clock) of these pulses from the signal itself. Therefore,

this detector is designed at the center frequency of targeted

pulses (80 GHz) to receive the frequency components of the

pulses with the highest possible power. This solution allows

the implementation of widely spaced synchronized arrays

where multiple chips generate and detect picosecond pulses

with tight synchronization, as shown in Fig. 2. Wireless time

transfer using high-frequency pulses is the first step toward

implementing large-aperture imaging arrays with enhanced

depth and angular resolutions.

In this article, a picosecond pulse detector based on an

injection-locking scheme is presented as a solution for preci-

sion wireless time transfer. A proof-of-concept circuit, which

was originally reported in [29], is fabricated using 65-nm bulk

CMOS technology. This chip consists of an on-chip slot planar

inverted cone antenna (PICA) to receive radiated signals. The

received signal passes through a low-noise amplifier (LNA)

centered at 80 GHz. Three stages of injection-locked frequency

dividers (ILFDs) divide a high-power tone near the center

frequency of the pulse by eight to produce the synchronized

repetition rate at the output. In addition to the measurement

results reported in [29], this article discusses pulse-based wire-

less time transfer and the requirements considered in system

design. In-depth simulation results of the on-chip antenna and

circuit blocks are presented in this article. New measurement

results on the performance of the injection-locked divider and

a demonstration of wireless inter-chip time transfer are also

included in this article.

The remainder of the rticle is organized as follows.

Section II describes the architecture of the pulse detec-

tor and design details of system and the building blocks.

In Section III, three test setups are presented. This section

reports the measurement results and characterizes the chip per-

formance. Wireless time transfer with subpicosecond accuracy

is demonstrated in this section, and picosecond pulse detection

measurements are reported. Finally, Section IV concludes this

article.

II. INJECTION-LOCKED PULSE DETECTOR

A. System Design

A pulse train with a repetition rate of frep and a pulse

duration of a few picoseconds have a broad frequency spec-

trum consisting of equally spaced tones with the spacing of

frep. The center frequency and bandwidth of the spectrum

depend on the duration and the shape of the pulse in time

domain. As the signal becomes more broadband, the small

ringing around the main pulses becomes smaller and the

shape of the pulse gets closer to an ideal impulse with an

infinite bandwidth. Fig. 2 summarizes the time-domain and

frequency-domain shapes of the pulses and a wireless system

composed of pulse-radiating and receiving nodes. Ideally,

pulses with the smallest possible duration are preferred due

to their larger bandwidth, which results in an imaging system

with better depth resolution. Current silicon-based integrated

circuit technologies enable generation and radiation of pulses

as short as 2 ps [14], and the design of this receiver is targeted

at detecting pulses radiated by the chip that was reported

in [14].
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Fig. 2. Master and slave nodes of a widely spaced distributed array synchronized with picosecond pulses and the architecture of the receiver used for
pulse-based wireless time transfer.

To detect the mm-wave pulses radiated by the silicon chip

in [14], an ILFD is presented. Since the frequency tones

in the spectrum of radiated monocycle pulses are integer

harmonics of the repetition rate ( frep), they could be used in

extracting frep with low jitter. Conventional ultrashort pulse

systems based on optical lasers have limited repetition rates

below gigahertz level [30]. The electronic method proposed

in [14] enables generation and radiation of picosecond pulses

with repetition rates of up to 10 GHz. Since higher clock

frequencies result in faster acquisition time, the current system

is designed for the highest feasible repetition rate so that the

entire pulse-based wireless synchronization system is able to

operate with a 10-GHz clock rate. Lower clock frequencies

increase the acquisition time of the imaging system, which

becomes more critical in scanning a large object that requires

numerous measurements. Higher clock frequencies are not

feasible due to the bandwidth limit of the bondwire, which

transfers the synchronized clock from the output of the chip to

the circuit board. Therefore, the clock frequency is selected to

be close to 10 GHz and is extracted from the eighth harmonic

of the frequency comb by implementing a divide-by-eight

frequency divider. It should be noted that due to the frequency

response of the pulse radiator and the receiver on-chip antenna,

the first harmonics have very low powers and cannot be used

to extract the clock rate. The 80-GHz frequency is close to

the center frequency of the received pulses and has sufficient

power for wireless time transfer.

An on-chip slot PICA with a back-side silicon lens is

implemented to capture mm-wave pulses with high efficiency.

The received signal is fed to an LNA centered at 80 GHz

through a coplanar waveguide. Three stages of divide-by-

two ILFDs are implemented after the LNA. This architecture

ensures the functionality of the divider with lower input

powers, in comparison with a single-stage divide-by-eight

divider. A matching circuit delivers the extracted clock to the

output. This output clock, which is locked to the input clock

of the pulse radiator, can be used to operate another pulse

radiator in tight synchronization with the master pulse radiator.

It can also be used to operate a high-speed sampling circuit to

TABLE I

ASSUMPTIONS FOR LINK BUDGET CALCULATIONS

recover the waveform of the received pulses for applications

such as spectroscopy.

To develop specifications of the building blocks of this

receiver, link budget calculations are done by assuming the

values in Table I. The receiver is designed to detect picosecond

pulses radiated from the silicon-based transmitter presented

in [14], which has an EIRP (Pt + Gt ) of −30 dBm at

75–80 GHz. The detector is aimed to detect pulses with a

repetition rate of 10 GHz, which is the highest end of the

clock range in [14]. It is assumed that the center frequency of

received pulses lies at 75 GHz so it is chosen as the center

frequency of the input stages. An on-chip planar inverted-cone

antenna, discussed in Section II-B, is implemented for pulse

reception. For the following link budget simulation, the gain

of this antenna is assumed to be 9.5 dBi, which is based on

the antenna simulations.

Using the EIRP value of the transmitter chip, simulated gain

of the receiver antenna, and the path loss of the operating

wavelength, the relationship between the received power and

the distance can be derived from the Friis transmission equa-

tion

Pr = Pt + Gt + Gr + 20 log

(

λ

4π R

)

(1)
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Fig. 3. Illustration of a widely spaced array made of multiple receiver chips
in order to estimate the maximum number of array elements.

where Pr, Pt, Gt, Gr, λ, and R denote received power, trans-

mitted power, TX antenna gain, RX antenna gain, wavelength,

and distance, respectively. Hence, the estimated received

power at the receiver antenna port is equal to −90.5 dBm

− 20log R.

Assuming that the frequency divider chain requires a mini-

mum input power of −50 dBm to lock to the received signal,

the desired sensitivity of the receiver, considering an LNA

gain of 20 dB, would be −70 dBm. Based on the Friis

calculation results, this sensitivity translates to a maximum

TX/RX distance of 10 cm. This distance can be increased by

using signal sources with higher radiated power levels. The

signal-to-noise ratio (SNR) at the input of the divider chain

can be calculated from the following equation:

Pr = −174 dBm/Hz + NF + 10 log BW + SNRmin (2)

where Pr, NF, and BW represent the received power,

the LNA noise figure, and the input bandwidth, respectively.

Considering a 1-GHz effective input locking range, which

gives us 125-MHz clock frequency range at the output of

the injection-locked divider, minimum received power of

−70 dBm, and a typical LNA noise figure of 7 dB, the SNR

at the divider input is estimated as 7 dB. A summary of the

assumed parameters for link budget calculations is tabulated

in Table I.

In implementing a wirelessly synchronized array, the max-

imum aperture size of an array, such as Fig. 3, is determined

by the distance between the transmitter and the array (D),

the beamwidth of the receiving antennas (θ ), and the sensitivity

of the receivers (Psen). For a distance of D = 10 cm and f

= 80 GHz, the received power at the receiver antenna port is

estimated to be −70.5 dBm from the Friis transmission equa-

tion. Therefore, the furthest element of the array should have a

realized gain of at least +0.5 dBi in order to detect the received

signal. As a result, based on the antenna gain simulations in

Section II-B, the maximum angle that the furthest element can

be placed to achieve a +0.5-dBi gain is 34◦. This means that

for D = 10 cm, the maximum aperture size of the array is

13.5×13.5 cm2, and for an element spacing of 6.75 cm with

the current chip specifications, a total number of nine elements

Fig. 4. Slot PICA and the chip assembly with silicon wafer and silicon lens.

Fig. 5. (a) Simulated impedance and (b) simulated VSWR of the on-chip
antenna.

can be synchronized in this array, which would consume

378-mW dc power. Larger synchronized arrays can be imple-

mented by increasing the radiated power from the transmitter.

B. On-Chip Antenna

A slot PICA has been studied as a wideband antenna

for UWB applications [31]. A mm-wave on-chip version of

this antenna, shown in Fig. 4, is implemented in this work.

The slot PICA consists of a leaf-shaped monopole structure

implemented inside a larger slot with the same shape and a

ground plane surrounding them. The shape of this structure

is designed to have a wideband operation by modes higher

than its first resonance, which makes it suitable for broadband

usage. The structure and dimensions of this on-chip antenna

are illustrated in Fig. 4. The lengths on the metallic piece and

the slot are selected as 250 and 400 µm, respectively, to ensure

sufficient efficiency at 80 GHz and satisfy the area restrictions.

The substrate modes propagated in the p-doped 250-µm-

wide silicon substrate of the chip reduce the radiation effi-

ciency of the antenna. One solution to increase the efficiency

of the antenna in such conditions is to use a silicon lens

to radiate the signal from the back of the chip with higher

efficiency [32]. In this work, an undoped silicon wafer and a

silicon lens with a diameter of 12 mm are mounted on the

backside of the chip to increase the radiation efficiency by

reducing the substrate modes.

This antenna structure is simulated in CST Studio Suite

using a finite integration technique solver [33]. Fig. 5 shows

the simulated impedance, VSWR, and radiation efficiency

of the antenna. The simulated radiation efficiency and total

efficiency of the antenna are plotted in Fig. 6, in which the

mismatch losses reduce the total efficiency of the antenna.

It is shown that the antenna operates in the 80–100-GHz

range with sufficient efficiency and small reactance at the

port. Fluctuations in the simulated impedance are due to

the lens-air boundary in simulations. Reflections caused by

different dielectric constants of the lens and air at the edge

of the lens can create a rippled impedance pattern over

frequency. A matching layer between the lens and the air
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Fig. 6. Simulated (a) radiation efficiency and (b) total efficiency of the
on-chip antenna for different frequencies.

Fig. 7. Simulated (a) E-plane realized gain, (b) H -plane realized gain, and
(c) directivity radiation pattern of the on-chip antenna at 80 GHz.

Fig. 8. Circuit schematic of the 80-GHz LNA.

can reduce this effect and increase the radiated power [34].

The simulated realized gain and 3-D radiation pattern of the

antenna directivity at 80 GHz are reported in Fig. 7. When

it is radiating from the backside (θ=180◦), the antenna has a

maximum directivity of +13.3 dBi and realized gain of +6 dBi

at 80 GHz. Based on Fig. 7, the simulated 3-dB beamwidth of

the antenna is 46◦, which is suitable for a distributed wireless

time transfer array when multiple chips need to receive a

reference pulse from a master node even if they are not directly

placed in front of the transmitter.

C. LNA

The schematic of the designed LNA is presented in Fig. 8.

Three stages of common-source amplifier stages with opti-

mized W/L sizes and transmission line loading amplifies the

received signal around the center frequency with a small noise

figure. Shielded microstrip lines with widths of 3 µm and

spacing of 6 µm are used. The circuit has been simulated with

gate bias voltages of 1 V, and the gain and noise figure results

are reported in Fig. 9. The amplifier achieves a minimum

reflection coefficient of −5.5 dB at 75 GHz and demonstrates

a maximum voltage gain of 15 dB and a minimum noise

figure of 7.1 dB. All three stages of this amplifier draw a

total dc current of 23 mA in measurements.

Fig. 9. Simulated performance of the LNA. (a) Voltage gain with antenna
as the input source. (b) Reflection coefficient. (c) Noise figure.

D. Three-Stage ILFD

Pulse-driven injection-locking has been implemented for

UWB pulses with megahertz repetition rates in [28] where

numerous tones injection-lock a voltage-controlled oscillator

(VCO). Fig 10 illustrates the schematic of the three-stage

ILFD that is used to divide one high-power tone of the

mm-wave pulse with 10 GHz ± fLR repetition rate by eight to

extract the repetition rate. A divide-by-eight frequency divider

can be realized with CML architecture [35] but the injection

frequency in these architectures is limited to frequencies

below millimeter-wave. In this work, cross-coupled VCOs are

designed as ILFDs since the operating frequency can be scaled

up to mm-wave frequencies. Each of the three VCOs divides

its input frequency by two if it is within the locking range. The

first VCO is centered at 40 GHz using 430-µm transmission

lines to tune the frequency. The other two VCOs are centered

at 20 and 10 GHz using on-chip symmetric inductors as their

loads. MOS-based varactors are used in each of the VCOs to

fine-tune the oscillation frequencies. The tail currents of the

cross-coupled oscillators are biased at 3.3, 4.3, and 4.3 mA,

respectively.

As discussed in [36], the input locking range in a

cross-coupled oscillator is calculated with some approximation

by

ωL =
ω0

2Q
·

K ·Iinj

Iosc
(3)

where ωL, ω0, Q, Iinj, and Iosc are the locking range, resonance

frequency, quality factor, injected current to the tail, and

oscillation current of the cross-coupled oscillator, respectively.

Nonlinearity of the two cross-coupled transistors forms a

mixer that converts the injected frequency to the oscillation

frequency. K denotes the conversion gain of the mixer and

it determines the minimum required Iinj to achieve a certain

ωL in the cross-coupled VCO. K is equal to 2/π when ωinj =

2·ω0 assuming that the transistors are instantly switched. When

ωinj = 8·ω0, this value becomes smaller as the conversion gain

gets smaller since we are relying on the eighth-order nonlinear-

ity of the cross-coupled transistors. A mathematical analysis

of ILFDs and detailed derivation of their locking range were

done in [37], which confirms our conclusion that a smaller



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

6 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES

Fig. 10. Circuit schematic of the three-stage ILFD.

Fig. 11. Simulated sensitivity of the 10-GHz cross-coupled VCO when it is
used as divide-by-2 and divide-by-8 ILFDs.

Fig. 12. Simulated locking bandwidths of (a) designed 40-GHz ILFD and
(b) 20-GHz ILFD.

injected power is required to lock a divide-by-two ILFD than a

divide-by-eight ILFD with the same architecture. To verify this

claim, the 10-GHz cross-coupled oscillator shown in Fig. 10

is simulated both as a divide-by-two and a divide-by-eight

ILFD. The minimum required power to lock the VCO in these

two cases is plotted and compared in Fig. 11, which confirm

that larger power is required to lock the output signal when

the structure is used as a divide-by-eight frequency divider.

For example, an 83.84-GHz input signal needs to be 32 dB

larger than a 20.96-GHz input signal in order to lock the VCO

output to 10.48 GHz. Therefore, three stages of divide-by-two

cross-coupled ILFDs were implemented in this system to have

smaller input power requirement.

Simulated sensitivity results of 40- and 20-GHz ILFD

blocks for a fixed set of tuning voltages are reported in Fig. 12.

The main required condition to operate this system is to

have sufficient power at the input in order to lock the

40-GHz VCO. Due to the large output power of the 40- and

20-GHz VCOs in comparison with the input signal, the locking

requirements for the next two VCOs are easily satisfied.

Fig. 13. Chip micrograph of the fabricated injection-locked pulse receiver.

The desired clock frequency range can be achieved by tun-

ing the VCOs simultaneously. Free-running frequencies of

all three VCOs are designed to be more than 10, 20, and

40 GHz to maintain a margin for possible resonance frequency

reduction due to parasitic effects.

III. MEASUREMENT RESULTS

The injection-locked pulse detector is fabricated in the

Globalfoundries 65-nm CMOS liquid phase epitaxy (LPE)

process, and the die photograph is shown in Fig. 13. The

total chip area is 0.9 mm2, and the active area of the circuitry

is 0.46 mm2. A silicon lens with a diameter of 12 mm is

attached to the backside of the circuit board and centered at

the chip to enhance the radiation efficiency while an undoped

silicon wafer is used in between. The pads on the chip are

bonded to a PCB with a thickness of 250 µm and Rogers

4350B as the dielectric material. The dc power consumption

of the receiver chip is 42.6 mW. A detailed breakdown of

power consumption of this receiver is illustrated in Fig. 14.

In this section, three test setups are used to characterize

the performance of the chip, demonstrate its operation in a

wirelessly synchronized distributed array, and detect a radiated

pulse train with picosecond pulsewidth.

A. Receiver Characterizations

In order to characterize the performance of the receiver,

the chip is tested with a CW signal source, as shown in Fig. 15.

An Active Multiplier Chain (AMC) in the W-band generates

CW signals at the receiver frequency range by multiplying

the PSG output frequency by six. The multiplier output, with

a typical power of +11 dBm, is radiated by a standard
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Fig. 14. Power consumption breakdown of the receiver.

Fig. 15. CW test setup for characterizing the receiver performance.

Fig. 16. Effect of tuning V2 and V3 bias voltages on the measured output
frequency of the receiver.

pyramidical horn antenna with a gain of +24 dBi. The

transmitter power value is based on the datasheet of the

Millitech multiplier and it cannot be tuned. Based on the

Friis transmission equation, the transmitter parameters, and

considering a simulated receiver antenna gain of +9 dBi,

the received power of a 76-GHz signal at a 10-cm distance

is 250 µW. The output of the receiver chip is inspected by a

Keysight signal analyzer.

The free-running output of the receiver is measured when no

signal is being radiated from the source. The output frequency

of the 10-GHz VCO and its variations due to two tuning

voltages are plotted in Fig. 16. This plot shows that when

the output of the second 20-GHz VCO is within the locking

range of the 10-GHz VCO and the last oscillator stage is

locked to the previous one, changing V3 will not affect the

output frequency. However, if V2 and V3 change substantially

so that the last stage is not locked to the previous one

anymore, V3 will be the only tuning voltage on the output

frequency. The rest of the measurements in this section are

done when all the oscillators are internally locked to each

other, and the radiated signal is used to externally lock the

receiver. With the output frequency tuned at 9.5 GHz, the input

center frequency to injection-lock the system is 76 GHz.

This setting is used to measure the maximum source/detector

distance for radiated frequencies around 76 GHz, and the

results are shown in Fig. 17. Fig. 18 demonstrates the input

Fig. 17. Maximum measurement distance to lock the receiver for different
received frequencies.

Fig. 18. Measured locking range of the receiver input for different TX–RX
distances.

locking range of the receiver for different distances between

the source and the detector. When the tuning voltages are

constant, the locking range of the system is small and it

is limited to the overlapping of locking ranges of all three

VCOs. Because of a number of issues, the overall locking

range of the system with fixed tuning voltages is smaller than

expected. PVT variation effects, among other issues, change

the center frequency and locking range of the VCOs and

reduce the overall locking range by reducing the overlapping

of these three ranges. Other reasons for changes in the VCO

frequencies include inaccuracies in the models of inductors

and transmission line bends used in the oscillator tanks. The

locking bandwidths and sensitivities of the VCOs could be

altered by parasitic effects which modify the quality factor of

the oscillator tanks. Unexpected attenuations in the received

power could also influence the overall locking range for fixed

tuning voltages. However, by adjusting the tuning voltages,

the receiver is able to lock to a wider range of frequencies,

as shown in Fig. 19. This effective locking range depends on

the tuning ranges of the VCOs and their locking ranges. For

each measured point in Fig. 19, V1, V2, and V3 are set in a

way that the output frequency is locked to an eighth of the

input frequency. Based on the results in Fig. 19, the effective

input locking range of the receiver is 1.13 GHz, which means

that the output locking range is 142 MHz around 9.6 GHz.

B. Wireless Interchip Time Transfer

As it was discussed in Section I, one of the key

applications of the presented injection-locked pulse detector
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Fig. 19. Measured effective locking range of the receiver input by adjusting
the tuning voltages [29].

Fig. 20. Test setup to demonstrate high-accuracy wireless time transfer
among widely spaced chips.

is in large-aperture distributed arrays where multiple widely

spaced elements need to be synchronized with a reference

signal with a minimum jitter. The test setup in Fig. 20

is used to demonstrate such application in a two-element

prototype of this system. The same signal source configuration

as in Section IV-A radiates a 76-GHz signal to two similar

injection-locked receiver chips. Two mm-wave lenses made

of polyethylene are placed to focus the radiated beam on

the receiver chips. The outputs of these two chips are fed

to a power combiner (Mini-Circuits ZFRSC-183-S+), and the

output of the power combiner is analyzed with a Keysight

N9030A signal analyzer. The measurement results of this

wireless time transfer test are reported in Fig. 21. Fig. 21(a)

and (b) are obtained when only one of the receiver chips is

turned on and they show the outputs of each chip without

combining with the other one. When both chips are turned on,

the spectrum in Fig. 21(c) is measured, which is the coherently

combined spectra of the two receiver outputs. The measured

phase noise of this combined signal is plotted in Fig. 21(d)

which indicated a phase noise of −109 dBc/Hz at 1-MHz

frequency offset, verifying the accuracy of the wireless time

transfer scheme.

C. Picosecond Pulse Detection

Finally, the injection-locked pulse detector is tested with a

picosecond pulse-radiating silicon chip, which was reported

in [14]. In this test setup, shown in Fig. 22, a Keysight RF

signal source provides the repetition rate to the pulse generator

input. The receiver chip is placed in front of the pulse radiator

Fig. 21. Measured results of the wireless time transfer test. (a) Spectrum
of the first receiver output. (b) Spectrum of the second receiver output.
(c) Spectrum of the power combiner output. (d) Phase noise of the combined
signal showing the accuracy of the coherently combined clock.

Fig. 22. Test setup for detection of picosecond pulses radiated from a silicon
chip.

Fig. 23. Measured (a) spectrum, (b) phase noise, (c) time-domain waveform,
and (d) rms jitter of the receiver output in the picosecond pulse test [29].

with adjustable distance, and its output is measured by a signal

analyzer as well as a sampling oscilloscope. In the measure-

ment results, presented in Fig. 23, the spectrum of the receiver

output is measured with and without radiating picosecond

pulses. It is shown in Fig. 23(a) that the radiated picosecond

pulses, with a measured EIRP of −35 dBm at 80 GHz, can

successfully lock the receiver output. The locking behavior can

also be observed in Fig. 23(b) where the measured output of

the receiver has a lower phase noise in the presence of radiated

picosecond pulses, shown in red, in comparison with the case

when no input signal is injected to the receiver, shown in

green. The time-domain waveform of the receiver output and
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TABLE II

PERFORMANCE COMPARISON OF WIRELESS SYNCHRONIZATION RECEIVERS

its measured rms jitter are also shown in Fig. 23(c) and (d).

The mean jitter of the output with 64 averaged waveforms

is 0.29 psrms, which is only 30 fs larger than the jitter of the

radiating source input signal that was measured under the same

conditions. The added jitter is caused by the combination of

the transmitter chip [14] and the receiver chip, which verifies

the accuracy of the proposed picosecond-pulse-based wireless

system for clock synchronization.

Performance of this injection-locked pulse detector is com-

pared with other silicon-based receivers used for wireless time

transfer in Table II. This work offers a new fully integrated

solution based on a mm-wave pulse detector that consumes the

smallest dc power among the references. The short pulsewidth

of the time transfer signal has the potential to be used in

imaging systems with enhanced depth resolution, while the

multi-chip wireless time transfer capability can potentially

increase the effective aperture size and, thus, the lateral

resolution of such systems. Repetition rate of the detected

pulses can vary over a 140-MHz range, which indicates the

frequency range of the wirelessly transferred clock. The small

jitter and phase noise of the receiver output, in comparison

with the references, verify the accuracy of the synchronziation

scheme among multiple elements in an array.

IV. CONCLUSION

A CMOS impulse detector with a center frequency

of 77 GHz is presented to achieve low-jitter interchip wireless

time transfer. The impulse detector, which includes an on-chip

slot PICA, is based on a three-stage divide-by-8 ILFD. It is

shown that a three-stage divider has better input sensitivity

than a single-stage divide-by-8 divider. The output of the

receiver is locked to the input repetition rate with an rms jitter

of 0.29 ps. A wireless time transfer test with two impulse

detector chips demonstrates that a low-jitter 9.5-GHz clock

is distributed among widely spaced nodes in a large-aperture

array.
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