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Abstract. Averaging over imaginary quadratic fields, we prove, quantita-
tively, the equidistribution of CM points associated to 3-torsion classes in the class
group. We conjecture that this equidistribution holds for points associated to ideals
of any fixed odd order. We prove a partial equidistribution result in this direction
and present empirical evidence.

1 Introduction

Let −D, D > 0 be a fundamental discriminant, and write Hk(−D) for the order k
elements in the class group H (−D). Probably the easiest-to-state consequence of
the Cohen–Lenstra Heuristics [5] for imaginary quadratic fields is the prediction
that when fields are ordered by increasing size of discriminant, for any odd k > 1
the average of |Hk| is asymptotically 1,1

(1)
∑

0<D<X

�|Hk(−D)| ∼ ∑
0<D<X

�
1, X → ∞.

At any rate, in the special case k = 3 this is the only evidence for the Heuristics
which is actually known, thanks to a theorem of Davenport and Heilbronn [6]. We
wish to broaden the prediction (1) to the assertion that the shapes of lattices of any
given odd torsion appear with a common uniform intensity among the shapes of all
two-dimensional lattices, as the discriminant grows. We will see that this broader
interpretation helps to explain the discrepancy between (1) and tabulated data.
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material are those of the author and do not necessarily reflect the views of the National Science
Foundation.
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1We use � to restrict sums to fundamental discriminants.
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2 B. HOUGH

Figure 1. Heegner points associated to 101-torsion classes in imaginary quadratic
fields of discriminant ≈ −4 · 106.

To elaborate, an ideal a in the imaginary quadratic field Q(
√−D) is a two-

dimensional lattice in C. To this lattice attach a complex number za, which is the
ratio of any pair of generators; this number characterizes the shape of the ideal up
to homothety. After possibly exchanging the role of the generators, za is in the
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Figure 2. Heegner points associated to torsion classes of fixed order in imaginary
quadratic fields of discriminant ≈ −4 · 106. The transformation y �→ 1

y has been
made, so that the ambient measure is Lebesgue.

upper half plane H, and making a linear change of basis, it lies on the modular
surface F = PSL2(Z)\H. This point is common to all ideals of the same shape
(ideal class), and is the CM point of the class. Now a famous theorem of Linnik
[12] and Duke [7] asserts that the CM points of classes in H (−D) equidistribute
with respect to the translation-invariant hyperbolic probability measure

dμ(z) =
3
π

dxdy
y2

on F , as D → ∞. Motivated by the Linnik–Duke theorem, we make our conjec-
ture.

Conjecture 1. Let K be a continuous function of compact support on F . For

each odd k > 1 we have

lim
X→∞

∑
0<D<X

� ∑
[a]∈Hk (−D)

K (z[a])
/ ∑

0<D<X

�
1 =

∫
F

K (z)dμ(z).
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The conjecture iswell-supported by visual evidence; see Figures 1 and 2. In fact,
notice that the equidistribution already suggests itself in ranges of discriminants at
which the convergence in the Cohen–Lenstra Heuristics (1) is unconvincing; see
Table 1.

Range # Disc. 3 5 7 11 31
−1024 53 28 40 36 10 0
−2048 104 80 64 78 60 0
−4096 206 142 172 162 150 0
−8192 415 316 364 336 240 0
−16384 831 632 752 738 650 270
−32768 1660 1338 1544 1578 1330 690
−65536 3320 2730 3192 2850 2770 1890
−131072 6638 5532 6200 6276 5800 4860
−262144 13286 11480 12844 12348 12110 10830
−524288 26558 23254 25072 25614 25840 21210
−1048576 53114 47144 51328 51960 50540 45210
−2097152 106251 95716 102340 104724 103170 96960
−4194304 212485 193416 208288 210108 207290 195570
−8388608 424972 391050 417516 418248 415590 398550
−16777216 849944 789452 836176 838776 832600 815790
−33554432 1699872 1592438 1675940 1683882 1675150 1645380
−67108864 3399779 3208270 3363532 3383604 3361140 3324120
−134217728 6799584 6459970 6736896 6761478 6765140 6685350
−268435456 13599079 12988450 13484300 13582980 13555960 13422870
−536870912 27198220 26116790 27013804 27078228 27113010 26934720

Table 1. Discriminants of the form 4d , d ≡ 2 mod 4 are counted in each specified
diadic range, between 2R and R. The counts appearing below each prime p are the
corresponding counts of order p class group elements.

Our main result is a quantitative proof of Conjecture 1 for the case k = 3. We
also have a partial result toward the conjecture for larger k, which asserts that the
CM points are equidistributing ‘in the cusp’. It is a confounding fact that, at least
on the basis of visible evidence, the cusp appears to be the last place where the CM
points equidistribute.

Notation and conventions. All limiting statements are taken with respect
to a growing parameterX , which is a bound for the size of discriminants considered.
For positive functionsA(X), B(X), A ∼ B means lim A

B = 1. We use the Vinogradov
notation A � B with the same meaning as A = O(B). A 	 B means A � B and
B � A; ε is reserved for a fixed positive parameter which may be taken arbitrarily
small.

Given integrable function f on R+, its Mellin transform is defined, where
absolutely convergent, by

f̃ (s) =
∫ ∞

0
f (x)xs−1dx, s ∈ C

and possibly extended elsewhere by analytic continuation.
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2 Precise statement of results

Recall that the ring of integers in an imaginary quadratic field takes one of three
forms depending on the behavior of the discriminant −D at the prime 2. Since
we perform calculations in the ring of integers, for the remainder of this article
we restrict to fundamental discriminants of the form −D = −4d where d > 0,
d ≡ 2 mod 4 is square-free; all of our arguments carry over to the other two cases
with minor modifications. In this case, the ring of integers is given by O = Z[

√−d ]
within the field Q(

√−d ).
We build on the earlier work of Soundararajan [13], and much earlier, Ankeny

and Chowla [1], who studied the divisibility problem for the class group through
a parameterization of primitive ideals; see also [4] in the real quadratic setting,
and [8] for the best result on divisibility by 3. A primitive ideal a ⊂ O is an ideal
that does not admit a factorization a = (pO) · b, where p is a prime of Z and b is
another ideal of O. At the level of lattices, this says that a is not an integer dilation
of another ideal. A useful characterization of the primitive ideals is that they are
exactly those ideals a for which {0, 1, . . . ,Na−1} forms a complete set of residues
for O/a.2 In particular, this means that there is a canonical choice of generators
for the lattice a given by a = [Na, b +

√−d ], where b is uniquely determined by
the conditions

−Na

2
< b ≤ Na

2
, b ≡ −√−d mod a.

To a is then associated the ‘Heegner point’

(2) za =
b +

√−d
Na

.

Note that this point lies in the strip (−1
2 ,

1
2 ]×R+ = �∞\H, where�∞ is the subgroup

of � stabilizing the cusp ∞. It is a pretty geometric fact that, fixing an ideal class
[a] in the class group H (−D), the collection of Heegner points of primitive ideals
of class [a] are exactly the images of the CM point z[a] in the various fundamental
domains for �\H within the strip �∞\H (see [11], Chapter 22). Therefore, the
equidistribution of CM points within the fundamental domain F is equivalent
to the equidistribution of the corresponding Heegner points in the strip �∞\H,
and this is the point of view that we shall adopt. We also introduce the notation
Pk(−D) to denote the primitive ideals with classes in Hk(−D). Throughout we
count discriminants using a smooth test function φ : R≥0 → R≥0 of compact
support, satisfying φ(0) = 1.

Our first result establishes the equidistribution for 3-torsion Heegner points.

2For another characterization in terms of the prime factorization, see Section 4.
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Theorem 2.1. Let K (x, y) be a continuous function, compactly supported in

the strip �∞\H. Let T = T (X) be a parameter satisfying 1 ≤ T ≤ X
1
6 −ε. Then,

as X → ∞,

∑
d≡2 mod 4
square-free

φ
( d

X

) ∑
a∈P3(−4d)

K
(
�za,

�za
T

)
∼ ∑

d≡2 mod 4
square-free

φ
( d
X

) ∫
�∞\H

K
(
x,

y
T

) 3
π

dxdy
y2

.

Notice that this Theorem gives more than just the equidistribution in F , which
follows from the case T = 1, since it also holds effectively into the cusp, for
T < X

1
6 −ε. Actually the result is stronger still, since we have given only a

qualitative statement, whereas we can actually give quantitative estimates with
power saving error terms; see the discussion before Theorem 3.1 in the next
section. For instance, with discriminants counted with a smooth weight as above,
our method may be used to yield the Davenport–Heilbronn Theorem ((1), k = 3)
with a negative secondary main term of size X

5
6 , giving an alternative proof of a

recent result of Taniguchi–Thorne [14] and Bhargava, Shankar and Tsimerman [3].
As the proof of this result requires some further technical difficulties it has not been
included here; see the author’s thesis [9]. Previously, Terr [15] has considered a
related equidistribution problem for orders in cubic fields, by a different method,
but his work yields only the qualitative equidistribution. Since the completion of
this work, Terr’s result has been further generalized by Bhargava and Harron to
give an analogous result for the shapes of orders in quartic and quintic fields [2].

For k > 3 we cannot prove the full equidistribution, but we can prove that
Heegner points equidistribute ‘in the cusp’.

Theorem 2.2. Let K be as in the previous theorem, and now assume that k

is odd, k > 3. Let T = T (X) be a parameter growing with X in such a way that
X

1
2 − 1

k−2 +ε < T < X
1
2 − 1

k −ε. Then, as X → ∞,

∑
d≡2 mod 4
square-free

φ
( d

X

) ∑
a∈Pk(−4d)

K
(
�za,

�za
T

)

∼ ∑
d≡2 mod 4
square-free

φ
( d

X

) ∫
F

K
(
x,

y
T

) 3
π

dxdy
y2 .

Corollary 2.3. For any odd k ≥ 5, as X → ∞
∑
D<X

�|Hk(−D)| 
 X
1
2 + 1

k−2 −ε.

In the case k = 5 this improves the bound
∑

D<X
�|H5(−D)| 
 X

4
5 from [13].
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The reader will no doubt have noticed that in both theorems we no longer claim
that the equidistribution of k-torsion Heegner points in the cusp once�(z) > X

1
2 − 1

k .
There is a good reason for this—see Figure 2. If a �= (1) is a primitive k-torsion
ideal in Z[

√−d ], then ak = (x+y
√−d ) is principal, and y �= 0, since a is primitive.

Hence Nak = x2 + dy2 ≥ d so that we have the upper bound

�(za) =

√
d

Na
≤ d

1
2 − 1

k .

Since the set {z ∈ �∞\H : �(z) > X
1
2 − 1

k } has hyperbolic volume 	 X− 1
2 + 1

k , the
absence of Heegner points in this set suggests a negative secondary term in (1)
of size X

1
2 + 1

k . After a fashion, we are able to determine this quantity of missing
torsion points as the negative secondary main term in the following theorem.

Theorem 2.4. Let k > 3 be odd. Let ψ be a C∞ function on R+ supported in
[1,∞), with ψ ≡ 1 on a neighborhood of ∞. Denote φ̃, ψ̃ the Mellin transforms.

There exists a δ = δk > 0 such that for T in the range

X
1
2 − 1

k −δk ≤ T � X
1
2 − 1

k

we have the asymptotic with two main terms:

∑
d≡2 mod 4
square-free

φ
( d

X

) ∑
a∈Pk (−4d)

ψ
(�z[a]

T

)

=
6
π3 φ̃(1)ψ̃(−1)

X
T

+ ckφ̃
(1
2

+
1
k

)
X

1
2 + 1

k + o(X
1
2 + 1

k );

ck =
�( 1

2 − 1
k )ζ (1 − 2

k )

kπ
3
2�(1 − 1

k )

× [1 − 2
1
k + 21− 1

k ]
∏
p odd

[
1 +

1
p + 1

( 1

p
1
k

− 1

p1− 2
k

− 1

p1− 1
k

− 1
p

)]
.

The secondary term of size X
1
2 + 1

k is negative, since ζ (1 − 2
k ) < 0.

Remark. Our proof will show that we may take any δk < 2
k2 .

When k = 3, the term c3φ̃( 5
6)X

5
6 is the actual negative secondary term in

the Davenport–Heilbronn Theorem when discriminants are counted with smooth
weight φ. For k = 5, 7, inclusion of this secondary term in the right side of (1)
brings this prediction into good agreement with tabulated data for relatively small
discriminants; see Table 2. For k ≥ 9, the agreement is not as good in the region
in which we have numerical data.
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X
∑

d<X h5(−4d) Cohen-Lenstra CL-
 CL + c5X
7
10 CL + c5X

7
10 −


1000000 194464 202642 8178 194510 46
2000000 392996 405285 12289 392074 -922
4000000 791328 810569 19241 789108 -2220
8000000 1588520 1621139 32619 1586275 -2245
16000000 3186224 3242278 56054 3185641 -583
32000000 6393960 6484556 90596 6392548 -1412
64000000 12818136 12969112 150976 12819645 1509
128000000 25673816 25938223 264407 25695414 21598

X
∑

d<X h7(−4d) Cohen-Lenstra CL-
 CL + c7X
9
14 CL + c7X

9
14 −


1000000 197094 202642 5548 196900 -194
2000000 397902 405285 7383 396318 -1584
4000000 796266 810569 14303 796568 302
8000000 1595088 1621139 26051 1599277 4189
16000000 3201048 3242278 41230 3208143 7095
32000000 6427098 6484556 57458 6431257 4159
64000000 12870768 12969112 98344 12885890 15122
128000000 25832964 25938223 105259 25808279 -24685

Table 2. Aggregate order 5 and 7 elements in the class group of quadratic fields of
discriminant −4d , d < X are tabulated. Conjectural secondary main terms of size
X

7
10 and X

9
14 respectively improve the numerical fit of the Cohen-Lenstra heuristics.

3 Discussion of method

One description of the divisibility argument in [13] is that the norm equation

Nak = mk = x2 + dy2

is used to parametrize and count some k-torsion primitive ideals of Z[
√−d ] whose

Heegner point lies within a band in the cusp of F . We refine the parameterization
used so as to give the exact location of the counted points. A precise statement
of the parameterization along with a local version is at the beginning of the next
section.

Our proofs of equidistribution are by Weyl’s criterion, that is, we use that the
linear span of functions of the form

e( fx)ψ(y), f ∈ Z, ψ ∈ C∞
c (R+)

is dense in the space of continuous functions of compact support on the strip
R/Z×R+. This reduces the proofs of Theorems 2.1 and 2.2 to the estimates (here
ψT (y) = ψ( y

T ), and φ̃ and ψ̃ denote the Mellin transforms)

(3)

∑
d≡2 mod 4
square-free

φ
( d
X

) ∑
a∈Pk(−4d)

e( f�za)ψT (�za) = δ f =0φ̃(1)ψ̃(−1)
X
T

+ o
(X
T

)
,

for any φ,ψ ∈ C∞
c (R+), f ∈ Z and for T in the stated ranges of the theorems.

Strictly speaking, to obtain quantitative equidistribution one requires estimates of
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the type (3) with error terms that make explicit the dependence on the frequency f

and function space norms of the test function ψ. In the quantitative theorems that
we state below we have tracked the frequency dependence but omit the dependence
on ψ.

Theorem 3.1. Let ψ ∈ C∞
c (R+). Let f ∈ Z and T = T (X) be a parameter

that satisfies 1 ≤ T ≤ X
1
6 −ε. Define ψT (y) = ψ

(
y
T

)
. We have

∑
d≡2 mod 4
square-free

φ
( d

X

) ∑
a∈P3(−4d)

e( f�za)ψT (�za)
/ ∑

d≡2 mod 4
square-free

φ
( d

X

)

= δ f =0 ·
[ 3
πT

∫ ∞

0
ψ(y)

dy
y2

]
+ O

(
(1 + | f |) 1

2
X− 1

8 +ε

T
5
4

)
+ O(X− 1

6 +ε).

ToobtainTheorem2.1, approximate the functionK (x, y) as a linear combination
of functions ψ(y)e( fx) and apply the above theorem term-by-term.

For k-torsion with k > 3 the estimate that we prove is as follows.

Theorem 3.2. Let k > 3 be odd, and ψ ∈ C∞(R+) supported in [1,∞) with
ψ ≡ 1 on a neighborhood of ∞. Let f ∈ Z and let T = T (X) be a parameter, with

ψT (y) = ψ
(

y
T

)
as before. If f = 0, then for T in the rangeX

1
2 − 1

k−2 +ε < T < X
1
2 − 1

k −ε

we have the asymptotic

(4)

∑
d≡2 mod 4
square-free

φ
( d

X

) ∑
a∈Pk (−4d)

ψT (�za)
/ ∑

d≡2 mod 4
square-free

φ
( d

X

)

=
3
πT

∫ ∞

0
ψ(y)

dy
y2

+
π2

2
ck
φ̃( 1

2 + 1
k )

φ̃(1)
X

1
k − 1

2 + O
(X

k
4 −1+ε

T
k
2

)
+ O(X

1
2k−2 − 1

2 +ε)

with ck the constant of Theorem 2.4.

If f �= 0 then for T in the range X
1
2 − 1

k−2 +ε < T < X
1
2 − 1

k −ε we have the bound

∑
d≡2 mod 4
square-free

φ
( d

X

) ∑
a∈Pk (−4d)

e( f�za)ψT (�za)
/ ∑

d≡2 mod 4
square-free

φ
( d
X

)

= O
(X

k
4 −1+ε

T
k
2

)
+ O

( | f | 1
2 X

k
8 − 1

2 +ε

T
k
4 + 1

2

)
+ O(X

1
k − 1

2 +ε).

In the range T > X
1
2 − 1

k − 2
k2

+ε, the expression (4) is an asymptotic formula with
two main terms, and so we obtain Theorem 2.4. Notice that the terms with fixed
f �= 0 are dominated by the main term with f = 0 once T > X

1
2 − 1

k−2 +ε. Although
we have stated this Theorem for ψ with limt→∞ψ(t) = 1, any function ψ0 with
compact support on R+ is the difference of two such functions. Thus we may
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obtain the stated result for any ψ having compact support, but there will be no
secondary main term. In particular, Theorem 2.2 follows from this Theorem by
approximating K (x, y) in the space of functions of form ψ(y)e( fx).

The remainder of the paper is concerned with proving Theorems 3.1 and 3.2.

4 Parameterization

The starting point is the following parameterization of ideals in k-torsion classes
of the class group of Q(

√−d ).

Proposition 4.1. Let d ≡ 2 mod 4 be square-free and k ≥ 3 be odd. The set

{(�,m, n, t) ∈ (Z+)4 : �mk = �2n2 + t2d, (�mn, t) = 1}

is in bijection with primitive ideal pairs {a, a} with a �= (1) and ak principal in
Q(

√−d ). Explicitly, the ideals a, a are given as Z-modules by

a = [�m, �nt−1 +
√−d ], a = [�m,−�nt−1 +

√−d ],

where Na = �m and t−1 is the inverse of t modulo m. In particular,

za =
nt−1

m
+ i

√
d

�m
, za =

−nt−1

m
+ i

√
d

�m
.

In our statement of results we have already mentioned two characterizations of
the primitive ideals of O, but for the proof of Proposition 4.1 it is convenient to
have a third. Recall that ideals of O have unique factorization, with the behavior
in O of the primes pO of Z described by the quadratic character3 of −d mod p

pO =

⎧⎪⎪⎨
⎪⎪⎩
p2 p|d,
pp (−d

p ) = 1,

pO (−d
p ) = −1.

We say that p either ramifies, splits, or remains inert. The different is the product
of primes containing (d ),

d =
∏
p|(d)

p.

In this description, an ideal a of O is primitive if and only if it factors as a = hb

with h|d, (b, d) = (1) and (b, b) = (1). In particular, b contains only primes p

dividing split primes, with at most one of p, p appearing.

3( ·
p ) is the Legendre symbol.
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Proof of Proposition 4.1. Take a �= (1) primitive with ak principal and
write a = hb, where h|d and (b, d) = (1). We have b �= (1), since otherwise
a = h ⇒ [h]k = [h] = [(1)], which forces h = (1). Now

(5) akh−(k−1) = (x + t
√−d )

is principal. It is also primitive since (x+t
√−d ) = hbk and (b, b) = (1), (b, d) = (1).

Let m = Nb, � = Nh and take norms in eqn. (5) to obtain �mk = x2 + t2d . Here
�|x so writing x = �n, mk = �n2 + t2� where �� = d . Now primitivity of the ideal
(�n + t

√−d ) implies (t, �n) = 1. Also (m, t) = 1, since if p|(m, t) then p2|�n2 so
p|(n, t), which is false. Finally, primitivity of (�n + t

√−d ) implies n, t �= 0. We
may fix t > 0 by multiplying by ±1; the choice of sign for n is determined by a
choice between the ideals a and a.

Now suppose we begin with a solution (�,m, n, t) to �mk = �2n2 + t2d with
(�mn, t) = 1 and �,m, n, t > 0. Observe that �|d , so � is square-free. We claim
that also (m, n) = 1, which implies (m, d ) = 1. Indeed, (m, n) = 1 follows from
the fact that d is square-free, since if p|(m, n) then p � t so that p2|d = �mk−�2n2

t2 , a
contradiction.

Write (�n + t
√−d ) = hc where h|d and (c, d) = (1). Then (�)(mk) = h2cc

and (m, d ) = 1 implies h2 = (�) and cc = (mk). Moreover, c is primitive since it
divides (�n + t

√−d ), and c is prime to d so (c, c) = (1), and hence there exists b

with c = bk, c = b
k
. Note that (b, d) = (1) and b is primitive. Then letting

a = hb, a = hb we get that {a, a} �= {(1), (1)} is a pair of primitive ideals satisfying
ak = (�)

k−1
2 (�n + t

√−d ) is principal. Since there were no choices in determining
the pair (a, a), this completes the bijection.

Taking a to be the ideal in the pair (a, a) that corresponds to n, t > 0, we now
specify a in terms of �,m, n, t. Since a is primitive, a = [Na, b +

√−d ] as a Z-
module, where b is determined modulo Na. From the above bijection, Na = �m,
so it remains to determine b mod �m. Writing a = [�m, b+

√−d ] and multiplying,

a2 = (�)b2 = [�2m2, �mb + �m
√−d , b2 − d + 2b

√−d ].

For the right side to be divisible by �, we must have �|b2 − d so �|b2 ⇒ �|b so
write b = �b′. Since a contains the element �m, and b2 contains both the elements
�m2 and �mb′ + m

√−d , the ideal

a(b2)
k−3
2 b2 = (�)−

k−1
2 ak = (�n + t

√−d )

contains the element (�m)(�m2)
k−3
2 (�mb′ + m

√−d ). Hence for some integers x, y,

�
k+1
2 mk−1b′ + �

k−1
2 mk−1

√−d = (�n + t
√−d )(x + y

√−d )
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and, therefore,

�
k+1
2 mkb′ + �

k−1
2 mk

√−d = (�n + t
√−d )(mx + my

√−d ).

Now factor �mk = (�n + t
√−d )(�n − t

√−d ) and cancel (�n + t
√−d ) from both

sides of the above equation to find

(�n − t
√−d )(�

k−1
2 b′ + �

k−3
2

√−d )

= (�
k+1
2 nb′ + �

k−3
2 td ) + (�

k−1
2 n − �

k−1
2 tb′)

√−d = mx + my
√−d .

Hence
�

k−1
2 n ≡ �

k−1
2 tb′ mod m ⇒ b′ ≡ t−1n mod m

and b = �b′ ≡ �nt−1 mod �m as claimed. �
The above parameterization suggests a local relation of type

mk = n2 + t2d ⇒ mk ≡ n2 mod t2.

We now give a local parameterization of solutions to this congruence.

Proposition 4.2. Let N > 0 be an integer and k ≥ 1 be odd. Define

SN = {(m, n) ∈ ((Z/NZ)×)2 : mk ≡ n2 mod N }
and

S ′
N = {(m, n) ∈ ((Z/4NZ)×)2 : mk − n2 ≡ 2N mod 4N }.

The sets SN and S ′
N have the local parameterization

SN = {(w2, wk) : w ∈ (Z/NZ)×},
S ′

N = {(m + 2N, n) : (m, n) ∈ S4N }.
Furthermore, given (m, n) ∈ Z2, (mn,N ) = 1 solving mk ≡ n2 mod N 2, one

has the parameterization

{(m′, n′) ∈ (Z/N 2Z)2 : (m′, n′) ≡ (m, n) mod N,m′k ≡ n′2 mod N 2}
= {(m + aN, n + a′N ) : a, a′ ∈ Z/NZ, kamk−1 ≡ 2a′n mod N }.

Proof. To prove the parameterization, note that

w �→ (w2, wk) and (m, n) �→ m− k−1
2 n

are inverse maps between (Z/NZ)× and SN . The remaining claims are simple
modular arithmetic. �
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Ultimately we will solve for d in the parameterization of Proposition 4.1, and
sieve for d that are fundamental discriminants. In bounding the error from the
sieve in Section 7 we require the following estimate for the number of primitive
ideals of bounded norm in a given ideal class.

Proposition 4.3. Fix an ideal class [a] ∈ H (−4d ). Let Y > 0. We have the

bound

|{b primitive : [b] = [a],Nb ≤ Y
√

d}| � 1 + Y.

Proof. The condition Nb ≤ Y
√

d is equivalent to �zb ≥ Y−1. Since
zb = γ · z[a] for some γ ∈ �∞\� the result is a consequence of the simple ge-
ometric estimate, valid for any z in the strip �∞\H,

|{γ ∈ �∞\� : �γz ≥ Y−1}| � 1 + Y ;

see [10, Lemma 2.11]. �

We close this section with a bound for certain complete exponential sums. Let

(6) Sk(A,B; q) =
∑

w mod q

×
e
(Aw2 + Bwk

q

)
.

This sum factors as a product over prime power sums,

Sk(A,B; q) =
∏
p j‖q

S(Aqp,Bqp; p
j ),

qp =
q
p j
, qpqp ≡ 1 mod p j .

For the prime power sums we record the following lemma.

Lemma 4.4. We have the following evaluation and bounds for Sk(A,B; pn).

(i) If pn|(A,B) then Sk(A,B; pn) = (p − 1)pn−1.
(ii) If p j‖(A,B) with j < n then Sk(A,B; pn) = p jSk( A

pj ,
B
p j ; pn− j )

(iii) If p � (A,B) then |Sk(A,B; pn)| �k p
n
2 .

In particular,

|Sk(A,B; pn)| �k GCD(A,B, pn)
1
2 p

n
2 .

Proof. Items (i) and (ii) are obvious. In case (iii) the bound holds for n = 1
by Weil’s bounds. For n > 1 this is elementary. �
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5 Function notation and properties

We adopt the following notation regarding Fourier transforms. For a smooth
integrable function f in several variables denote by

f 1(u, y, z) =
∫ ∞

−∞
f (x, y, z)e(−ux)dx,

f 2(x, v, z) =
∫ ∞

−∞
f (x, y, z)e(−vy)dy,

f 1,2(u, v, z) =
∫ ∞

−∞

∫ ∞

−∞
f (x, y, z)e(−ux − vy)dxdy

the function with the Fourier transform taken in the first, second, or both first and
second slots.

Lemma 5.1. Let F ∈ S (R2) be a Schwarz-class function and set

f (x, y) = F (A + Bx,C + Dx + Ey), B,E �= 0.

Then

f 1,2(u, v) =
1

BE
e
(A
B

u +
(C

E
− AD

BE

)
v
)
F 1,2

( 1
B

u − D
BE

v,
1
E
v
)
.

Throughout, φ ∈ C∞
c (R+) is the smooth function of the Theorems, and also fix

once and for all a function σ ∈ C∞
c (R) satisfying

(7) σ ≥ 0, supp(σ) ⊂ [−2, 2],
∑
n∈Z

σ(n + x) = 1.

Letting σ×(x) = σ(log x) we obtain a related non-negative function of compact
support on R+ satisfying

(8)
∑
n∈Z

σ×(enx) = 1.

In addition to the fixed φ, let {ψ j } j∈Z be smooth functions on R+ satisfying
uniform support and Ck bounds

supp(ψ j ) ⊂ [e−6, e6], ∀ j ∈ Z,∀k ≥ 0, ‖ψ j‖Ck = Ok(1).(9)

Note in particular that φ and ψ j have Mellin transforms φ̃, ψ̃ j that are entire, and
satisfy uniform bounds

(10) ∀A > 0,∀s ∈ C×, |φ̃(s)|, |ψ̃ j (s)| �A |s|−A.
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For positive parameters X,Y , a frequency f ∈ Z and a smooth bounded func-
tion ψ on R+, supported away from 0, define

(11) �X,Y, f (x, y, z|ψ) = φ
(xk − y2

Xz2

)
ψ
(xk − y2

Y 2x2z2

)
e
(

− fy
xz

)
,

with the interpretation that φ andψ vanish at negative argument. This is the typical
function packaging the ‘Archimedean’ data of our analysis. Also set, for M > 0
and F ∈ R,

(12) �M,F (x, y|ψ) = φ(xk − y2)ψ
(
(xk − y2)

M
x2

)
e
(

− Fy
x

)
.

The appropriate ψ will generally be clear from the context, in which case the last
argument is dropped. Note that for fixed x, and forψ j satisfying support condition
(9), �M,F (ψ j ) is supported on xk − y2 	 1 so that

meas({y : �M,F (x, y|ψ j ) �= 0}) � x− k
2 .

Also, �M,F (ψ j ) is supported on x 	 √
M . In particular,

(13) ‖�M,F (ψ j )‖1 � M− k−2
4 .

Lemma 5.2. The Fourier transforms of � and � are related as follows:

(14)

�1,2
X,Y, f (u, v, z) = (z2X)

1
2 + 1

k�1,2
M,F (z

2
k X

1
k u, zX

1
2 v),

M =
X1− 2

k

Y 2z
4
k

, F =
fX

1
2 − 1

k

z
2
k

.

Proof. We have

(15)

�1,2
X,Y, f (u, v, z) =

∫
R2
φ
(xk − y2

Xz2

)
ψ
(xk − y2

Y 2x2z2

)
e
(

− fy
xz

− ux − vy
)
dxdy

= (Xz2)
1
2 + 1

k

∫
R2
φ(xk − y2)ψ

(xk − y2

x2

X1− 2
k

Y 2z
4
k

)

× e
(

− fX
1
2 − 1

k y

xz
2
k

− (Xz2)
1
k ux − (Xz2)

1
2 vy

)
dxdy

= (Xz2)
1
2 + 1

k�1,2
M,F (X

1
k z

2
k u,X

1
2 zv). �

Lemma 5.3. The function �M,F satisfies, for all i1, i2 ≥ 0,

Di1
1 Di2

2 �M,F (x, y)

�i1,i2 (M
k−1
2 + |F |M k

4 −1)i1
(
M

k
4 +

|F |√
M

)i2‖φ‖Ci1+i2‖ψ‖Ci1+i2 ,
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and therefore, for u, v �= 0,

(16)

�1,2
M,F (u, v |ψ j

�i1,i2 M− k−2
4

(M
k−1
2 + |F |M k

4 −1

|u|
)i1(M

k
4 + |F |√

M

|v |
)i2‖φ‖Ci1+i2 ‖ψ‖Ci1+i2 .

In terms of the frequency F, for F �= 0,

(17)
∣∣∣�1,2

M,F (u, 0)
∣∣∣ � M

k
4 + 1

2

|F | ‖�M,0‖1.

Proof. The bounds on the derivatives are straightforward from the observation
x � √

M and y � x
k
2 , and the bound on the Fourier transform is deduced by

integration by parts.

To prove the bound (17), integrate (15) by parts with respect to y (note that
v = 0) and use the bounds x � √

M , y � M
k
4 . �

Lemma 5.4. Let δ > 0 and ψ ∈ C∞(R+) supported in [δ,∞], satisfying, for
all a, j ≥ 0, D j (ψ(x) − 1)xa → 0 as x → ∞. Set

H (z) = �1,2
z−1,0(0, 0|ψ).

For s �= 0 and 2
k s + 1

2 + 1
k �= −n, n ∈ Z≥0,

H̃ (s) =
1
k

�( 1
2)�( 1

2 − 1
k + 2

k s)

�(1 − 1
k + 2

k s)
φ̃
(1
2

+
1
k

+
k − 2

k
s
)
ψ̃(−s).

Proof. For �s > 0,

H̃ (s) = 2
∫ ∞

0

∫ ∞

0

∫ ∞

0
φ(xk − y2)ψ

(xk − y2

x2z

)
xyzs dz

z
dy
y

dx
x

=
∫ ∞

0

∫ 1

0

∫ ∞

0
φ(xk(1 − y))ψ(xk−2(1 − y)z)x1+ k

2 y− 1
2 z−s dz

z
dy

dx
x

=
1
k

∫ ∞

0
φ(x)x

1
2 + 1

k + k−2
k s dx

x

∫ 1

0
(1 − y)

2s
k − 1

2 − 1
k y− 1

2 dy
∫ ∞

0
ψ(z)z−s dz

z

=
1
k

�( 1
2)�( 1

2 − 1
k + 2

k s)

�(1 − 1
k + 2

k s)
φ̃
(1

2
+

1
k

+
k − 2

k
s
)
ψ̃(−s).

The conditions on ψ guarantee that ψ̃ extends to a meromorphic function, with a
single simple pole of residue −1 at s = 0. The formula thus holds for s not equal
to a pole of the right-hand side, by analytic continuation. �
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6 Proof of Theorems

The initial steps in the proofs of Theorems 3.1 and 3.2 are made together, and then
the argument splits depending on k = 3 or k > 3, and f = 0 or f �= 0 when it is
necessary to choose parameters.

The sums which appear in Theorems 3.1 and 3.2 may be written

(18)
∑

d≡2 mod 4
square-free

φ
( d

X

) ∑
a∈Pk(−4d)

a=[a,b+
√−d ]

e
( fb

a

)
ψ
(√d

Ta

)
.

To introduce the parameterization, let Hk(−D)∗ denote those classes in the class
group whose kth power is principal, and write

(19) SX,Y, f =
∑

d≡2 mod 4
square-free

φ
( d

X

) ∑
(1)�=a primitive,

[a]k =[(1)]∈H (−4d)
a=[a,b+

√−d ]

e
( fb

a

)
ψ
(√d

Ta

)
.

This sum counts ideals from classes that are order dividing k, but those of order
less than k do not appear due to the conditions which are imposed upon T and the
support of ψ.

In the case that ψ ≡ 1 near ∞ it is convenient to localize further, so as to
consider Heegner points having imaginary part in dyadic intervals. Let σ× be the
smooth multiplicative partition of the unity function of the previous section (see
(7)), so that

∑
j∈Z σ×(e jx) = 1. Define, for j ∈ Z, and real x

Y j = e j , ψ j (x) =

⎧⎨
⎩
ψ(Y j x

1
2

T )σ×(x
1
2 ), x > 0,

0, x ≤ 0.

If j < log T − 12 the support condition gives ψ j ≡ 0. We may now write

(20)

SX,Y, f =
∑

j

∑
d≡2 mod 4
square-free

φ
( d

X

) ∑
(1)�=a primitive,

[a]k =[(1)]∈H (−4d)
a=[a,b+

√−d ]

e
( fb

a

)
ψ j

( d

Y 2
j a

2

)

=
∑

logT−12≤ j�logX

S j .

6.1 Global parameterization. We now appeal to the global parameteri-
zation in Proposition 4.1. Recall the definition from (11),

�X,Y, f (x, y, z|ψ) = φ
(xk − y2

Xz2

)
ψ
(xk − y2

Y 2x2z2

)
e
(

− fy
xz

)
.
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Solving d = �mk−�2n2

t2 , and observing the property of fractions

nt−1

m
≡ −nm−1

t
+

n
mt

mod 1,

where tt−1 ≡ 1 mod m and mm−1 ≡ 1 mod t, write

(21) S j =
∑

�,m,t∈Z+,n∈Z
C1

e
( fnm−1

t

)
�X,Y j , f (�m, �

k+1
2 n, �

k−1
2 t|ψ j )

∑
s2| �mk−�2n2

t2

μ(s).

In this expression, C1 indicates the local conditions

C1 = {� �-free, (�mn, t) = (2�,m) = 1, �mk − �2n2 ≡ 2t2 mod 4t2}.
Note that the condition (2�,m) = 1 may be imposed since it is implied by
d ≡ 2 mod 4 and d square-free.

The support of ψ j and φ imposes the following restrictions on the summations
variables:

(22) �m �
√

X
Y
, �

k−1
2 t � X

k−2
4 Y− k

2 .

Splitting the sum over s at parameter Z write S j = M j + E j as a main term plus
an error term. Observe that (s, �) = 1 holds, since � and m are required to be
co-prime. In the main term, pass the summation over s to the front, keeping the
restriction (s, �) = 1, then perform Möbius inversion with variable s1, necessarily
co-prime to s, to eliminate the co-primality condition between � and m. Write
s1� := �, s1m := m. Thus4

(23)

M j =
∑

s<Z,s1

μ(ss1)
∑

�,m,t∈Z+,n∈Z
C2

e
( fns−1

1 m−1

t

)
�(s2

1�m, (s1�)
k+1
2 n, (s1�)

k−1
2 t|ψ j );

C2 =

⎧⎪⎪⎨
⎪⎪⎩
� square-free,

(s1�mn, t) = (�, ss1) = 1,

sk+1
1 �mk − s2

1�
2n2 ≡ 2s2t2 mod 4s2t2

and

E j =
∑

�,m,t∈Z+,n∈Z
C1

e
( fnm−1

t

)
�(�m, �

k+1
2 n, �

k−1
2 t|ψ j )

∑
s2| �mk−�2n2

t2

s≥Z

μ(s).

The next section is concerned with proving the following evaluation of the main
term.

4The subscripts X,Yj , f are suppressed.
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Proposition 6.1. Let k ≥ 3, be odd, and let ck be the constant of Theorem

2.4. In the case f = 0, in the range Z � T
k
4 X

1
2 − k

8 −ε, M =
∑

M j satisfies

M =
6
π3 φ̃(1)ψ̃(−1)

X
T

+ ψ(∞)φ̃
(1

2
+

1
k

)
ckX

1
2 + 1

k

+ O(X
1
2 + 1

(2k−2) +ε) + O(X1+εT −1Z−1) + O(X
k
4 +εT − k

2 ).

When f �= 0, for Z � | f |− 1
2 X

−k
8 + 1

2 −εT k
4 − 1

2 ,

M f = O(X
k
4 +εT − k

2 ) + O(X
1
2 + 1

k +ε) + δk =3O(X
7
8 +εT − 1

4 ).

In the final section, Section 7, the sieving error term is estimated.

Proposition 6.2. We have

E =
∑

j

E j � X1+ε

TZ
+

X
k
4 +ε

T
k
2

.

One easily obtains by Mellin inversion

(24)
∑

d≡2 mod 4
d �-free

φ
( d

X

)
=

2
π2
φ̃(1)X + O(X

1
2 ).

The deductions, Theorems 3.1 and 3.2, are as follows.

Proof of Theorem 3.1. Recall that this treats the case k = 3.
When f = 0, choose Z = T

3
4 X

1
8 −ε to obtain the asymptotic of the Theorem

with error term bounded by

O
(X

7
8 +ε

T
7
4

)
+ O(X

3
4 +ε).

When f �= 0, choose Z = | f |− 1
2 T

1
4 X

1
8 −ε to obtain the bound

O
(
| f | 1

2
X

7
8

T
5
4

)
+ O(X

5
6 +ε)

as required. �

Proof of Theorem 3.2. When f = 0, choose Z = T
k
4 X

1
2 − k

8 −ε to obtain the

asymptotic of the Theorem with error terms of size O(X
k
4 +ε

T
k
2

) + O(X
1
2 + 1

2k−2 +ε).

When f �= 0, choose Z = | f |− 1
2 T

k
4 − 1

2 X
−k
8 + 1

2 −ε to obtain a bound of

O
(X

k
4 +ε

T
k
2

)
+ O

( | f | 1
2 X

k
8 + 1

2 +ε

T
k
4 + 1

2

)
+ O(X

1
2 + 1

k +ε). �
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6.2 Evaluation of the main term. Control the local conditions in M j

by setting s2 = (s, t) and s3 = GCD(s,m, n). Then replace s2t := t, s3m := m,
s3n := n. Thus5

M j =
∑

s<Z,s1
s=s2s3s4

odd

μ(ss1)

× ∑∑
(�,t)∈(Z+)2,(m,n)∈Z2

C3

e
( fns−1

1 m−1

s2t

)
�(s2

1s3�m, (s1�)
k+1
2 s3n, (s1�)

k−1
2 s2t);

C3 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

� square-free,

(t, s1s3s4) = (�, ss1t) = 1,

m odd,

(mn, s2s4t) = 1

�sk+1
1 sk

3m
k − �2s2

1s
2
3n

2 ≡ 2s4
2s

2
4t

2 mod 4s4
2s

2
4t

2.

Set M j = M j,e + M j,o according as � is even or odd. When � is even the condition
at 2 is guaranteed so that on replacing � by �

2 ,

M j,e =
∑

s<Z,s1
s=s2s3s4

odd

μ(ss1)

× ∑∑
(�,t)∈(Z+)2,(m,n)∈Z2

C4,e

e
( fs−1

1 nm−1

s2t

)
�(2s2

1s3�m, (2s1�)
k+1
2 s3n, (2s1�)

k−1
2 s2t)

C4,e =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

� square-free,

(�, 2s1st) = (t, 2s1s3s4) = 1,

m odd,

(mn, s2s4t) = 1,

(2s2
1s3�m)k ≡ ((2s1�)

k+1
2 s3n)2 mod s4

2s
2
4t

2.

Setting apart the sum over m and n, write

M j,e =
∑

s=s2s3s4<Z,s1
odd

μ(ss1)
∑

(�,t)∈(Z+)2

� �-free
(�,2s1st)=(t,2s1s3s4)=1

M j,e,s,�,t.

5In this section the indices X,Y, f are suppressed.
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When � is odd,

M j,o =
∑

s<Z,s1
s=s1s2s3s4

odd

μ(ss1)

× ∑∑
(�,t)∈(Z+)2,(m,n)∈Z2

C4,o

e
( fs−1

1 nm−1

s2t

)
�(s2

1s3�m, (s1�)
k+1
2 s3n, (s1�)

k−1
2 s2t);

C4,o =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

� square-free,

(t, s1s3s4) = (�, 2s1st) = 1,

m odd,

(mn, s2s4t) = 1,

(s2
1s3�m)k − ((s1�)

k+1
2 s3n)2 ≡ 2s4

2s
2
4t

2 mod 4s4
2s

2
4t

2.

As above, write

M j,o =
∑

s=s2s3s4<Z,s1
odd

μ(ss1)
∑

(�,t)∈(Z+)2

� �-free, odd
(�,s1st)=(t,s1s3s4)=1

M j,o,s,�,t.

We show the analysis in the even case. The odd case may be handled similarly.

6.3 Local parameterization. By Proposition 4.2 the sum over (m, n)
in M j,e is parametrized by setting

2s2
1s3�m = (2s1s3�w)2 + (2a + 1) · 2s2

1s3� · N,

(2s1�)
k+1
2 s3n = (2s1s3�w)k + (2a + 1) · k

2
(2s1s3�w)k−2(2s2

1s3�) · N

+ b · (2s1�)
k+1
2 s3 · N 2,

where

(25) a, b ∈ Z, w ∈ (Z/NZ)×, N = s2
2s4t.

Thus6

M ′ =
1

s2
2s4t

∑
0≤w<s4

2s
2
4t

2

(w,s2s4t)=1

∑
a,b∈Z

e
( f̃wk−2

s2t

)
�(A + Ba,C + Da + Eb, z),

6In this section we abbreviate M ′ = M j,e,s,�,t .
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where

A = (2�s1s3w)2 + 2�s2
1s3 · s2

2s4t,

B = 4�s2
1s3 · s2

2s4t,

C = (2�s1s3w)k + k · s2
1s3�(2s1s3�w)k−2 · s2

2s4t,

D = 2k · s2
1s3�(2s1s3�w)k−2 · s2

2s4t,

E = (2s1�)
k+1
2 s3 · s4

2s
2
4t

2,

f̃ = f · 2
k−3
2 s

k−3
2

1 sk−2
3 �

k−3
2 ,

z = (2s1�)
k−1
2 s2t.

Lemma 6.3. Keep the definitions of A − E, f̃ , z above, and set

(26) M =
X1− 2

k

Y 2
j (2s1�)2− 2

k (s2t)
4
k

, F =
fX

1
2 − 1

k

(2s1�)1− 1
k (s2t)

2
k

.

Define

U0 =
sX

k−3
2

Yk−1
j (s1�)k−3s2t

, ∀ f �= 0, Uf =
| f |sX k

4 −1

Y
k
2 −2
j (s1�)

k
4 −1

.

Subject to the constraint on Z

Z ≤
⎧⎨
⎩

X
1
2 − k

8 −εT k
4 , f = 0,

| f |− 1
2 X

1
2 − k

8 −εT k
4 − 1

2 , f �= 0,

for any N > 0,

M ′ = ON (X−N ) +� f + Ef ,

� f =
(z2X)

1
2 + 1

k

BE
Sk−2(0, f̃ s2s4t; s

2
2s4t)�M,F (0, 0),

Ef =
(z2X)

1
2 + 1

k

BE

∑
0�=|u|≤Uf Xε

(−1)uSk−2(�s3u, f̃ s2s4; s
2
2s4t)�

1,2
M,F

( (z2X)
1
k u

B
, 0

)
.

Proof. Applying Poisson summation in the a and b variables, and evaluating
the Fourier transform by applying Lemma 5.1,

M ′ =
1

BE
1

s2
2s4t

∑
0≤w<s4

2s
2
4t

2

(w,s2s4t)=1

∑
u,v∈Z

e
( f̃wk−2

s2t
+

Au
B

+
(BC − AD

BE

)
v
)

×�1,2
( u

B
− Dv

BE
,
v

E
, z
)
.
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Applying Lemma 5.3,

(27)

M ′ =
(z2X)

1
2 + 1

k

BEs2
2s4t

∑
0≤w<s4

2s
2
4t

2

(w,s2s4t)=1

∑
u,v∈Z

e
( f̃wk−2

s2t
+

Au
B

+
(BC − AD

BE

)
v
)

×�1,2
M,F

( (z2X)
1
k

B

(
u − Dv

E

)
,
zX

1
2 v

E

)
.

Decay of the Fourier transform is nowused to truncate the ranges of summation.
By rapid decay of�1,2

M,F in the first and second slots ((16) of Lemma 5.3), the sums
over u, v and w above are bounded in length by polynomials in X , with negligible
error.

We first argue that we may discard all terms with v �= 0 with negligible error.
By decay in the second slot, those terms satisfying

[
M

k
4 +

|F |√
M

](s1s3
2s3s2

4�t

X
1
2

)
< X−ε, ε > 0

are bounded, for all N > 0, by ON (X−N ). Suppose first that f = 0 so that F = 0.
Then, using (22),

s
k+1
2

1 s2�
k−1
2 t � X

k−2
4 Y− k

2 , M =
X1− 2

k

Y 2
j (2s1�)2− 2

k (s2t)
4
k

,

we have

M
k
4
s1s3

2s3s2
4�t

X
1
2

� X
k
4 −1s2

2s3s2
4

Y
k
2
j

� X
k
4 −1T − k

2 Z2

and so the condition Z � X
1
2 − k

8 −εT k
4 suffices.

When f �= 0, one must consider, in addition,

|F |√
M

s1s3
2s3s2

4�t

X
1
2

= | f |s1s
3
2s3s

2
4�tX

−1
2 Yj � | f |s2

2s3s
2
4X

k
4 −1Y

− k
2 +1

j ,

where in the last inequality we again use (22). Therefore, for f �= 0 the condition
Z � | f |− 1

2 X
1
2 − k

8 −εT k
4 − 1

2 suffices.
Thus in the given ranges for Z we may assume that v = 0 and now truncate the

sum over u. This is negligible beyond the range

|u| � Xε[M
k−1
2 + |F |M k

4 −1]
s
1+ 1

k
1 s

2− 2
k

2 s3s4�
1
k t1− 2

k

X
1
k

.

When f = 0, this gives the restriction

(28) |u| ≤ U0X
ε.
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When f �= 0 the second term dominates, and we have the restriction

(29) |u| ≤ Uf X
ε.

With v = 0, the inner sum over w in (27) becomes the complete sum

(−1)us2
2s4t · Sk−2(�s3u, f̃ s2s4; s

2
2s4t),

completing the evaluation. �

6.3.1 Evaluation of the diagonal �0. When f = 0, �0 is a diagonal
main term contribution. Write �0, j,e to indicate �0 for the even terms attached to
M j . Since Sk−2(0, 0; s2

2s4t) = ϕ(s2
2s4t) we have

�0, j,e =
∑

s=s2s3s4<Z,s1
odd

μ(ss1)
∑

(�,t)∈(Z+)2

� �-free
(�,2st)=(t,2s1s3s4)=1

X
1
2 + 1

k ϕ(s2
2s4t)�

1,2
Mj ,0(0, 0)

22+ 1
k s

2+ 1
k

1 s
5− 2

k
2 s2

3s
3
4�

1+ 1
k t2− 2

k

where

Mj =
X1− 2

k

Y 2
j (2s1�)2− 2

k (s2t)
4
k

.

As a first step we remove the restriction s < Z . It follows from (13) that

�1,1
Mj ,0(0, 0) � XεM

− k−2
4

j . Substituting this bound, the sum over s ≥ Z is bounded

by (use Y � X
1
2 − 1

k in bounding the sum over s1�)

∑
s=s2s3s4≥Z

∑
(s1�)

k−1
2 s2t

�X
k−2
4 Y

−k
2

j

X
3
2 − k

4 +εY
k−2
2

j

s
7
2 − k

2
1 s2

2s
2
3s

2
4�

5
2 − k

2

� X1+εY−1
j Z−1.

Next remove the partition of unity. Recall that Yj = e j , and thatψ j is supported
on x > 0, defined there by

ψ j (x) = ψ
(Yjx

1
2

T

)
σ×(x

1
2 ).

Put ψ 1
2
(x) = ψ( x

1
2

T ) for x > 0, ψ 1
2
(x) = 0 for x ≤ 0.

Lemma 6.4. For arbitrary M > 0 we have the equality

∑
j

�1,2
M
Y2

j
,0
(0, 0|ψ j ) = �1,2

M,0(0, 0|ψ 1
2
).
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Proof. The left hand side is∫
R2
φ(xk − y2)

[∑
j

ψ j

(
(xk − y2)

M

Y 2
j x

2

)]
dxdy = �1,2

M,0(0, 0|ψ 1
2
). �

Applying the lemma,

�0,e =
∑

j

�0, j,e = O(X1+εT −1Z−1)

+ X
1
2 + 1

k

∑
s=s1s2s3s4

μ(s)
∑

(�,t)∈(Z+)2

��-free
(�,2st)=(t,2s1s3s4)=1

ϕ(s2
2s4t)�

1,2
∗,0(0, 0

∣∣ψ 1
2
)

22+ 1
k s

2+ 1
k

1 s
5− 2

k
2 s2

3s
3
4�

1+ 1
k t2− 2

k

where ∗ stands in for X1− 2
k

(2s1�)
2− 2

k (s2t)
4
k
.

Dropping the error, we now evaluate the main term by Mellin inversion, using
the formula of Lemma 5.4 for the Mellin transform of�1,2

z−1,0(0, 0). This yields the
main term as the integral

�
(

1
2

)
k

X
1
2 + 1

k

22+ 1
k

∮
(2)

�( 1
2 − 1

k + 2α
k )

�(1 − 1
k + 2α

k )
φ̃
(1

2
+

1
k

+
k − 2

k
α
)
ψ̃ 1

2
(−α)X

(1− 2
k )α

2(2− 2
k )α

F (α)dα,

where ψ̃ 1
2
(α) = 2T 2αψ̃(2α) and

F (α) =
∑

s1s2s3s4 =s
odd

μ(s)

s
2+ 1

k +(2− 2
k )α

1 s
5− 2

k + 4α
k

2 s2
3s

3
4

∑
(�,t)∈(Z+)2

� �-free
(�,2st)=

(t,2s1s3s4)=1

ϕ(s2
2s4t)

�1+ 1
k +(2− 2

k )αt2− 2
k + 4α

k

= ζ
(
1 − 2

k
+

4α
k

)
G(α),

where

G(α) =
(
1 − 1

21− 2
k + 4α

k

) ∏
p odd

[
1 − 2

p2
+

1
p3

+
1

p1+ 1
k +(2− 2

k )α
− 1

p2− 1
k +(2+ 2

k )α
− 1

p2− 2
k + 4α

k

+
1

p3− 2
k + 4α

k

− 1

p2+ 1
k +(2− 2

k )α
+

1

p3− 1
k +(2+ 2

k )α

]
;

G is holomorphic in �(α) > −1
2k−2 . Shifting the contour to �(α) = −1

2k−2 + ε, we
pass a pole at 1

2 , and, depending on ψ, possibly a second pole at α = 0. We have
G( 1

2 ) = 32
π4 and

G(0) =
8
π2

(
1 − 1

21− 2
k

) ∏
p odd

[
1 +

1
p + 1

( 1

p
1
k

− 1

p1− 2
k

− 1

p1− 1
k

− 1
p

)]
.
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Thus

�0,e =O
(
X

1
2 + 1

(2k−2) +ε
)

+ O(X1+εT −1Z−1) +
2
π3 φ̃(1)ψ̃(−1)

X
T

+ ψ(∞)φ̃
(1

2
+

1
k

) 1

kπ
3
2

�( 1
2 − 1

k )

�(1 − 1
k )

X
1
2 + 1

k

(
21− 1

k − 2
1
k

)

× ∏
p odd

[
1 +

1
p + 1

( 1

p
1
k

− 1

p1− 2
k

− 1

p1− 1
k

− 1
p

)]
.

The analysis of �0,o is entirely analogous. It yields

�0,o =O(X
1
2 + 1

(2k−2) +ε) + O(X1+εT −1Z−1) +
4
π3 φ̃(1)ψ̃(−1)

X
T

+ ψ(∞)φ̃
(1

2
+

1
k

) 1

kπ
3
2

�( 1
2 − 1

k )

�(1 − 1
k )

X
1
2 + 1

k

× ∏
p odd

[
1 +

1
p + 1

( 1

p
1
k

− 1

p1− 2
k

− 1

p1− 1
k

− 1
p

)]
.

Combining these two expressions together yeilds the main term of Proposition 6.1.

6.3.2 Bound for the off-diagonal f = 0, u �= 0. Write E0, j,e,s,�,t for the
even terms associated to E0 coming from M j . It follows from Lemma 4.4 that

|Sk−2(�s3u, 0; s2
2s4t)| � (u, s2

2s4t)
1
2 (s2

2s4t)
1
2 +ε.

Actually we could quite easily extract the sign and get much more cancellation,
but anyway, this is not the limiting error term.

In view of the restriction u � U0Xε (see (28)) we obtain

E0, j,e,s,�,t � X
1
2 + 1

k ‖�M,0(ψ j )‖1

s
2+ 1

k
1 s

4− 2
k

2 s2
3s

5
2
4 �

1+ 1
k t

3
2 − 2

k

∑
0<|u|�U0Xε

(u, s2
2s4t)

1
2

� X
1
2 + 1

k ‖�M,0(ψ j )‖1

s
2+ 1

k
1 s

4− 2
k

2 s2
3s

5
2
4 �

1+ 1
k t

3
2 − 2

k

∑
d |s2

2s4t

d
1
2

∑
0<|u|� U0Xε

d

1.

For the L1 norm ‖�M,0(ψ j )‖1 recall (13), namely

‖�M,0(ψ j )‖1 � XεM− k−2
4 .

Substituting this bound and the bound U0 � sX
k−3
2

Yk−1
j (s1�)k−3s2t

in (28), we obtain

E0, j,e,s,�,t � X
k
4 +ε

T
k
2 s

k
2 − 1

2
1 s3

2s
2
3s

5
2
4 �

1+ 1
k t

3
2
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and thus

E0, j,e =
∑
s,�,t

E0, j,e,s,�,t � X
k
4 +ε

T
k
2

.

Since there are O(logX) components ψ j in the partition of unity, we deduce that
the total contribution of terms E0, j,e to M is O(X

k
4 +εT − k

2 ), with an analogous con-
tribution from the odd component. Combined with the evaluation of the diagonal
in the previous section, this proves Proposition 6.1 in the case f = 0.

6.3.3 Bound for � f , f �= 0. Following our convention, write � f, j,e to
indicate the even term from M j . Bound

|Sk−2(0, f̃ s2s4; s
2
2s4t)| � (s2

2s4)( f, t)
1
2 t

1
2 +ε

to obtain

� f, j,e,s,�,t � X
1
2 + 1

k +ε

s
2+ 1

k
1 s

2− 2
k

2 s2
3s

3
2
4 �

1+ 1
k t

3
2 − 2

k −ε
( f, t)

1
2 |�1,2

M,F (0, 0)|.

Bound
|�1,2

M,F (0, 0)| ≤ ‖�M,0‖1 � XεM− k−2
4

to obtain

� f, j,e � X
3
2 − k

4 +εY
k
2 −1
j

∑
s=s1s2s3s4

∑
(s1�)

k−1
2 s2t

�X
k−2
4 +εY

− k
2

j

s
k
2 − 7

2
1 �

k
2 − 5

2 ( f, t)
1
2

s2t
1
2

� X
3
2 − k

4 Y
k
2 −1
j (X

k−2
4 Y

− k
2

j )max( 1
2 ,

k−3
k−1 ).

For k = 3 this gives a bound of

� f � X
7
8 +εT − 1

4 .

For k ≥ 5 this gives a bound of

� f � X
1
2 + 1

2(k−1) +εY
1

k−1
j � X

1
2 + 1

k +ε.

6.3.4 Bound for Ef , f �= 0. When u �= 0, bound

|Sk−2(�s3u, f̃ s2s4; s
2
2s4t)| � (u, s2

2s4t)
1
2 (s2

2s4t)
1
2 +ε

and apply the bound (17) of Lemma 5.3 to bound �1,2
M,F by

|�1,2
M,F (·, 0)| � M

k
4 + 1

2

|F | ‖�M,0(ψ j )‖1.
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In view of the bound for the L1 norm (13), we have

|�1,2
M,F (·, 0)| � Xε M

|F | � X
1
2 − 1

k +ε

| f |(s1�)1− 1
k (s2t)

2
k T 2

.

This yields

Ef, j,e,s,�,t � X1+ε

| f |T 2s3
1s

4
2s

2
3s

5
2
4 �

2t
3
2

∑
d |s2

2s4t

d
1
2

∑
u� 1

d
| f |sX

k
4 −1+ε

T
k
2 −2

1 � X
k
4 +ε

T
k
2 s2

1s
3
2s3s

3
2
4 �

2t
3
2

,

so that, summing over s, �, t, the contribution of these terms to Ef, j,e is bounded

by X
k
4 +ε

T
k
2

.
Combined with the estimate for � f above and corresponding estimates in the

odd case, we obtain Proposition 6.1 in the case f �= 0.

7 The sieving error term

The goal of this section is to prove the bound for the sieving error term claimed
in Proposition 6.2. The crucial ingredient in the sieve is the following lemma,
which associates to non-square-free d = d1q2 and parameterization equation
�mk = �2n2 + t2d , a genuine primitive ideal in the ring of integers of Q(

√−d1),
and of class lying in a prescribed coset of the k-part of the class group H (−4d1),
with the number of such cosets appearing bounded by a divisor function of q.

Given q ≥ 1, indicate by

sq(pe1
1 · · · per

r ) = p
� e1

2 �
1 · · · p� er

2 �
r , kr(pe1

1 · · · per
r ) = p

� e1
k �

1 · · · p� er
k �

r

the largest number whose square divides q, resp. the least kth power divisible by q.

Lemma 7.1. Let (�,m, n, t, q, d ) ∈ (Z+)6 satisfy �mk − �2n2 = t2q2d with

q2d ≡ 2 mod 4, d square-free, (�mn, t) = (�,m) = 1 and � square-free. Set

q1 = sq(gcd(mk, n2)), q2 =
q
q1
.

Further, set also

q10 = kr(q2
1).

Then define

m′ =
m
q10
, n′ =

n
q1
, q′ =

qk
10

q2
1

.

The congruence conditions (m′, �n′) = (m′n′q′, q2) = (�, q) = 1 hold. Also, the

ideal (q′) factors in Q(
√−d ) as (q′) = qq. Moreover, there is a primitive ideal a of

Q(
√−d ) of norm �m′ and solving qak = �

k−1
2 (�n′ + tq2

√−d ).
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Proof. Dividing both sides by q2
1, the equation �mk − �2n2 = t2q2d may be

rewritten as

(30) �m′kq′ − �2n′2 = t2q2
2d.

The condition (�, q) = 1 follows from (�,m) = 1 and � square-free. Notice
(m′kq′, n′2) is square-free, and therefore (m′, n′) = 1 and also (q′, n′) is square-free.
Then (m′, �n′) = 1 implies (m′, q2) = 1 and (q′, �) = 1 implies (q′, q2) = 1 since a
common factor would divide n′, but any prime factor of (q′, n′) divides �m′kq′ only
once. It thus follows that (n′, q2) = 1, so we have proven all of the congruence
conditions.

Equation (30) gives a factorization of ideals

(�m′kq′) = (�n′ + tq2

√−d )(�n′ − tq2

√−d )

in Q(
√−d ). Notice that p|� ⇒ p‖t2q2

2d so p|d , and therefore (�) = h2 for some h

dividing the different d. We claim that p|q′ implies p is ramified or split inQ(
√−d ).

Indeed, if p is inert then

(p)|((�n′ + tq2

√−d ), (�n′ − tq2

√−d )) ⇒ p|n′

since p � 2�. But then (p)2|m′kq′, which contradicts (m′kq′, n′2) square-free. Since
all primes dividing (q′) are ramified or split, we obtain the factorization (q′) = qq

with q|(�n′ + tq2

√−d ).
Set b = (�n′ + tq2

√−d )h−1q−1 so that bb = (m′)k. Note that

(b, b)|(2�n′,m′) = (1)

and, therefore, b is primitive, and co-prime to d. Therefore there exists primitive
ideal c satisfying ck = b, and furthermore, a = hc remains primitive. Clearly
N (a) = �m′ and qak = �

k−1
2 (�n′ + tq2

√−d ) as wanted. �
Before turning to the sieve upper bound, we recordbounds regarding the average

number of k-torsion elements in the class group.

Proposition 7.2. We have the bounds

∑
X
2 <d<X

d≡2 mod 4
�-free

∑
[(1)]�=[a]∈H (−4d)

[a]k =[(1)]

1 �

⎧⎪⎪⎨
⎪⎪⎩

X, k = 3,

X
5
4 , k = 5,

X
3
2 , k ≥ 7.
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Proof. For k = 3 this follows from the Davenport–Heilbronn theorem. For
k = 5 this follows from the method of Soundararajan [13]. When k ≥ 7 this is the
result of bounding the number of k-torsion elements by the size of the full class
group. �

We now prove our basic estimate for the sieve.

Proposition 7.3. Let φ and ψ be non-negative smooth functions having com-

pact support on R+. Let 1 ≤ T � X
1
2 − 1

k . We have the bound

∑
q>Z

∑
q2d≡2 mod 4

d �-free

∑
(�,m,n,t)∈(Z+)4
(�mn,t)=(�,t)=1
�mk−�2n2 =t2q2d

� �-free

φ
(q2d

X

)
ψ
( q2d

T 2�2m2

)
� X1+ε

TZ
+

X
k
4 +ε

T
k
2

.

Proof. Keep the meaning of qi j etc. from Lemma 7.1, in particular q = q1q2

and q′q2
1 = qk

10. The sum in question is

∑
q=q1q2>Z

q odd
q′q2

1 =qk
10

∑
d≡2 mod 4

�-free

∑
(�,m′,n′,t)∈(Z+)4

C5

φ
(q2d

X

)
ψ
( q2d

T 2�2m′2q2
10

)
;

C5 =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

� square-free,

m′ odd,

(�m′n′q′, tq2) = (�,m′q) = (m′, n′) = 1,

�m′kq′ − �2n′2 = t2q2
2.d

Case 1.
√

d 
 �m′ 	
√

X
Tq10

.

In the first case, set t′ = tq2 to obtain, for a suitable non-negativeψ0 ∈ C∞
c (R+),

� Xε
∑

q=q1q2
q odd

q′q2
1 =qk

10

∑
(�,m′,n′,t′)∈(Z+)4,q2|t′

C6

ψ0

( √
X

T�m′q10

)
;

C6 =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(�m′n′q′, t′) = (m′, �n′) = 1,

�m′kq′ − �2n′2 = t′2d,

d ≡ 2 mod 4, square-free,
X

T 2q2
10

� d < min( X
Z2 ,

X
q2 ).
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Controlling the size of d with a partition of unity, the inner sum is bounded by (we
write t for t′)

(31)

∑
max(1, X

T2q2
10

)

<ea<min( X
Z2 ,

X
q2 )

∑
(�q′,t)=1
� �-free

(�t)2� q′X
k
2

eaTkqk
10

∑
(m′,2�t)=1
m′	

√
X

Tq10�

m′

(

t2ea

�q′

) 1
k

ψ0

( √
X

T�m′q10

)

× ∑
(n′,m′t)=1
�m′kq′−�2n′2

≡2t2 mod 4t2

σ×
(�m′kq′ − �2n′2

t2ea

)
.

Splitting the sum over n′ into blocks of length t2, this sum is

� Xε
(
O(1) +

1
t2

t2ea

�
3
2 m′ k

2 q′ 1
2

)
� Xε

(
O(1) +

ea

�
3
2 m′ k

2 q′ 1
2

)
.

Bounding the sums over m′ and �t by their length (recall that q2|t), the O(1) term
contributes

� X
k
4 + 1

2 +ε

T
k
2 +1

∑
Z<q=q1q2�X

1
2

q′q2
1 =qk

10

q′ 1
2

q
k+2
2

10 q2

∑
max(1, X

T2q2
10

)<ea

1

e
a
2

� X
k
4 +ε

T
k
2

.

The second term contributes

� Xε
∑

Z<q1q2<X
1
2

q′q2
1 =qk

10

1

q′ 1
2

∑
ea< X

Z2

ea
∑

(�t)2� q′X
k
2

eaTkqk
10

q2|t

1

�
3
2

∑

m′

(

t2ea

�q′

) 1
k

1

m′ k
2

� Xε
∑

Z<q1q2<X
1
2

q′q2
1 =qk

10

1

q′ 1
k

∑
ea< X

Z2

e( 1
2 + 1

k )a
∑

(�t)2� q′X
k
2

eaTkqk
10

q2|t

1

�1+ 1
k t1− 2

k

� X
1
2 +ε

T

∑
q<X

1
2

1
q

∑
ea< X

Z2

e
a
2 � X1+ε

TZ
.

Case 2.
√

d � �m′ 	
√

X
Tq10

.

Recall from Lemma 4.3 that the number of ideals of Q(
√−d ) of a fixed class,

and with norm bounded by Y
√

d , is � (1 + Y ). Using this, we find that the second
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case gives

Xε
∑

q=q1q2>Z
q′q2

1 =qk
10

∑
d≡2 mod 4

�-free
d	 X

q2

∑
(q′)=qq

in Q(
√−d)

∑
a primitive in Q(

√−d)
[qak]=[(1)],Na
√

d

ψ0

( √
X

Tq10Na

)
.

The support of ψ0 imposes q10 �
√

X
T . Also, knowing the ideal a we recover q2t,

and hence q2 up to a divisor function. Putting these together, we obtain

� X
1
2 +ε

T

∑
q10�

√
X

T

1
q10

∑
d≡2 mod 4,�-free
d<min( X

Z2 ,
X

T2q2
10

)

1√
d

∑
[a]∈H (−4d)
[a]k =[(1)]

1.

Substituting the bounds for the average number of k-torsion elements (Proposition

7.2) we obtain a bound of � X1+ε

TZ for k = 3, � X
5
4 +ε

T
5
2

for k = 5, � X
3
2 +ε

T 3 for k ≥ 7.
This completes the proof. �

Proof of Proposition 6.2. We bound E j by

E j ≤ ∑
�,m,t∈Z+,n∈Z

(�mn,t)=(�,m)=1
��-free

�mk−�2n2≡2t2 mod 4t2

�
(
�m, �

k+1
2 n, �

k−1
2 t

∣∣∣ψ j

) ∑
s2| �mk −�2n2

t2
,s>Z

1

� Xε
∑
q>Z

∑
q2d≡2 mod 4

d �-free

∑
(�,m,n,t)∈(Z+)4

(�mn,t)=1,� �-free
�mk−�2n2 =t2q2d

φ
(q2d

X

)
ψ j

(�mk − �2n2

Y 2
j �

2m2t2

)
,

which reduces to the sum estimated in Proposition 7.3. �
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