
Mechanical Systems and Signal Processing 123 (2019) 117–130
Contents lists available at ScienceDirect

Mechanical Systems and Signal Processing

journal homepage: www.elsevier .com/locate /ymssp
Tunable and reconfigurable mechanical transmission-line
metamaterials via direct active feedback controlq
https://doi.org/10.1016/j.ymssp.2019.01.001
0888-3270/� 2019 Elsevier Ltd. All rights reserved.

q This paper was not presented at any IFAC meeting.
⇑ Corresponding author.

E-mail addresses: lbeilkin@mit.edu (L. Sirota), fsemperl@purdue.edu (F. Semperlotti), aanna@mit.edu (A.M. Annaswamy).
Lea Sirota a,⇑, Fabio Semperlotti b, Anuradha M. Annaswamy a

aDepartment of Mechanical Engineering, MIT, Cambridge, MA 02139, USA
bRay W. Herrick Laboratories, School of Mechanical Engineering, Purdue University, West Lafayette, IN 47907, USA
a r t i c l e i n f o

Article history:
Received 9 September 2018
Received in revised form 31 December 2018
Accepted 2 January 2019
Available online 11 January 2019

Keywords:
Wave propagation
Wave suppression
Active mechanical metamaterials
a b s t r a c t

We consider the problem of using active feedback control to create tunable and reconfig-
urable mechanical metamaterials capable of supporting unconventional wave propagation
mechanisms. The nominal system chosen for this analysis is a one-dimensional homoge-
neous bar having periodically distributed force actuators and subject to longitudinal waves.
We note that this system does not make use of local inclusions, instead the actuators are
attached directly to the beam and achieve metamaterial properties by means of periodi-
cally applied forces. We design control algorithms in order to achieve desired constitutive
parameters for the metamaterial in closed loop. In particular, the control system is
designed to generate either zero or negative values of the effective properties (i.e. stiffness
and mass) to obtain a metamaterial with different dynamic behaviors. Four different
regimes of effective properties are considered in this study: single negative or zero, double
negative, double zero, double positive. The constitutive parameters achievable via the
direct control approach are therefore defined only by the feedback algorithms and are
not confined to any particular properties that would otherwise be imposed by local res-
onators. We model and analyze the system by fractional order transfer functions, which
explicitly exhibit the special characteristics of the metamaterial, including the constitutive
parameters, dispersion, and transmission and reflection properties. We illustrate the stabil-
ity and performance of the control system through numerical simulations. Finally we note
that, despite the choice of the mechanical system used in this study, the proposed results
have general applicability to all those systems described by the second order wave equa-
tion in their nominal uncontrolled state.

� 2019 Elsevier Ltd. All rights reserved.
1. Introduction

Metamaterials are artificially designed structures, usually of periodic nature, that can exhibit properties not necessarily
available in natural materials, such as negative or zero effective constitutive parameters. The original concept was formu-
lated for electro-magnetic systems [1–4], and later extended to acoustic and elastic systems. A variety of unconventional
wave propagation effects have been proposed over the years including Dirac-like cone dispersion [5], acoustic leaky wave
antennas [6], subwavelength imaging [7], cloaking [8], and many more as summarized in [9]. The current work aims at
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developing transmission line type metamaterials, which essentially represent one-dimensional periodic waveguide. Such
metamaterial waveguides were described in [10–12] for electric transmission lines involving periodic arrangements of
capacitors, resistors, and inductors. Later, the analogous concept of acoustic waveguides were reported in [13–17] where
local acoustic resonators and scatterers were periodically distributed along a tube. Closely related to these acoustic systems
are mechanical metamaterial waveguides that have been reported in [18–20] based on either discrete or continuous config-
urations [21].

To date, most of the acoustic and elastic metamaterial research has considered passive structures where the unit cell is
made of passive materials having given shape and dimensions. Such material system results in constant dynamic properties
(i.e. effective parameters and dispersion) at a given operating frequency. In an attempt to achieve tunable properties and
extended operating ranges, active materials [22–26] have been considered. In the existing literature, active metamaterials
have been implemented via actuators connected to built-in passive resonators in an effort to tune the response of locally
resonant units. As an example, in [22] piezoelectric disks were installed into cavities to control the dynamic stiffness of
the acoustic unit cell and design tunable metasurfaces. In [23], programmable effective acoustic mass density of a single unit
cell was obtained using active membranes attached to a tube section, whereas in [24] an active membrane was attached to
the bottom of a passive resonating cavity to control the effective acoustic modulus. In [25], piezoelectric patches attached to
a beamwith periodic protrusions were used to tune the bending stiffness of the beam. In [26], velocity and acceleration feed-
back control was designed for a discrete chain of mass-in-mass passive resonators in order to tune the stop band of the
resulting negative effective mass metamaterial. The advantage of this class of active metamaterials consists in the fact that
the basic properties of the underlying passive structure can be tuned to different frequencies (within the available actuators
magnitude and bandwidth), hence extending the operating dynamic range of the metamaterial. One the other side, however,
the achievable effective constitutive parameters are limited in the neighborhood of the properties set for the passive res-
onators. Another disadvantage is the manufacturing complexity of locally resonant inclusions that are still required in cur-
rently available active designs.

The goal of this work is to design an active mechanical metamaterial implemented only via external actuation, i.e. by
using a periodic distribution of actuators attached to the host structure and activated by a proper control logic. Such design
will leave the properties of the host structure unchanged when the transducers are inactive, while it will produce desired
combinations of dynamic constitutive parameters when using a properly designed feedback control. It appears that this
approach could lead to real-time tunable and reconfigurable metamaterial configurations. In the following, we will show
how the host structure can be turned into four different dynamic systems operating at the same frequency by proper actu-
ation of the controller. This approach could also turn any conventional material into a metamaterial and, potentially, it could
be retrofitted to existing systems. For the nominal system, we consider a beam in axial vibration. This system, when uncon-
trolled, is governed by a second order wave equation and will allow extension of the results to analogous systems such as, for
example, acoustic ducts and electric transmission-lines. The nominal system is augmented by active elements operating in a
real time loop and controlled by a feedback logic capable of targeting desired effective constitutive parameters (e.g. equiv-
alent effective mass and stiffness).

The control system is designed using infinite dimension transfer function modeling. This kind of modeling was reported
in the literature for vibrating strings and beams, and acoustic ducts [27,28], rotating shafts [29,30], vibrating membranes
[31], power grid swing dynamics, [32,33] among other systems. For linear systems, the transfer function model can capture
the exact wave propagation properties of the structure, including the dynamic constitutive parameters, the dispersion rela-
tion, time delays and reflection/transmission coefficients. We derive the model for the nominal conventional beam and for
the target metamaterial on the section of the beamwere actuators are applied. This model, which turns out to be of fractional
order, is the key element in the control design.

The paper is organized as follows. In Section 2, we present the feedback control setup on top of the conventional beam,
derive the transfer function models for the nominal and the target systems and discuss their properties. Then, we design the
control algorithm capable of generating an equivalent mechanical metamaterial having prescribed effective constitutive
parameters. In Section 3, we consider an example of particular constitutive parameters, that are similar to those reported
in the literature for acoustic and electric metamaterials. In Section 4, we present numerical simulations of the control system
performance. In Section 5 we conclude the paper and in Appendix A we present the closed loop stability analysis.
2. Mechanical metamaterial modeling and control

We consider the problem of creating a mechanical metamaterial using active control elements that are periodically dis-
tributed along an otherwise homogeneous mechanical structure and that operate in a real time feedback loop. In Section 2.1
we discuss the proposed metamaterial setup while in Section 2.2 we derive the transfer function model of the target closed
loop system.
2.1. Description of the system

The proposed setup is schematically illustrated in Fig. 1. It consists of a conventional homogeneous beam of length L and
cross-section A as well as constant and positive mass density and stiffness (Young modulus), denoted here by the pair



Fig. 1. A schematic diagram of a mechanical active metamaterial generated by feedback control. The base system is a conventional homogeneous beam of
length L and cross-section A, characterized by positive values of the static constitutive parameters, which are the mass density m0 and stiffness (Young
modulus) k0. A force source w drives the system at x ¼ 0. At the section x0 6 x 6 L, active elements (gold flat squares) are assumed attached to the beam on
both sides with equal spacing of dx from x0 to L. The elements are actuated simultaneously, thereby exciting only the longitudinal modes of the beam. The
active elements operate in feedback loops according to the controllers Cj sð Þ. We denote the uncontrolled section 0 6 x < x0 by medium I, the controlled
section x0 6 x 6 L by medium II, the control inputs by hj and the measurements by zj . For brevity, unity actuators dynamics is assumed. The actuators
allocation renders medium II a periodic structure with unit cell length of dx. At the j unit cell (dashed box), the control law hj ¼ �Cj sð Þzj generates an
effective stiffness K sð Þ ¼ k sð Þ=dx and effective mass M sð Þ ¼ m sð Þdx.
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m0; k0f g. A concentrated force w is applied at x ¼ 0 on the neutral plane and oriented along the x axis so to excite only lon-
gitudinal waves. The beam can be decomposed into two sections. The first section, 0 6 x < x0, does not have external actu-
ators (hence it is not actively controlled) and is denoted by medium I. The second section, x0 6 x < L, consists of the active
metamaterial section and it is denoted by medium II. This section comprises actuators, e.g. piezoelectric or microfiber com-
posite (MFC) patches schematically indicated by gold flat squares, that are connected to the beam and periodically dis-
tributed with a fixed spacing dx from x0 to L. The spacing dx defines the unit cell length. We stress out that since no
passive resonating elements are present in the setup, the metamaterial fabrication is substantially simplified, as it comprises
attaching commercially available actuators to a conventional homogeneous bar. The actuators are assumed attached on both
sides of the beam and actuated simultaneously so to excite only the longitudinal modes of the beam. The actuators operate in
real time feedback loops with controllers Cj sð Þ. The goal of this work is to design control laws for Cj sð Þ so that, in closed loop,

medium II will exhibit a target dynamic mass and stiffness m sð Þ; k sð Þf g, where m sð Þ ¼ m0
eM sð Þ and k sð Þ ¼ k0 eK sð Þ. We denote

the system m sð Þ; k sð Þf g as the target system.

Ideally, the choice of eM sð Þ and eK sð Þ is completely free and can potentially achieve any value. This is a direct consequence
of our approach that does not rely on the existence of local inclusions between the actuators and the host structure. As pre-
viously mentioned, these inclusions would otherwise impose constraints on the achievable dynamic constitutive parame-
ters. Although our control design is for the effective continuous system, the actual actuation is discrete. At the cell j, the
control input is denoted by hj and the respective measurement by zj. For each cell, the controller generates the effective mass

M sð Þ ¼ M0
eM sð Þ and stiffness K sð Þ ¼ K0

eK sð Þ, where M0 ¼ m0dx and K0 ¼ k0=dx are the undriven nominal unit cell mass and

stiffness. m sð Þ and k sð Þ are therefore the continuous limits of M sð Þ and K sð Þ. When undriven (hj ¼ 0), we retrieve eM sð Þ ¼ 1

and eK sð Þ ¼ 1.

2.2. Transfer function model derivation

In this section we derive the transfer function models for the conventional medium I and the metamaterial medium II, as
obtained in closed loop. To facilitate the analysis of the system and the results that will follow, we eliminate any wave reflec-
tions from the boundaries x ¼ 0 and x ¼ L by assuming that impedance matching controllers are operating at the boundaries.
Under ideal conditions, such controllers can eliminate completely boundary reflections.

2.2.1. Modeling the conventional medium I
The displacement of the conventional medium I and the internal force reaction, respectively denoted by yI and f, satisfy

the constitutive equations, i.e. Hooke’s law and conservation of momentum, which in the Laplace domain are given by
f x; sð Þ ¼Ak0yIx x; sð Þ; ð1aÞ
f x x; sð Þ ¼Am0s2yI x; sð Þ; ð1bÞ
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where A;m0 and k0 are the cross-section, mass density and stiffness of the beam, s is the Laplace variable, and the subindex x
indicates the derivative with respect to the spatial variable. The combination of (1a) with (1b) implies that medium I is gov-
erned by the classic wave equation [34], which in the Laplace domain is expressed as
yIxx x; sð Þ ¼ s2

c2
yI x; sð Þ; ð2Þ
where c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k0=m0

p
is the longitudinal wave speed. At the boundary x ¼ 0, in addition to the source w, we employ an impe-

dance matching controller to eliminate reflections from x ¼ 0. We follow the results reported in [29], where it was shown
that the controller has the form of an active damper, whose value must be set to the characteristic impedance z0 of medium
I, given by
z0 ¼ A
ffiffiffiffiffiffiffiffiffiffiffi
k0m0

p
: ð3Þ
The overall boundary condition at x ¼ 0 therefore becomes
�Ak0yIx 0; sð Þ ¼ �z0syI 0; sð Þ þ w sð Þ: ð4Þ

Since medium I is non-dispersive, (4) can be also regarded as a passive radiating boundary condition [35–37] having constant
damping equal to the domain impedance z0.

2.2.2. Modeling the metamaterial medium II
Here we model the target metamaterial that we want to obtain using feedback control, i.e. the desired closed loop system.

It will have dynamic constitutive parameters, which for a unit cell are the mass M0
eM sð Þ and stiffness K0

eK sð Þ. Following a
similar approach to that used for medium I, the governing equations for medium II can be written as
f x; sð Þ ¼Ak0 eK sð ÞyIIx x; sð Þ; ð5aÞ
f x x; sð Þ ¼Am0

eM sð Þs2yII x; sð Þ: ð5bÞ
where yII indicates the particle displacement. The dynamic extensions of the nominal constitutive parameters, eK sð Þ and eM sð Þ,
can be regarded as the local transfer functions from the displacement gradient to force, and from acceleration to the force
gradient, respectively. Combining (5a) with (5b), we obtain
yIIxx x; sð Þ ¼ a2 sð Þ
c2

yII x; sð Þ; ð6Þ
where
a sð Þ ¼ s

ffiffiffiffiffiffiffiffiffiffiffieM sð ÞeK sð Þ

vuut ð7Þ
may be regarded as the dispersion relation. We now consider the end conditions of medium II. Continuity of displacement
and force between the media at x ¼ x0 requires
yI x0; sð Þ ¼yII x0; sð Þ; ð8aÞ
Ak0yIx x0; sð Þ ¼Ak0 eK sð ÞyIIx x0; sð Þ: ð8bÞ
Similarly to the boundary condition used at x ¼ 0, at x ¼ L we employ an impedance matching boundary control to prevent
reflections. Since the medium is now governed by an extended wave Eq. (6), we can no longer use the simple active damper
as in (4). Following the results in [31,30,38] for boundary control of dispersive systems, we set the impedance matching con-
troller at x ¼ L to a dynamic function, equal to the characteristic impedance of medium II, which is given by
z sð Þ ¼ z0eZ sð Þ; eZ sð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffieM sð ÞeK sð Þ

q
¼
eK sð Þa sð Þ

s
: ð9Þ
where z0 is the impedance of medium I, defined in (3), and a sð Þ is defined in (7). The boundary condition at x ¼ L becomes
Ak0 eK sð ÞyIIx L; sð Þ ¼ z0eZ sð ÞsyI L; sð Þ: ð10Þ

We note that since medium II is despersive, achieving (10) by means of conventional passive boundary conditions is usually
impossible, as the impedance z sð Þ is generally of fractional order, see Section 3.

2.2.3. Overall transfer function model
Since usually the velocity is the output of interest, in particular in the analogous acoustic system, we write the system TF

model in the two media for the velocity variable v ¼ sy. Considering Eqs. (2), (4), (68) we obtain the velocity response of
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media I and II to the source w sð Þ as v I x; sð Þ ¼ GI x; sð Þw sð Þ and v II x; sð Þ ¼ GII x; sð Þw sð Þ, respectively. The corresponding transfer
functions are given by
Fig. 2.
arrow i
before
GI x; sð Þ ¼ 1
2z0

e�sxs þ R sð Þe� 2sx0�sxð Þsh i
ð11aÞ

GII x; sð Þ ¼ 1
2z0

T sð Þe�sx0 se� sx�sx0ð Þa sð Þ; ð11bÞ
where sx ¼ x
c and sx0 ¼ x0

c are time constants, and
T sð Þ ¼ 2eZ sð Þ þ 1
; R sð Þ ¼ T sð Þ � 1; ð12Þ
are the transmission and reflection coefficients of the system. The normalized impedance eZ sð Þ and a sð Þ were respectively
defined in (9) and (7). In closed loop the transfer functions GI x; sð Þ and GII x; sð Þ are infinite dimensional, explicitly indicating
wave motion and capturing the entire transients and steady state response to external sources. Infinite dimensional and frac-
tional order transfer functions of other systems with complex dynamics were reported also in [38,31,30]. The exponents in
GI x; sð Þ and GII x; sð Þ represent the wave shape evolution during propagation along each medium, whereas the transmission
and reflection coefficients T sð Þ and R sð Þ characterize the interface between media. Since we assumed in Section 2.2 that
boundary impedance matching controllers are employed, there are no exponents in the denominators of GI x; sð Þ and
GII x; sð Þ. The combinations of time constants indicate the wave arrival times to the corresponding locations, as illustrated
in Fig. 2 for the different wave paths. For example, e�sxs of GI x; sð Þ represents a wave that is generated by the source w
and travels from x ¼ 0 to any x in medium I at sx seconds. Since in medium I there is no dispersion, the wave has constant

velocity c. The exponent e� 2sx0�sxð Þs represents the above wave when reflected from x0 back to medium I (hence multiplied by

R sð Þ). As for GII x; sð Þ, the exponent e�sx0 se� sx�sx0ð Þa sð Þ represents the source wave that is transmitted to medium II (after trav-
eling for sx0 seconds in medium I). The dispersion of medium II is captured by a sð Þ, the dispersion relation, and by the expo-
nential term. Due to dispersion, only the wave head arrives at x after sx � sx0 seconds, whereas the behavior of the rest of the
wave is captured by a sð Þ. a sð Þ is related to the wavenumber k of a commonly assumed steady state solution ei kx�xtð Þ, wherex
is the source signal frequency, via
k ixð Þ ¼ a ixð Þ
ci

¼ x
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffieM ixð ÞeK ixð Þ

vuut : ð13Þ
2.3. Closed loop metamaterial control design

In this section we design control algorithms for the controllers Cj sð Þ in Fig. 1 in order to convert medium II into a target
metamaterial system 6,7 using real time feedback loops. We carry out the derivation for general constitutive parameters k sð Þ
and m sð Þ. Controllers for specific parameters are designed in Section 3.2. A complete analysis of closed loop stability is given
in Appendix A. Since the actuators are attached directly to the beam (gold squares in Fig. 1) we denote our control strategy by
direct external control. In the absence of these control loops, medium II is characterized by the nominal constitutive param-
eters k0 and m0, as the other section of the beam. The previous consideration assumes that the local stiffening produced by
surface-bonded actuators can be neglected. Several flexible actuators are available on the market that would satisfy this
assumption. Otherwise, the local stiffening effect could also be easily introduced in the model. Since the actual actuation
and measurement is spatially discrete, we design the control algorithms for a single unit cell, achieving the constitutive
Schematics indicating of incident, reflected, and transmitted waves in accordance with the transfer function model (11). Each wave is labeled by an
ndicating its propagation direction and the corresponding propagation exponent. The arrival times are: sx and 2sx � sx0 for medium I respectively
and after reflection from x0, and sx for medium II after transmission from x0.
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parameters K sð Þ and M sð Þ, for which k sð Þ ¼ K sð Þdx and m sð Þ ¼ M sð Þ=dx are the continuous limit. In the forthcoming deriva-
tions, we denote the jth unit cell displacement by yIIj . At each unit cell we employ a single actuator that is attached directly to
the structure (each golden square in Fig. 1), and is designed to control simultaneously the stiffness and mass parameters. The
goal is to convert, in the continuum limit, the nominal system k0;m0f g to the target system k sð Þ;m sð Þf g, by a proper design of
the controllers. Denoting the external control input by hj, the governing equations for the jth unit cell, which are the nominal
(uncontrolled) form of Eqs. (5), become
f jþ1 ¼ AK0 yIIjþ1 � yIIj
� �

ð14aÞ
f jþ1 � f j ¼ AM0s2yIIj � hj: ð14bÞ
We model hj as an external input which affects the system through the mass Eq. (14b). A proper design of h can generate a
desired expression for the dispersion a sð Þ. We defining the collocated control law
hj ¼ �Cj sð Þzj ¼ �C sð Þv II
j ; j ¼ 2; . . . ;N � 1 ð15Þ
where v II
j is a velocity measurement. The controller
C sð Þ ¼ AM0s
eM sð ÞeK sð Þ

� 1

" #
¼ AM0

a2 sð Þ � s2

s
ð16Þ
converts (14) into
AK0
eK sð Þ yIIjþ1 � 2yIIj þ yIIj�1

� �
¼ AM0

eM sð Þs2yIIj ; ð17Þ
whose continuum limit coincides with (6). The choice of eM sð Þ and eK sð Þ must provide a causal C sð Þ. It is interesting to note
that the controller in (16) might have zeros at frequencies xz, provided a2 ixzð Þ ¼ x2

z has a solution. The control signal at
these frequencies will then converge to zero at steady state. At the transition/end points, however, there is an individual
influence of the effective stiffness, as stems from the continuity conditions at x ¼ x0, (8), and in the boundary conditions
at x ¼ L, (10). At the end unit cells j ¼ 1 (x ¼ x0) and j ¼ N (x ¼ L), the open loop system
AK0 yII2 � yII1
� �� AK0 yII1 � yIN1

� �
¼ AM0s2yII1 � h1; ð18aÞ

�AK0 yIIN � yIIN�1

� � ¼ AM0s2yIIN � hN ; ð18bÞ

where yIN1

is the displacement of the last point of medium I, needs to be converted to the target closed loop system
AK0
eK sð Þ yII2 � yII1

� �� AK0 yII1 � yIN1

� �
¼AM0

eM sð Þs2yII1 ; ð19aÞ
�AK0

eK sð Þ yIIN � yIIN�1

� � ¼AM0
eM sð Þs2yIIN ; ð19bÞ
using an appropriate choice of the control inputs h1 and hN . Controlling a sð Þ through m sð Þ at the transition point then
becomes insufficient (but still can be done at x ¼ L though in the absence of external inputs there). Therefore, at the end unit
cells we define mixed control laws of the form
h1 ¼� C1 sð Þz1 ¼ �Cm sð Þv II
1 � Ck sð Þf 2; ð20aÞ

hN ¼� CN sð ÞzN ¼ �Cm sð Þv II
N þ Ck sð Þf N ; ð20bÞ
where v II
j ¼ syII1. The measurements of the reaction forces f 2 and f N are equivalent to AK0 yII2 � yII1

� �
and AK0 yIIN�1 � yIIN

� �
,

respectively, evolving into spatial derivatives at the continuous limit. The corresponding end point controllers are then given
by
Cm sð Þ ¼ AM0s eM sð Þ � 1
� �

; Ck sð Þ ¼ 1� eK sð Þ: ð21Þ
The forces, or equivalently, the displacement gradients feedback in (20) represent the manipulation needed to compensate
for the actuators h1 and hN not having an access to the stiffness Eq. (14a). Relations (17) and (19) therefore represent a beam
of mass density m0 and stiffness k0, whose right section x0 6 x 6 L is controlled in closed loop by periodically spaced actu-

ators and as a result has the dynamic effective mass density m0
eM sð Þ and stiffness k0 eK sð Þ. Denoting the position of the actual

discrete actuator hj by xj, the resulting transfer functions from w to hj then become
hj sð Þ
w sð Þ ¼ � 1

2z0
T sð Þe�sx0 se� sxj�sx0

� �
a sð Þ

Cm sð Þ þ 1
c a sð ÞCk sð Þ; j ¼ 1;

C sð Þ; j ¼ 2; . . . ;N � 1
Cm sð Þ � 1

c a sð ÞCk sð Þ; j ¼ N:

8><>: ð22Þ
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In Appendix A we prove that the TFs in (22) are stable. The advantage of the direct external control approach of Section 2.3,
which is suitable for the direct actuation setup proposed in this work is in the versatility it provides in the achievable con-

stitutive parameters. Within the limits of available actuation effort, any desired expressions of eK sð Þ and eM sð Þ can be
obtained, provided that the controllers are causal and the loop is stable. Since there are no built-in structural inclusions,
there are no predefined expressions that the target parameters are obliged to follow. There is also a fabrication advantage,
as the open loop system is a conventional continuous structure defined by k0;m0f g, with actuators spread along it. The draw-
back of this approach is the higher control effort that might be required to compensate for the lack of passive resonators.
3. Application to selected metamaterial configurations

3.1. The unit cell

In this section we analyze the wave propagation in the structure in Fig. 1 for effective constitutive parameters k sð Þ and
m sð Þ obtained by the feedback loops therein. For the base structure we consider an aluminium rod of mass density
m0 ¼ 2700 kg½ �, Young modulus k0 ¼ 70 � 109 N=m2

� �
and cross-section A ¼ 0:006 � 0:02 m2

� �
(where A becomes relevant in

Section 2.3 only), leading to c � 5092 m=s½ �. k sð Þ ¼ k0 eK sð Þ and m sð Þ ¼ m0
eM sð Þ are the continuum limit of the unit cell param-

eters K sð Þ ¼ K0
eK sð Þ and M sð Þ ¼ M0

eM sð Þ. Using spring-mass representation, the effective unit cell mass M sð Þ is obtained by
connecting M0 to a spring Km and a damper Bm, whose other end is fixed. The effective unit cell stiffness (spring) K sð Þ is
obtained when connecting K0 to a spring Kh and a damper Bh, whose other end is connected to the successive unit cell.

The relative displacement of Kh induces, through two lever arms, the displacement of a mass bMh, which is proportional to

the double tangent of the lever arm angle hwith the x axis. We defineMh � 2 bMh tan h. Such an arrangement of K sð Þ and M sð Þ
has analogies in other disciplines. The first example is the electro-magnetic metamaterial in the pioneering work [4] on left
handed materials, where the effective permittivity and permeability respectively stand for the effective mass and stiffness of
the mechanical unit cell in Fig. 3, and have the same expressions as in (24), derived below. Another example [12] is an elec-
trical transmission line with a unit cell comprised of capacitors 1

Kh
; 1
Km

and inductance Mh related as in Fig. 3, that was sug-

gested as a composite right/left handed electronic material. There is also an example in acoustics [17,14,13], where a tube
with elastic membranes Km and cavities (Helmholtz resonators) Kh;Mh was considered as an acoustic metamaterial with a
similar type of unit cell. We now derive explicit expressions for K sð Þ and M sð Þ. Applying a force balance to both masses M0

and Mh, and at the point connecting the springs K0 and Kh, we obtain the associated unit cell impedance relations
zh sð Þ ¼ Mhsþ Bh þ Kh

s and zm sð Þ ¼ M0sþ Bm þ Km
s . Defining the corresponding densities km ¼ Km=dx; bm ¼ Bm=dx;

kh ¼ Khdx;mh ¼ Mhdx and bh ¼ Bhdx, and the consequent normalized parameters
Fig. 3.
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; ð23Þ
the resulting normalized effective stiffness and mass take the form
eK sð Þ ¼ szh sð Þ
K0 þ szh sð Þ ¼

s2 þ 2fhxhsþx2
h

s2 þ 2fbxbsþx2
b

; ð24aÞ

eM sð Þ ¼ zm sð Þ
M0s

¼ s2 þ 2fmxmsþx2
m

s2
: ð24bÞ
As shown in the discussion below, the form of eK sð Þ and eM sð Þ in (24) give rise to different interesting working regimes.
However, a particular special regime is obtained when xm ¼ xb (leading also to fm ¼ fb) so this is our assumption in the
Spring-mass representation of a possible unit cell of the mechanical metamaterial in Fig. 1. The effective mass M sð Þ ¼ M0
eM sð Þ (red box) comprises

inal mass M0 attached to a fixed wall through a spring Km and a damper Bm . The effective stiffness K sð Þ ¼ K0
eK sð Þ (blue box) comprises the original

0, connected in series to another spring Kh and damper Bh , and induces a corresponding motion of a mass Mh � 2 bMh tan h. The explicit expressions
Þ and K sð Þ are given in (24). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
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following. For brevity, we also assume that Bm ¼ Bh, leading to fh ¼ fm
xm
xh
. The propagation exponent in (7) and the

impedance in (9) then take the form
Fig. 4.
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Both a sð Þ and eZ sð Þ in (25) are of fractional order, implying that the transfer functions GI x; sð Þ and GII x; sð Þ in (11) are of frac-
tional order. From time domain considerations, a sð Þ determines the entire time response through the inverse Laplace trans-

form of the propagation exponent e� sx�sx0ð Þa sð Þ in (11b), which is expected to give rise to special functions (see [31,30] for
analysis of fractional order transfer functions of similar kind involving Bessel functions). From frequency domain consider-

ations (steady state response), the fractional order of a sð Þ indicates the dispersion in medium II due to the dynamic eM sð Þ andeK sð Þ, as implied by the wavenumber relation (13). The effect of the specific constitutive parameters in (24) on the wavenum-
ber k is illustrated in Fig. 4-(a) for the parameters f h ¼ xh=2p ¼ 1:323 kHz½ �; b ¼ 3 and fm ¼ 0:01, leading to

f m ¼ xm=2p ¼ 2:646 kHz½ � and fh ¼ 0:02. It depicts the Bode plot of normalized effective stiffness eK sð Þ (blue) and masseM sð Þ (red), the dispersion function a sð Þ (black), wavenumber k ixð Þc (grey) and the nominal wavenumber knom (green) for

comparison. While eM; eK and a are independent of the base beam material, k and knom do depend on it through c.
In the forthcoming discussion fm and fh are ignored, however we keep in mind that some damping always exists, main-

taining the transfer functions in (11) stable, so that the response indeed reaches steady state. A rigorous stability analysis is
given in Appendix A. We focus the following discussion on the existence of four different regions in Fig. 4-(a) that correspond
to four different regimes of operation of the active metamaterial.

Regime 1: 0 < x < xh. The phase of the effective mass eM ixð Þ is 180�, whereas the phase of eK ixð Þ is 0�, indicating thateM ixð Þ is negative and eK ixð Þ is positive (zero at x ¼ xh). Medium II is thus a negative-mass positive-stiffness metama-
terial. The phase of a ixð Þ is 0�, i.e. it is positive (equivalently, k ixð Þ is pure imaginary due to 90� phase). According to the
transfer function in (11b), no wave propagation is thus possible in medium II at this frequency range. The wave decay rate

is determined by the amplitude of a ixð Þ, which increases as x approaches xh (eK ixð Þ approaches zero). This regime is
useful for wave isolation applications.
(a). Illustration of the different working regimes of the mechanical metamaterial in Section 3. Plots illustrate the frequency response diagrams of the
ized effective stiffness eK sð Þ (blue) and mass eM sð Þ (red) in (24), the resulting dispersion function a sð Þ (black) in (25) and the wavenumber k (grey) in
r f h ¼ 1:323 kHz½ �; fm ¼ 0:01; f m ¼ 2:646 kHz½ � and fh ¼ 0:02. The nominal wavenumber knom (green) of medium II is given for comparison. We
ish between the following four regimes. Regime 1: 0 < x < xh . eM ixð Þ < 0; eK ixð Þ > 0;a ixð Þ > 0 and k ixð Þ / i. This is the negative mass, positive
s (zero at xh) regime. All waves decay, hence wave propagation is blocked. Highest decay rate is at x ¼ xh (eK ixhð Þ ! 0;a ixhð Þ ! 1). Regime 2:
< xm. eM ixð Þ < 0; eK ixð Þ < 0;a ixð Þ / i and k ixð Þ < 0. This is the double-negative regime. Waves propagate with a negative phase velocity. Regime
xm . eM ixð Þ ! 0 and eK ixð Þ ! 1. This transition point is denoted by the ”double-zero” regime, for a zero mass and a zero inverse stiffness. Since
! 0, the transfer function (11b) becomes independent of x, as if medium II was a rigid body. Regime 4: xm < x < 1.
> 0; eK ixð Þ > 0;a ixð Þ / i and k ixð Þ > 0. This is a double positive regime, indicating wave propagation with positive phase velocity. In all regimes
ositive and increases withx, eventually aligning with k (in regime 3). (b). Frequency response diagram of the controllers in (26), which generate the
onstitutive parameters in (24): C sð Þ=M0 (black), Ck sð Þ (blue) and Cm sð Þ=M0 (red). C sð Þ has a pole at � xh , leading to highest control signals hj in (22),
. ;N � 1, at this frequency (regime 1). Atxz , the zero of C sð Þ (regime 2), hj; j ¼ 2; . . . ;N � 1, decay to zero at steady state. Although K ixð Þ has a pole at
ime 3), C sð Þ does not, hence hj; j ¼ 2; . . . ;N � 1, are not the highest there. Only the end controller Ck sð Þ has a pole at xm , implying h1 and hN are the
atxm. Cm sð Þ has a pole only at the origin. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version
article.)
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Regime 2:xh < x < xm. Both eK ixð Þ and eM ixð Þ are negative (phases 180� and �180�, respectively). The phase of a ixð Þ is
�90�, and, equivalently, the phase of k ixð Þ is �180�, yielding a negative wavenumber. The system therefore supports
backward wave propagation in steady state with a negative phase velocity vph ¼ x=k ixð Þ < 0. In this regime, medium
II behaves as a negative-phase-velocity metamaterial.
Regime 3: x ¼ xm. At this frequency we have a sharp transition from the doubly-negative to the doubly-positive region,

with eM ixð Þ ¼ 0 and eK ixð Þ ! 1. This special regime is referred in the literature as a double-zero metamaterial (meaning
zero mass and zero inverse stiffness) [21]. At this frequency, a ixmð Þ ! 0. The implication is that the transfer function
(11b) becomes independent of x, and medium II thus behaves as a rigid body (i.e. infinite phase velocity).

Regime 4: xm < x < 1. Here both eM ixð Þ and eK ixð Þ are positive (phase 0�), and so is k ixð Þ. On the contrary, a ixð Þ is
imaginary therefore yielding a conventional positive-mass positive-stiffness material. Note that dispersion still exists
where the positive phase velocity decreases with frequency (as the amplitude of k ixð Þ increases).

We now discuss the impedance z sð Þ and the transmission coefficient T sð Þ in (25). At 0 < x < xh (regime 1), jeZ ixð Þj
decreases from infinity to zero, resulting in jT ixð Þj increasing from zero to 2. Wave propagation is still blocked at x ¼ xh

due to the propagation exponent e� sx�sx0ð Þa ixð Þ, which then approaches zero. At xh < x < 1 (regimes 1;2 and 3), jeZ ixð Þj
increases and jT ixð Þj decreases monotonically to 1. It is interesting to note that at x ¼ xm we obtain eZ ixð Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b= 1þ bð Þp
.

3.2. The corresponding control design

In this section we obtain the explicit form of the controllers derived in Section 2.3 for the particular unit cell design pre-
sented in Section 3 and illustrated in Fig. 3. The resulting closed loop is proved in Appendix A to be stable. The main field
controller in (16) and the end point controllers in (20) become
C sð Þ ¼ AM0
2fmxms3 þ 2x2

m þ 4f2mx2
m �x2

h

� �
s2 þ 4fmx3

m þx4
m

s s2 þ 2fhxhsþx2
h

� � ; ð26aÞ

Cm sð Þ ¼ AM0
2fmxmsþx2

m

s
; ð26bÞ

Ck sð Þ ¼ 2 fmxm � fhxhð Þsþx2
m �x2

h

s2 þ 2fmxmsþx2
m

: ð26cÞ
All the controllers in (26) are causal. The frequency response diagram of the controllers in (26) for
f h ¼ 1:323 kHz½ �; fm ¼ 0:01; f m ¼ 2:646 kHz½ � and fh ¼ 0:02, is illustrated in Fig. 4-(b), with C sð Þ=M0 (black), Ck sð Þ (blue) and
Cm sð Þ=M0 (red). The main field controller C sð Þ=M0 has a pole near xh, hence highest control signals hj; j ¼ 2; . . . ;N � 1, in
(22) are expected at this frequency, effectively to generate regime 1. Another pole is at s ¼ 0. It also has a zero at xz, which
tends to 1þ bð Þ= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2b
p

as damping becomes smaller and falls within the double-negative region (regime 2). This implies
that we can turn medium II into a negative phase velocity metamaterial with no control effort in steady state (clearly, a tran-
sient effort is still required). Although K ixð Þ has a pole at xm;C sð Þ does not, hence hj; j ¼ 2; . . . ;N � 1, are not the highest
there (regime 3). Only the end controller Ck sð Þ has a pole at xm, implying h1 and hN are the highest at xm. Cm sð Þ has a pole
only at the origin. All the three controllers in (26) introduce phase lag to the open loop system.
4. Numerical simulations of the active metamaterial

In this section we simulate the system in Fig. 1 when operated in closed loop according to the direct external control
design in Section 2.3. The target closed loop constitutive parameters are given in (24) and the particular controllers are given
in (26). The physical parameters of the nominal structure are given by m0 ¼ 2700 kg½ �; k0 ¼ 70 � 109 N=m2

� �
and

A ¼ 0:006 � 0:02 m2
� �

, leading to c � 5092 m=s½ �. The total length of the structure is L ¼ 1 m½ �, where the controlled section,
medium II, begins at x0 ¼ 0:5 m½ �. The spacing of the cells in medium II is set to dx ¼ 0:05 m½ �, implying a total of N ¼ 11 actu-
ators. We denote this setup by the actual metamaterial. For this spacing to be a sub-wavelength periodic structure, the sup-
ported wavelength should be at least four times longer [10], i.e. k P 0:2 m½ �, which implies a maximum wavenumber of
k 6 10p 1=m½ � � 30 dB½ �.

In the simulations of Fig. 5 we wish to demonstrate the main achievement of our control design that is the ability of the
active metamaterial to obtain desired constitutive parameters only by an appropriate choice of the controllers. We choose
four different sets of the parameters in (26) so that our system can operate at any of the four regimes described in Section 3
for a fixed frequency source. We consider a source w of frequency f ¼ 2 kHz½ � at x ¼ 0, four different characteristic frequen-
cies f h ¼ xh=2p, respectively given by f h ¼ 2:2;1:32;1;0:5f g kHz½ �, and the fixed values b ¼ 3 and fm ¼ 0:01. This implies
fh ¼ 0:02 and f m ¼ 2f h ¼ 4:4;2:64;2;1f g kHz½ �, leading to four different working regimes, as discussed in Section 3: negative
effective mass, as well as double negative, double zero, and double positive effective parameters (i.e. mass and stiffness). The
system consists of the aluminium rod considered in Section 3 with the nominal parameters m0 ¼ 2700 kg½ � and



Fig. 5. Simulation of the feedback-based metamaterial in Fig. 1, comprising an Aluminium rod with 11 actuators evenly spanned between x0 ¼ 0:5 m½ � and
L ¼ 1 m½ �. The system is generated by the control algorithm in (15), (20), and (26). Four different controller parameters f h ¼ 2:2;1:32;1; 0:5f g kHz½ � and fixed
b ¼ 3; fm ¼ 0:01 are considered, leading to f m ¼ 4:4;2:64;2;1f g kHz½ �. This implies four different working regimes for a source frequency f ¼ 2 kHz½ � (acting
at x ¼ 0), which is marked in the right column on top of the Bode plots of the resulting eK sð Þ ¼ k sð Þ=k0 (blue) and eM sð Þ ¼ m sð Þ=m0 (red). The middle column
depicts steady state velocity response, comparing analytic TF (11) (solid), numeric with spacing dx ¼ 0:001 m½ � (dashed-dotted) and actual metamaterial
with spacing dx ¼ 0:05 m½ � (circles). Left column depicts the response in a 2D space–time plot. (a) Regime 1: m < 0; k > 0. Wave propagation is blocked,
decaying significantly at about x0 þ 0:1 m½ �. (b) Regime 2: m < 0; k < 0. Double-negative regime. Waves propagate with negative phase velocity. The slope
of the equal amplitude lines in the 2D plot turns negative at x0 6 x 6 L. (c) Regime 3: m ! 0; k ! 1. Double-zero regime. The metamaterial vibrates as a
rigid body. 2D plot slope turns zero at x0 6 x 6 L. (d) Regime 4: m > 0; k > 0, as in a conventional material. 2D plot slope changes but remains positive at
x0 6 x 6 L. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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k0 ¼ 70 � 109 N=m2
� �

. The corresponding unit cell nominal parameters then become M0 ¼ 135 kg �m½ � and K0 ¼ 1:4 � 1012

N=m3
� �

. The response of the system is simulated for tf ¼ 0:02 s½ �. The results of the simulations are summarized in Fig. 5.
Column (a) depicts the velocity response of the entire beam (0 6 x 6 L) in a two-dimensional plot as a function of space
and time, where the time axis is shown only for its last 20%. Column (b) depicts a snapshot of the entire beam velocity
response at steady state. The response of the actual 0:05 m½ � spacing metamaterial (orange circles) is compared to the
numeric response of the continuum limit (a 0:001 m½ � spacing, black dashed-dotted lines), and to the exact analytic solution
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given by the transfer functions in (11) (grey solid lines). Column (c) depicts the frequency response of the closed loop effec-

tive constitutive parameters in (24) (blue – eK ixð Þ, red – eM ixð Þ). The working frequency f ¼ 2 kHz½ � is marked on both eK andeM curves, indicating the relevant region out of the four regions listed in Section 3. In all the four cases the waves propagate in
the dispersion-less medium Iwith phase velocity c ¼ 5092 m=s½ � and a corresponding wavelength k ¼ 2:55 m½ �. They are par-
tially reflected at x ¼ x0 according to (12) and are absorbed at x ¼ 0 due to the embedded impedance matching boundary
controller defined in (4). The waves at x ¼ L are fully absorbed by the boundary control defined in (10).

The control signals hj tð Þ are depicted in Fig. 6. They are calculated according to the laws (15) and (20), and given in ana-
lytical form by (22). The force feedback of the end signals h1 and hN in (20) is calculated as a spatial difference AK0 yII2 � yII1

� �
and AK0 yIIN�1 � yIIN

� �
, respectively. Regimes 1;2;3;4 are respectively depicted in plots (a), (b), (c) and (d). The dashed-dotted

grey lines mark the unit amplitude threshold, within which the control signals can be generated by the same actuators that
produce the source w. The individual conclusions for the four regimes, respectively plotted in the four lines (a), (b), (c) and
(d) of Fig. 5 and of Fig. 6, are ordered below.

(a) – regime 1. f h ¼ 2:2 kHz½ � and f m ¼ 4:4 kHz½ �. Fig. 5-(a): the controller creates K ixð Þ > 0 and M ixð Þ < 0, i.e. positive
spring – negative mass regime. As was discussed in Section 3, in this regime there is no wave propagation in medium
II, where waves that are transmitted to x0 6 x 6 L have a real positive a ixð Þ and decay according to the transfer function
model (11). At f ¼ f h we have K ixð Þ ¼ 0 and thus a ixð Þ that approaches zero. Therefore, the closer f is to f h, the faster is
the decay. In our case a significant decay is obtained at about 10 cm½ � after x0, as stems from the corresponding 2D plot.
Fig. 6-(a): since in this regime the velocity response is decaying, the control signals amplitudes decrease as actuators posi-
tion approaches x ¼ L. The amplitudes that are greater than 1 are those of h1 (blue) and h2 (orange). The value of hj will
Fig. 6. Control signals hj tð Þ; j ¼ 1; . . . ;N, of the simulations in Fig. 5, calculated according to the laws (15) and (20), and analytically given by (22). Regimes 1,
2, 3, 4 are respectively depicted in plots (a), (b), (c) and (d). Signals with amplitudes 1 or smaller (within dashed-dotted grey lines) can be generated by the
same actuators that produce the source w. (a) – regime 1, negative mass: Due to the decaying velocity response, the control signals amplitudes decrease as
actuators position approaches x ¼ L. The amplitudes that are greater than 1 are those of h1 (blue) and h2 (orange). (b) – regime 2, double negative: The
system is simulated at f z , the frequency at which the j ¼ 2; . . . ;N � 1 cells controller (16) has a zero. The respective signals hj decay to zero at steady state. h1

(blue) oscillates within �2. (c) – regime 3, double zero: All hj oscillate below �1, with highest transient amplitude for h1 (blue). (d) – regime 4, double
positive: As k approaches knom (Fig. 4), all hj oscillate considerably below ±1. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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increase when f approaches f h due to the controller’s pole at f h, and will ultimately be determined by the damping ratio
fh.
(b) – regime 2. f h ¼ 1:32 kHz½ � and f m ¼ 2:64 kHz½ �. Fig. 5-(b): the controller creates both K ixð Þ < 0 and M ixð Þ < 0, lead-
ing to the double negative regime. According to Section 3, in this regime the steady state propagation in medium II has a
negative phase velocity, which is expressed through the negative slope of the equal amplitude lines at the corresponding
2D plot. Fig. 6-(b): for the given f h, we obtain f ¼ f z, where f z is the zero of the j ¼ 2; . . . ;N � 1 cells controller (16), and
the effective and the nominal wavenumbers k and knom intersect. The respective signals hj therefore decay to zero, imply-
ing that no control effort is required at steady state to obtain this particular double negative metamaterial. The end con-
trol signal h1 (blue) oscillates within �2.
(c) – regime 3. Fig. 5-(c): the controller creates K ixð Þ ! 1 and M ixð Þ ! 0, designated by the double zero regime. In this
regime a ixð Þ ¼ 0 and (11b) becomes independent of x. According to the analysis in Section 3, every section of the meta-
material then vibrates in phase (as a rigid body) at a constant velocity for all x0 6 x 6 L. Therefore, the slope of the equal
amplitude lines at the corresponding 2D plot turns zero at medium II. This result is consistent with the static-like behav-
ior observed in double-zero metamaterials where the phase velocity diverges and the group velocity is progressively
reduced to zero [39]. Fig. 6-(c): all the control signals hj remain within �1, where the highest amplitudes are obtained
for the end signal h1 (blue).
(d) – regime 4. Fig. 5-(d): the controller creates both K ixð Þ > 0 and M ixð Þ > 0, i.e. a doubly positive regime. Here the
steady state wave propagates forward with a positive phase velocity, which is expressed through the positive slope of
the equal amplitude lines of the corresponding 2D plot. Fig. 6-(d): as indicated by Fig. 4, in this regime as the working
frequency increases, k approaches knom. The required control effort thus decreases accordingly, yielding the control signals
hj to oscillate considerably below �1.

5. Conclusion

We considered the problem of converting a mechanical structure, which in its nominal state is governed by the second
order wave equation, into an active (tunable and reconfigurable) metamaterial using feedback control. The representative
example for the nominal system is a beam in axial vibration. We designed a control algorithm that was capable to achieve
different unconventional constitutive parameters (i.e. different effective dynamic stiffness and mass) for the same operating
frequency. Such properties can be activated, deactivated, or tuned in real-time given that the design does not require any
passive periodic feature embedded in the host structure, unlike traditional metamaterial designs. We showed by using
numerical simulations that the control design was capable of obtaining a variety of conditions including negative effective
mass (useful for wave propagation suppression), zero stiffness and negative mass (useful for total wave blocking), double
negative parameters (i.e. negative phase velocity that results in backward wave propagation), and double zero properties
for total impedance matching. We considered an external actuation approach, which consists in bonding actuators in peri-
odic patterns to an initially homogeneous beam. This design enables large flexibility in terms of achievable effective consti-
tutive parameters, that are only limited by the actuators gain capabilities. We derived the continuum model of the overall
system in the form of fractional order transfer functions, which explicitly exhibited the special wave characteristics of the
system, including the dispersion function, time delays, transmission and reflection coefficients. We used the transfer func-
tion model to explore the transmission and reflection properties between the controlled part of the beam (the metamaterial)
and its uncontrolled part (a conventional medium). We proved that the closed loop system is stable and verified the control
algorithm performance using numerical simulations.
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Appendix A. Closed loop stability analysis

In this section we prove the stability of the closed loop system generated by the feedback control algorithm of Section 2.3.
The control setup consists of a continuous beam, N concentrated actuators hj; j ¼ 1; . . . ;N, and respective Nmeasurements, as
illustrated in Fig. 1. The controllers C sð Þ;Cm sð Þ and Ck sð Þ correspond to the direct external control strategy, specified by (15),
(16), (20) and (21). The closed loop transfer functions from a source w to the velocity response and to the control inputs were
derived in (11) and (22), respectively. The complete transfer matrix between all possible signals in the closed loop, including
unmodeled signals such as actuation uncertainties and measurement noise, is given by
v
h

	 

¼ Gyd Gyn

Ghd Ghn

� �
d
n

	 

: ðA:1Þ
Here v ¼ v I x; sð Þ v II x; sð Þ� �0 is the outputs vector including the axial vibration velocity at any location x along the beam.

h ¼ h1 sð Þ hj sð Þ hN sð Þ� �0
; j ¼ 2; . . . ;N � 1, is the controls vector. d ¼ w sð Þ dj sð Þ� �0

; j ¼ 1; . . . ;N, is a representative external inputs
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signal that stands for the source w and possible actuation disturbances dj. n ¼ n1 sð Þ nj sð Þ nN sð Þ� �0
; j ¼ 2; . . . ;N � 1, is the mea-

surement noises vector. The sub-matrices in (A.1) are given by
Gyd ¼ GI x; sð Þ GI
d x; sð Þ

GII x; sð Þ GII
d x; sð Þ

" #
; Gyn ¼ � GI

d x; sð Þ
GII

d x; sð Þ

" #
C;

Ghd ¼ �C0 GII x; sð Þ GII
d x; sð Þ

� �
; Ghn ¼ �C0Gn x; sð Þ;2

ðA:2Þ
where GI x; sð Þ and GII x; sð Þ are defined in (11a) and (11b), and GI
d x; sð Þ;GII

d x; sð Þ and Gn x; sð Þ are respectively given by
GI
d x; sð Þ

GII
d x; sð Þ

" #
¼ 1

2z0

T sð Þe� sx0�sxð Þse� sxj�sx0
� �

a sð Þ

1eZ sð Þ
e
� sx�sxj




 


a sð Þ þ R sð Þe� sxþsxj�2sx0




 


a sð Þ
 !

26664
37775; j ¼ 1; . . . ;N ðA:3aÞ

Gn x; sð Þ ¼ T sð Þ e� sx1�sx0ð Þ a sð Þ�sð Þ e
� sxj�sx0
� �

a sð Þ�sð Þ
e� sxN�sx0ð Þ a sð Þ�sð Þ

	 
0
; j ¼ 2; . . . ;N � 1: ðA:3bÞ
In this section, we show that the complete closed-loop system (A.1)–(A.3)) is stable invoking the internal stability crite-
rion, which claims that the closed loop system is stable provided that TFs from all possible inputs to all possible outputs are
stable. These, in turn, are captured by the transfer matrix in (A.1), which consists of finite summations or multiplications of
G1 sð Þ ¼ e�ha sð Þ; G2 sð Þ ¼ e�h a sð Þ�sð Þ; G3 sð Þ ¼ eZ�1 sð Þ; G4 sð Þ ¼ T sð Þ; ðA:4Þ

where by (12), stability of R sð Þ stems directly from that of T sð Þ. The argument h represents the various combinations of the
time constants in (A.3). The goal of this section is therefore proving stability of each of the systems listed in (A.4), as stated in
the following proposition.

Proposition A.1. All the components of the complete closed loop system (A.1), which are given by the fractional order TFs in (A.4),
are stable.
Proof. Since the underlying TFs are all irrational, their stability analysis cannot, in general, be limited to pole location only. It
could be therefore carried out either in frequency domain via the H1 criterion or in time domain via the L1 criterion, as was
discussed in [40]. For the L1 criterion the inverse Laplace transforms of the TFs are required, which is nontrivial to obtain for
fractional order systems. This was the approach for systems similar to (A.4) in [31,30]. Here we invoke the H1 criterion, and
prove that the systems in (A.4) are analytic and bounded in the open right half plane.

Stability proof of G1 sð Þ. The branch points, which are the zeros of the square roots in a sð Þ, defined in (7), are located in the
open left half plane, and approach the imaginary axis as the damping approaches zero. Hence, G1 sð Þ is analytic in the open
right half plane. To prove that jG1 sð Þj is bounded in the open right half plane, it is sufficient to show that a sð Þ is non-negative
for all s ¼ rþxi, where r > 0, implying that jG1 sð Þj 6 1. Suppressing the damping for brevity, we define the mappings
zm ¼ s2 þx2

m and zh ¼ s2 þx2
h . We then denote the angles of a sð Þ; zm; zh and z by /a;/m;/h and /, respectively. Since the

angle of
ffiffiffiffiffi
zh

p
is given by 1

2/h, we obtain /a ¼ /m � 1
2/h. We need to prove that /a < 1

2p. Now, we have 0 6 / < 1
2p. Since we

also have xh < xm by the definition in Section 3, we obtain the relation /m 6 /h 6 2/ < p. This implies 1
2/m 6 1

2/h and
1
2/m < 1

2p, and therefore /a ¼ /m � 1
2/h 6 1

2/m < 1
2p, which completes the proof.

Stability proof of G2 sð Þ. To prove that G2 sð Þ is bounded in the open right half plane it is sufficient to show that the real part
of a sð Þ � s is non-negative there. Defining the radii of a sð Þ and s by ra and r, respectively, we need to show that
ra cos/a P r cos/. Since a sð Þ ¼ zm=

ffiffiffiffiffi
zh

p
and jzmj > jzhj, it is clear that ra > r. Following the lines of the proof for G1 sð Þ, we have

/m 6 2/. Therefore, 12/m 6 /;/a 6 / and cos/a P cos/, which completes the proof.

Stability proof of G3 sð Þ. Since the damping fh is always positive, the roots of eZ sð Þ in (9) always lie in the open left half plane,
implying that jG3 sð Þj is bounded in the open right half plane.

Stability proof of G4 sð Þ. Since we consider the principal surface of the complex plane leading to a non-negative real part of
a sð Þ, there are no solutions of a sð Þ ¼ �s for s in the open right half plane. Therefore, there are no poles of T sð Þ in the open right
half plane, and it is thus bounded there. h
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