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ABSTRACT: Electronic excitations are produced when matter is
exposed to ion irradiation comprising highly energetic ions. These
electronic stopping excitations are responsible for ion beam-induced
DNA damage by energetic protons and a-particles, the chemistry and
physics of which are central to burgeoning radiation cancer therapies. By
simulating the non-perturbative electronic response of DNA to
irradiating protons and a-particles, our first-principles dynamics
simulations enable us to test the validity of the commonly used linear
response theory description, and they also reveal unprecedented details
of the quantum dynamics of electronic excitations. In this work, we
discuss the extent to which the linear response theory is valid by
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comparing to the first-principles determination of electronic stopping

power, the energy-transfer rate from ions to electronic excitation. The simulations show that electronic excitations induced by
proton and a-particle irradiation cause ionization of DNA, resulting in the generation of holes. By studying the excited hole
generation in terms of both the energetic and spatial details in DNA, our work reveals remarkable differences with the excitation
behavior of DNA under more commonly used ionizing irradiation sources such as X/y-ray photons. Furthermore, we find that
the generation of excited holes does not directly correlate with the energy-transfer rate as a function of the irradiating ion
velocity, in contrast to what is often assumed in the chemistry and physics of radiation oncology.

1. INTRODUCTION

When an irradiating ion penetrates matter, it transfers its
kinetic energy via collisions with both the nuclei and the
electrons in the material. For irradiating ions with high kinetic
energies (> ~10 keV/nucleon), the ion’s kinetic energy can be
rapidly transferred via inelastic collisions to electrons in the
target material. This phenomenon, known as electronic
stopping, has garnered much attention in the scientific
community in recent years partly due to the increasing interest
in ion beam cancer therapy.' ” Fast-moving ions such as
protons, a-particles, and carbon ions have shown clinical
promise in radiation oncology due to their distinctive energy
dose-depth distributions.”® Unlike high-energy photons such
as X/y-rays, irradiative ions deposit the vast majority of their
energy at the end of their penetration range.é’7 In principle, this
allows for more precise targeting of tumor sites and increased
preservation of surrounding healthy tissue.® The depth-
dependent energy deposition profile of ions derives from the
electronic stopping power, a quantity which describes the
energy-transfer rate per unit length of the ion movement,
which is a function of the projectile ion velocity.

In addition to determining the electronic stopping power
accurately in biologically relevant materials (water, DNA, etc.),
deciphering the physical and chemical mechanisms for how the
energy deposition leads to DNA damage is a pressing challenge
of paramount importance in ion-beam cancer therapy.
Generally, DNA radiation damage is discussed in the context
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of direct and indirect effects. Direct effects comprise processes
in which the DNA molecule itself is directly excited and/or
ionized by the radiation, leading to critical bond breaking of
the nucleobase pairs or more severe sugar-phosphate side chain
damage such as double-strand breaks (DSBs).”'’ Indirect
effects comprise events in which radiation induces secondary
electron generation and/or creation of reactive species (e.g.,
water radiolysis products like OH radicals), which can then
proceed to chemically react with the DNA molecule, inducing
damage.u’12 The common view is that DSBs and/or clustering
of DSBs play a key role in cell death.

While much progress has been made in deciphering DNA
damage mechanisms under various types of irradiation,
significant ambiguities and controversies remain. For example,
a recent work by Nguyen et al. on DNA damage under UV
irradiation indicates that secondary electrons have greater
significance in DNA damage than OH radicals,'”'* contrary to
the conventional view developed with low-energy electron
radiation.'>'® For ionizing radiation like X/y-rays, both direct
and indirect effects can be operative, and some have reported
significantly higher DSB yields in the presence of water under
y-ray radiation.

For protons and other types of ion radiation, often referred
to as densely ionizing radiation, the direct effect is generally
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assumed to play a more prominent role in DSB formation
because much more energy can be deposited in a small region
around DNA."® Despite this well-reasoned assumption, there
lacks a firm consensus as to the relative importance of direct
effects versus indirect effects for ion irradiation in the existing
literature.'® Although proton (and heavier ion) radiation is
classified under the same term “ionizing radiation” just like X/
y-ray radiation, the modern scientific understanding of particle
radiation in this regard is still quite limited. With direct effects
of particle radiation, the details are murky at best, partly
because the process is highly complex and multiscale in nature:
It involves atto/femtosecond dynamics of electronic excitation,
femto/picosecond dynamics of excited hole relaxation, and
chemical reactions that occur on much longer time scales. The
physics that govern the entire process range from quantum-
mechanical excitations of electrons in the initiall DNA
irradiation all the way to microscopic biochemical changes
that are responsible for cell death.

In modern proton beam cancer therapy, proton beams are
calibrated for radiation oncology treatment by adapting the so-
called relative biological effectiveness (RBE) with respect to a
photon (i.e, X-rays, y-rays) standard.'””° A fundamental
assumption here is that the relevant DNA damage formation
mechanism is the same under proton irradiation as the more
widely studied X/y-ray irradiation. However, various studies
find that this empirically determined RBE depends on various
factors including radiation dose and the stopping power itself.
Researchers such as Loeffler and Durante have called for more
detailed investigation so that mechanistic understanding
beyond the RBE notion can be obtained.”"

Increasing numbers of studies are now aimed at developing
scientific bases that incorporate molecular-scale details in order
to understand and model ion beam therapies,”*** including
very recent work combining both experimental and simulation
methods to understand the damage mechanisms of a-particle
irradiated molecular systems.”> Also notably, recent work by
Souici et al’® studied how different DNA damage and
fragmentation depends on the electronic stopping power
(i.e., linear energy transfer (LET) as often called in oncology)
and the dose of proton radiation. Although DNA is solvated by
water in physiological conditions, most spectroscopic measure-
ments under irradiation are performed on dry DNA to allow
for detailed characterization,””*® like in the work by Souici et
al*® Using the SRIM model for electronic stopping power,
Souici et al.*® reported that damage such as single-strand
breaks (SSBs) and DSBs indeed depend significantly on the
kinetic energy of the proton. It is often assumed that the
velocity of maximum LET, the Bragg peak, gives rise to the
most damage. However, Souici et al. observed that the
maximum response in terms of the damage was not observed
for the Bragg peak proton velocity (of the popular SRIM
model)*” but rather for velocities beyond the Bragg peak (thus
lower electronic stopping power). Furthermore, comparison of
their work to an earlier study using a-particles shows that
proton and a-particle beams result in different DNA damage
yields, even for the velocities that give the same stopping
power.”’

These interesting observations call for studies into how
electronic excitation, particularly ionization, is linked with
electronic stopping power. Additionally, the SRIM electronic
stopping power model’” also comes with considerable
uncertainties for biomolecular systems like DNA, and further
advances on the electronic stopping power calculation itself are
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desired. In this regard, Abril et al. have recently reported the
so-called MELF-GOS method based on model dielectric
function fitted to experimental optical measurement,’’ and it
is of great interest to also develop a quantum-mechanical
description of the stopping power from first-principles
calculations.

Although quantum-mechanical computational approaches
such as first-principles molecular dynamics (FPMD)” based
on density functional theory (DFT) have been used to study
molecular processes in the context of DNA damage, most
studies so far have focused on atomistic changes after the
irradiation. With the rise of peta-scale supercomputers and the
oncoming advent of exa-scale supercomputers,” in con-
junction with the development of efficient massively parallel
first-principles electron dynamics codes,”*™** it has now
become possible to directly simulate electronic excitation
dynamics in ion irradiation for complex macromolecules like
DNA without the need for any empirical parameters. In
particular, real-time time-dependent density functional theory
(RT-TDDFT) simulations provide a promising avenue to
study the non-perturbative electronic response of DNA under
ion irradiation with atomistic levels of detail. This approach
has been recently employed to study the electronic stogping of
liquid water under proton and a-particle irradiation®”*" as well
as in other materials. In this work, we report a RT-TDDFT-
based, first-principles study of the electronic stopping process
in DNA under proton and a-particle irradiation.

2. THEORY AND COMPUTATIONAL METHOD

The first-principles method based on RT-TDDFT we employ
in this work closely follows that described by Schleife et al.”**!
The time integration of the electronic states is performed using
an enforced time reversal symmetry (ETRS) algorithm.** In
this work, we use the Qb@Il branch of the Qbox code,” in
which we implemented a highly scalable, massively parallel RT-
TDDFT scheme based on the plane-wave pseudopotential
formalism. Details of this code can be found in the work by
Schleife et al.”**' and Draeger et al.”> We use RT-TDDFT for
obtaining the non-pertubative electronic response of a target
material to a swift ionizing charged particle. In this work, the
target material is a strand of neutral B-DNA in vacuum. The
“dry” DNA molecule is a logical starting point for theoretical
studies due to its relative simplicity and importantly also
because most experimental/spectroscopic measurements are
performed on dry DNA.**"**** The planewave RT-TDDFT
implementation involves simulation cells with periodic
boundary conditions. The DNA in the simulation cell
comprises 10 base pairs (CGCGCTTAAG sequence), one
full turn of the double helix, ensuring that the periodic images
in the z direction are commensurate with the periodicity of the
macromolecule. A cubic simulation cell with dimensions of
34.43 A was used, giving the appropriate length of the target
strand and at the same time being wide enough in the x and y
directions to avoid self-interactions neighboring periodic
image. In total, the molecular system comprises 654 atoms
(2220 electrons), which are represented by norm-conversing
Hamann—Schluter—Chiang—Vanderbilt (HSCV) pseudopo-
tentials.*>*® This conventional pseudopotential approach is
unable to model the potential “shake-up” effects”’ caused by
core electrons, but such effects would have a negligible
contribution in the results presented here.”® The projectile
ions, protons and a-particles, are treated on the same footing
as the atoms in the DNA molecule, by HSCV pseudopoten-
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tials. In their respective initial states, the proton and a-particle
are fully ionized (H* and He®"). At the beginning of each
simulation, the initial position and velocity vector of the ion is
specified, and at each time step, the position of the ion is
updated based on its velocity, which is held constant. The
time-dependent Kohn—Sham (TDKS) equations are inte-
grated for this system in which the classical, energetic proton
or a-particle travels through the simulation cell containing the
DNA strand, giving rise to a time-dependent external potential
acting on the electronic system of the molecule. While the
position of the projectile ion changes and the electron density
is updated, the atoms of the DNA molecule are held fixed. The
time scales of the RT-TDDFT simulations (ranging from 0.26
to 6.3 fs, depending on the ion velocity) are too short for any
appreciable nuclear motion in the DNA, making this frozen
target atom approximation appropriate for studying the
excitation dynamics as investigated in this work. We note,
however, that subsequent processes such as intermolecular
Coulombic decay” and hole relaxation*”*” occur on longer
time scales, in which cases it is essential to include nuclear
motion. All simulations use a time step of 2.0 attoseconds. A
planewave cutoff energy of SO Ry was used. For the exchange—
correlation (XC) approximation, we used the non-empirical
PBE generalized gradient approximation (GGA) functional,”!
due its balance between accuracy and efficiency. GGA
functionals such as PBE could exhibit artificial charge
delocalization in certain cases.”> However, previous RT-
TDDEFT studies comparing the PBE functional with hybrid
XC functionals such as PBE0™ and LC-BLYP* for the
calculation of electronic stopping power’”* and projectile ion
effective charge™ show good quantitative agreement between
GGAs and hybrids. As in most RT-TDDEFT studies, we employ
the adiabatic approximation for the XC functional’s time
dependence, resulting in an XC potential that depends only on
the instantaneous electron density, neglecting any memory
effects.”® Going beyond the adiabatic approximation is an
active area of research, especially in the context of RT-
TDDET,”” ™ but it is beyond the scope of this work. The
adiabatic XC approximation in the context of RT-TDDFT
calculations for electronic stopping power has been discussed
in more detail in our earlier technical work.>

Figure 1 shows snapshots of a representative RT-TDDFT
simulation performed in this work, with isosurfaces showing
the electronic response to a proton penetrating through the
DNA molecule. At time t = 0 au, the DNA remains in its
ground state, thus, no induced densities are observed. But as
the ion moves through the DNA molecule, there are
fluctuations in the time-dependent electron density relative
to the ground state, which is caused by the moving potential of
the proton. While RT-TDDFT simulations are becoming more
widely used, simulations at this scale (2220 electrons) are
anything but routine. Using the aforementioned scalable Qb@
II code, the simulations in this study were performed using
between 8192 and 131,072 IBM BG/Q_cores on the Mira
supercomputer at the Argonne Leadership Computing Facility.
Without these petascale computational capabilities, such a
study would not be possible.

3. RESULTS AND DISCUSSION

We organize the discussion of our quantum dynamics
simulation results as follows. First, we discuss the calculation
of electronic stopping power, which represents the rate of
energy transfer as a function of the ion velocity. We then
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Figure 1. RT-TDDFT simulation snapshots at (a) 0.00, (b) 3.72, (c)
7.44, and (d) 11.16 au in time for a proton traveling at 6.0 au velocity
through the center of the DNA molecule. Gray and black spheres
show positions of the DNA molecule atoms. Blue (red) isosurfaces
indicate increases (decreases) in electron density relative to the
ground-state electron density.

proceed to examine the extent to which the linear response
(LR) formulation is applicable. Then, we discuss the
generation of holes in the electronic stopping process of
ionizing radiation. This hole population analysis is relevant due
to the fact that DNA damage derives from subsequent
chemical reactions of the resulting excited/ionized DNA.
The last section discusses the excited hole populations in terms
of both their energetic distributions (i.e., proximity to HOMO,
low-lying states, etc.) and their spatial distributions (side chain,
nucleobases, proximity to ion track, etc.). The resultant
observations have direct implications for the relaxation process
of excited holes, which is the next logical step in the first-
principles simulation study of DNA ijon irradiation, and will be
addressed in a future study.

3.1. Electronic Stopping Power. In many theoretical
studies of electronic responses to ion irradiation, the energy
transfer from ion to target electrons is of central importance.
The rate of energy transfer, called electronic stopping power, is
the key quantity of interest because the velocity dependence of
electronic stopping power is what gives rise to the unique
energy deposition profile (i.e., Bragg curve) of swift ions. With
access to total electronic energy as a function of the swift ion
displacement, RT-TDDFT simulations give the quantities
necessary for the calculation of this energy-transfer rate. In
recent years, significant headway has been made in the use of
RT-TDDFT simulations to calculate electronic stopping power
for a variety of condensed matter systems ranging from
9793 semiconductors,”** to liquids.*’

In order to acquire accurate electronic stopping power
curves, it is necessary to take into account the dependence on
the projectile ion path in DNA. With this in mind, we have
performed an ensemble of trajectories over a range of impact
parameters and ion velocities. A total of 16 ion paths through
the DNA molecule were simulated, all perpendicular to the
periodic direction of the DNA strand, ranging from a path
straight through the nucleobase center to a path just outside
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the sugar-phosphate backbone (see Figure S1 in Supporting
Information). Apart from the practical feasibility, this 16-path
ensemble allows for direct analysis of the simulations to derive
physical insights on effects that are potentially specific to side
chain and nucleobase moieties. For each of the 16 paths, 7 ion
velocities ranging from 0.25 au to 6.0 au were studied for both
protons and a-particles, resulting in a total of 224 RT-TDDFT
trajectories. For this 2220-electron system, each of these
trajectories comes at a considerable computational cost,
illustrating the need in this case for massively parallel
implementation.****

The velocity of the projectile ion is held constant throughout
its trajectory. Thus, inherently we have non-equilibrium
simulations in which the total energy of the electronic system
is not conserved, and work is continuously provided by the
projectile ion. This allows us to use the increase in total energy
as a quantitative measure of the electronic response to ion
irradiation as previously discussed.”**" In order to calculate the
electronic stopping power from these simulations, we need to
calculate the electronic energy change with respect to ion
displacement. Unlike in the periodic crystalline system, the
electronic energy increases only when the projectile ion
penetrates through the DNA. The resulting curve has a
sigmoidal form (see Figure S2 in Supporting Information). In
this work, we used the approach employed by Sebaugh et al. to
define the linear portion of the sigmoid-shaped curves by
finding the “bend points”.°> Taking the slope of the linear
regression over this region for each RT-TDDFT simulation, we
acquire the electronic stopping powers which are then
averaged over the ensemble. Figure 2 shows the electronic
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Figure 2. Electronic stopping power averaged over the ensemble of
ion trajectories for protons (blue) and a-particles (red) with velocities
ranging from 0.25 au to 6.0 au. The LR-scaled electronic stopping
power curve (light blue) is acquired by scaling the proton electronic
stopping power curve by a factor of 4 (Z% where Z = 2).

stopping power as a function of ion velocity for both protons
and a-particles with a spline interpolated curve between the
simulation data points, and the error bars represent the
standard deviation of the mean based on averaging over the 16-
path ensemble. The velocities and electronic stopping power at
the peaks were determined from this ensemble-averaged curve.
These values were compared to the results presented in work
by Abril et al.”" (see Table 1.) in which the electronic stopping
power of dry DNA was calculated in the dielectric formalism
with energy-loss functions fitted to experimental optical data
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Table 1. Positions (v,,,,) and Magnitudes (S,,,,,) of the Peak
Electronic Stopping Power for Protons and @-Particles, in
Atomic Units (Hartree/Bohr)“

RT-TDDFT (this Abril et al.
work) 2010 % difference
proton v, (au) 1.64 1.87 -122
proton S, (au) 0.202 0.191 +5.76
a-particle V. (au) 227 222 +2.25
a-particle S, (au) 0.625 0.578 +8.13

“Calculated RT-TDDFT results are compared to results by Abril et.
al,” in which the electronic stopping power of dry DNA was
calculated in the dielectric formalism with energy-loss functions fitted
to experimental optical data from Inagaki et.’".

acquired by Inagaki et al.** While there does not exist direct
experimental data for the electronic stopping power of these
ions in dry DNA, the agreement between our first-principles
RT-TDDFT results and the results from the empirically fitted
model dielectric function is encouraging for analyzing the
details of the simulation in order to derive physical insights. It
should also be noted that the calculated electronic stopping
power of DNA is quite similar in peak position and overall
magnitude to RT-TDDFT-calculated electronic stopping
power of liquid water’® (see Figure S3 in Supporting
Information). Because water is the primary component of
human tissue, ion beams for cancer therapy are often calibrated
with respect to the electronic stopping power of liquid water
instead of actual human tissue or DNA.” Our results support
this practical assumption widely used in radiation oncology.

Given its widespread usage in medical physics, it is
worthwhile to comment on the extent to which LR theory is
valid for the case of DNA. For proton projectiles in crystalline
systems, the LR theory model, with the dielectric matrix
calculated using linear-response TDDFT, and RT-TDDFT
simulations methods show good agreement in calculating the
electronic stopping power.””*® According to LR theory,
electronic stopping power can be expressed in the mathemati-
cally closed form:

S(v) = 4’;22 L(v)

(1)

where v is the projectile ion velocity, Z is the atomic number of
the projectile ion, and L(v) is a velocity-dependent quantity
called the stopping logarithm. There are a variety of ways to
represent this stopping logarithm, including the target
material’s mean excitation energy from Bethe theory”” and
the dielectric function representation in the Lindhard
formula.”® However, the stopping logarithm only depends on
the properties of the target material and therefore does not
have dependence on the projectile ion species. Instead, the
projectile ion species dependence, or Z-dependence, is
contained in the Z? term, the prefactor in the electronic
stopping power formula (eq 1). The resultant electronic
stopping power curves incorrectly give the same Bragg peak
position for all projectile ion species, unless a separate
empirical model for velocity dependent effective charge is
employed.’”®* Additionally, it has been noted that without ad
hoc extensions to vary Z with respect to velocity, LR theory
calculations give inaccurate electronic stopping magnitudes at
low ion velocities.”> According to the LR theory, one would
predict for the a-particle case, the stopping power is increased
by a factor of 4 (Z* = 2* for a-particle) as shown in Figure 2. In
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the high-velocity regime, the prediction from the LR scaling
agrees well with the RT-TDDFT calculated results. However,
the LR-scaled curve and the a-particle RT-TDDFT result
begin to diverge toward the Bragg peak, with the LR-scaled
curve significantly overestimating the stopping power. The LR-
scaled results and the RT-TDDFT results differ by as much as
+78% (at v = 0.5 au). This significant discrepancy is important
especially since the use of heavier ions such as carbon ions has
attracted much attention in recent years.”” These results show
that simple scaling of the electronic stopping power for proton
by Z* would not accurately predict energy deposition when
heavier ions are used for irradiation.

3.2. Hole Generation within DNA. While much
discussion in the medical physics field has centered on the
energy deposition into electrons as measured by electronic
stopping power and how it, assumedly, scales quadratically
with the projectile ion charge according to LR theory, such
examinations are incomplete for the purpose of characterizing
the induced electronic excitations that are responsible for DNA
damage. Quantum-mechanical excitations of electrons need to
be analyzed not only in terms of energy but also in terms of
probability, particularly the quantum-mechanical probability of
the hole generation under the ionizing irradiation. The RT-
TDDFT quantum dynamics simulations yield probabilistic
descriptions of the hole generation as the proton/a-particle
penetrates through the DNA.

On the short time span (0.26—6.29 fs, depending on ion
velocity) of an individual RT-TDDFT simulation, nuclear
motion of atoms in the DNA molecule is negligible, and all
target atoms’ positions are fixed. Because the DNA molecule
remains in its equilibrium geometry, the excitation dynamics
can be analyzed by projecting TDKS wave functions onto the
KS eigenfunctions of the equilibrium electron density of the
neutral DNA system. The excitation dynamics can be then
characterized in the framework of single-particle excitations.
The hole population change is obtained from calculating the
time-dependent occupations of individual KS eigenstates in the
valence band as

HP(1) = 30 3 (2 = fluh()P)
jo ()

where f, is the fixed occupation of the TDKS state ¢(t), and w

is the KS eigenstates. This same procedure can also be used on
the conduction band (CB) states to characterize the excited
electrons. Only 3—9% of the excited electrons are recovered
when projecting the TDKS onto the set of CB states that
covers 6.26 eV above LUMO. The rest is excited into other
higher-lying states near/above the vacuum level, which is
consistent with the fact that ion beam radiation is indeed
ionizing radiation. As expected, the hole population increases
as the projectile ion penetrates through the DNA, and it
reaches a steady value after the ions leave the DNA (see Figure
S4 in Supporting Information). Figure 3 shows the hole
population at the end of the simulation (after reaching a steady
value) as a function of ion velocity. In the literature, hole
generation—or conversely excited electron generation—is
often assumed to be directly proportional to electronic
stopping power.”” While this assumption may be valid at
high ion velocities, it appears to break down elsewhere in the
electronic stopping regime. As can be seen in Figure 3, we
observe velocity-dependent hole population trends that are
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Figure 3. Total hole populations averaged over the ensemble of ion
trajectories for protons (blue) and a-particles (red) with velocities
ranging from 0.25 au to 6.0 au. The LR-scaled hole population curve
(light blue) is acquired by scaling the proton electronic stopping
power curve by a factor of 4 (Z* = 2> for a-particles).

slightly different from those observed in the electronic
stopping power curves (Figure 2). Whereas the stopping
power peaks at a velocity of approximately v = 1.68 au for
protons, the hole population has a peak at v = 0.76 au. In the
case of a-particles, the hole population has a rather flat
maximum at v = 0.87 au, which is noticeably shifted below the
v = 1.94 au peak in the stopping power curve.

Considering the differences between the stopping power
curve and hole generation curve peak positions, we note that
this could have been expected since the hole population does
not take into account the holes’ energies. The hole probability
distribution with respect to energy eigenstates is broad, as
discussed in the next section. Another reason for the difference
in the trends is that a significant amount of the electron density
is transferred from the DNA to the projectile ions, and not all
generated holes are a direct consequence of electronic
excitations/ionization within the DNA, but instead they are a
consequence of charge transfer. We used the Bader charge
partitioning scheme”" implemented in the code by Henkelman
et al.”” to determine the total electronic charge on the proton/
a-particle at the end of the simulation, after they excite
electrons in the DNA. For the Bader partitioning, charge
density isovalues <107* e”/A? were relegated to vacuum.

Figure 4 shows the projectile ion charge for both proton and
a-particle and for two representative paths as a function of the
projectile ion velocity. The paths are reflective of two possible
types of irradiation-induced excitations: (1) In the “base path”
trajectory, the projectile ion passes through the center of the
macromolecule, approximately equidistant (~1.7 A) from the
nucleobase pairs above (CG) and below (TA), approximately
perpendicular to the hydrogen bonds between the base pairs.
(2) In the “side path” trajectory, the projectile ion instead
passes close alongside the sugar-phosphate side chain, with a
minimum impact parameter of (1.43 A), which is comparable
to the minimum impact of 1.49 A of the “base path”. In both
paths, the projectile ion’s initial and final positions are over 10
A away from the nearest atom on the DNA molecule (see
Figure S1 in Supporting Information for details). In the high-
velocity limit, there is no measurable electron density captured
by projectile ions. In the low-velocity regime, however, there is
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Figure 4. Total hole populations averaged over the ensemble of ion
trajectories for protons (blue) and a-particles (red) with velocities
ranging from 0.25 au to 6.0 au. The LR-scaled hole population curve
(light blue) is acquired by scaling the proton electronic stopping
power curve by a factor of 4 (Z* = 2> for a-particles).

appreciable electron density captured by the projectile ions.
For protons traveling at a low velocity of 0.5 au, the ion is
almost completely neutralized by the electrons stripped from
the DNA molecule (~0.8 ™). For a-particles, the amount of
charge captured also increases with decreasing ion velocity, but
the a-particle has a net ~ +1 charge state at v = 0.5 au. For the
v = 0 au data points, ground-state DFT calculations were
carried out with the projectile ions held fixed at fixed positions
at the end of the ion track. Similar trends in the velocity-
dependent projectile ion charges have been previously
observed in silicon carbide®® and liquid water,”” with some
dependence on the target material. These observations also

indicate that the bare-ion assumption employed in LR theory is
only valid for high ion velocities beyond the Bragg peak.

Just as we examined the validity of LR theory scaling for
predicting electronic stopping power for heavier ions, we can
make a similar examination for hole population trends. In
addition to the velocity-dependent hole population curves for
protons and a-particles, Figure 3 shows the LR-scaled hole
population curve, acquired by scaling the proton curve by a
factor of 4 (Z* = 2* for a-particles). Examining the plots, one
can see that the LR-scaled curve significantly overestimates the
hole population for a-particles at ion velocities <~2 au.
Approaching higher velocities, however, the LR-scaled curve
converges with that of the a-particle. This is similar to the
trends, notably the overestimations, of the LR-scaled electronic
stopping power curves. This provides further evidence that
non-linear effects, charge-transfer dynamics in particular,
become important in the electronic stopping of ions with
velocities below the Bragg peak, highlighting the need for high
levels of theory and computation for predictions in this regime.

3.3. Energetic and Spatial Distribution of Excited
Holes. 3.3.1. Energy Distribution of Excited Holes. The hole
populations discussed in the previous section were not
decomposed in terms of energy, but such decomposition and
analysis in RT-TDDFT simulations is possible and is
instructive. If the relaxation of excited holes toward the
HOMO is very fast, the energy depth at which the holes are
generated has no effect on subsequent chemical reactions of
the resulting oxidized DNA. However, very slow relaxation of
excited carriers has been observed in some nanomaterials,”
and future studies are necessary for determining time scales
associated with excited hole relaxation in DNA. This time scale
is likely to depend significantly on the initial energy of the
excited hole generated. Generation of excited holes in deep-
lying states with large energy separation would result in a
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Figure 5. Hole populations plotted as a function of energy based on eigenstate state projections at the end of RT-TDDFT simulations for (a)
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For reference, the DOS is shown with dashed lines.
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Figure 6. MLWEFCs, represented by spheres with color (yellow to dark red) and size proportional to the excited hole population on each center.
Smaller, lighter spheres correspond to MLWFs with smaller excited hole populations, and larger, darker red spheres correspond to MLWFs with
higher excited hole populations. Atoms in the DNA molecule are shown in greyscale for clarity. (a) Snapshot at the end of RT-TDDFT simulation
of proton with v = 1.5 on the base path trajectory. (b) Snapshot at the end of RT-TDDFT simulation of proton with v = 1.5 on side path trajectory.
The MLFWC projected hole distributions are similar for all ion velocities and for a-particles.

rather slow relaxation process, while excited hole generation in
the valence band states is likely to yield a rapid relaxation. In
most charge transport studies on DNA bases, the guanine base
(G) is found to act as the hole trap, and in fact for the DNA
strand simulated in this work, the HOMO is localized on
guanine. The electronic states associated with sugar-phosphate
side chains are significantly deeper in energy.

Here, we focus on the base and side paths with four different
velocities of interest: v = 0.500 (below the Bragg peak), 1.385
(proton Bragg peak), 1.940 (a-particle Bragg peak), 3.750
(above the Bragg peak), 6.000 au (stopping power follows the
LR theory description). In order to characterize the hole
generation as a function of its energy, we perform the
projection detailed in eq 2, but with the removal of the
summation over eigenstates, j. The projection can be acquired
for each time step of the RT-TDDFT simulation, but we focus
here on the projections at the final step of the TDDFT
simulation, after the ion has left the vicinity of the DNA
molecule. The resulting hole energy distributions are plotted,
with a Gaussian broadening of 0.5 eV, in Figure S. The density
of states (DOS) is also plotted in the same figure for
convenience.

Comparing the proton and a-particle cases, the features are
quite similar, except for the absolute magnitude, although some
slight differences in the relative magnitudes of various peaks
can be observed. The base path and side path show some
differences for the energetic distribution of the generated holes.
For the side path, the holes are largely generated in the
electronic states (~2.5 eV below HOMO) associated with
phosphate and side chain groups, but there are essentially no
holes generated in the higher-lying states (above —S eV near
the HOMO) associated with nucleobases. The base path
shows a slightly broader distribution than the side path. In
spite of these noticeable differences, in both cases and all for
velocities, most of the holes (>95%) are generated within ~10
eV of the HOMO. This aspect of both proton and a-particle
irradiation hole generation is distinctly different from X/y-ray
photon irradiation that excites/ionizes localized deep-lying
core electrons, which can undergo Auger processes.

3.3.2. Spatial Distribution of Excited Holes. For molecu-
larly heterogeneous systems like DNA, characterizing the
spatial extent of excited hole generation can have implications
for predicting subsequent damage. This is particularly true if

the excited hole relaxation to the HOMO happens on the time
scale that is comparable or slower than relevant chemical
reaction time scale. In such a situation, the spatial dependence
of the hole generation could give some insights into different
DNA damages (i.e., nucleobase damage, SSB, DSB, etc.). In
order to obtain chemical/spatial details of the ion-induced
excitations, we analyze the hole generation in terms of
projections onto maximally localized Wannier functions
(MLWFs),” which are computed using the method developed
by Gygi et al.”® The MLWFs are constructed by applying a
unitary transformation to the occupied Kohn—Sham (KS)
eigenstates such that resulting MLWFs are maximally localized
in space, giving a more chemically intuitive representation of
the electronic system. This MLWEF transformation yields
MLWEFs that are localized on bonds and lone pairs in the DNA
macromolecule, which are easier to interpret than KS states
which can be spatially delocalized. By projecting the TDKS
states onto these MLWFs, instantaneous hole populations on
specific chemical groups in the macromolecule can be
computed at each step in the RT-TDDFT simulation.”” Each
MLWEF has an associated geometric center (denoted here as
MLWEFC), which is defined as the expectation value of the
position operator on the MLWEF. Each MLWEF can be
identified with a different chemical moiety of the DNA
molecule: sugar, phosphate, nucleobase species, etc. In Figure
6, the time-dependent hole populations are decomposed
spatially in terms of MLWEFCs which belong to different
chemical subgroups of the DNA (i.e., DNA base pairs, sugar-
phosphate side chain, etc.). In performing this analysis, we
observe that the hole distribution is primarily dependent on
the projectile ion path, with the base path resulting in hole
generation primarily on the nucleobases (>90% on base pairs,
for all velocities and ion species on base path), and the side
path resulting in hole generation primarily on the side chain
(>90% on side chain for all velocities and ion species on side
path); see Figure S7 in Supporting Information for details.
Figure 6 illustrates this by displaying the hole distribution in
terms of MLWEFCs scaled and colored by their respective
excited hole populations. In these representative snapshots, the
excitation by the projectile ions along the base path leads to
hole populations on the DNA base pairs, and hole populations
on the side chain for the side path. Further decomposition of
hole populations into nucleobase species, sugar groups, and
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g-

phosphates did not reveal any particular chemical selectivity. In
other words, on these time scales, we do not observe specific
chemical moieties being more susceptible to the hole
generation. Instead, the results suggest that hole generation
is a very local phenomenon and is closely tied to proximity of
the chemical moieties to the projectile ion trajectory.

In order to further quantify this notion, we return to the
ensemble of ion trajectories spanning over a range of impact
parameters with respect to the center of the DNA molecule.
This 16-trajectory ensemble (see Figure S1 in Supporting
Information) shows that hole generations are indeed localized
near the path of the projectile ion movement. In Figure 7, the
hole distributions are plotted as color maps with respect to two
variables: the MLWEC distance from the base path and the
impact parameter of the projectile ion relative to the base path.
One can observe, by following the diagonal of the maps
(Figure 7), that as the ion path is shifted further away from the
center of the DNA, the holes distribution follows the same
shift away from the center of the DNA. To varying degrees,
this trend is evidenced for both protons and a-particles for a
range of ion velocities (Figure 7). Approaching lower
velocities, the distribution becomes less localized, indicating
a larger radial extent of hole generation below the Bragg peak,
a result that is consistent with the experimental findings by
Souici et al.”° Importantly, for impact parameters larger than
~18 au (ion trajectory well outside direct impact with the
molecule), no appreciable generation of holes is observed. This
corroborates the notion that excitations are highly localized
around the proton path, ion beams often being described as
densely ionizing radiation."®
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To make comparisons between protons and a-particles, the
color maps in Figure 7 are presented in such a way that
deviations from LR theory behavior can be identified. The
maps in Figure 7, corresponding to the proton-induced hole
distributions, have a normalized scale ranging from 0 to 1 (i.e.,
7%, where Z = 1), whereas the scale for the a-particle-induced
hole distribution maps ranges from 0 to 4, (i.e., Z>, where Z =
2). If the hole generation follows the LR behavior strictly, then
the plots in Figure 7 would look identical for protons and a-
particles at each velocity. Indeed, for v = 6.00 au, the hole
distribution maps look indistinguishable for the proton and a-
particle cases, in keeping with the validity of LR theory at high
ion velocities. However, for the v = 0.25 au and v = 1.00 au
cases, the hole distribution maps for proton and a-particle
differ significantly. For the a-particle cases, the direct
correlation between hole distribution and impact parameter
is stronger than that observed for the proton, indicating that
excitations are more highly localized along the ion path for a-
particles than for protons. Thus, it is plausible that the degree
of localization is even higher for heavier particles, such as
carbon ions. Given this highly localized ionization behavior, it
opens up more questions about excited hole localization and
delocalization dynamics at longer time scales. We plan to
investigate this in a future work.

4. CONCLUSIONS

Electronic excitations are produced when matter is exposed to
ion irradiation comprising highly energetic particles such as
protons or a-particles. High-energy ion radiation is generally
assumed to be ionizing radiation in the same sense as X/y-rays,
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which are traditionally more widely used in radiation oncology.
However, our work revealed remarkable differences in the
typical excitation behavior of proton/a-particle irradiation
compared to X/y-ray photon irradiation. We observe that in
the case of ion irradiation, holes are generated mostly in the
high-lying valence states near the HOMO, predominantly
within the energy range of ~10 eV. We also found that excited
hole generation is highly localized spatially along the
projectile/ionizing ion track at all proton/a-particle velocities,
and its spatial distribution does not show selectivity with
regard to the local chemical composition of the DNA (ie.,
nucleobase types, side chain, etc.). The electronic excitation
effect on DNA quickly decays away from the ion track within a
nanometer, as is consistent with the DNA damage behavior
found in the experimental work by Souici et al.** An intriguing
observation in this experimental work was that the maximum
DNA damage response was not observed for the proton
velocity that yields the highest electronic stopping power, the
energy-transfer rate from ions to electronic excitation. Rather,
the maximum damage was observed when the proton velocity
was higher than the Bragg peak velocity, which corresponds to
the maximum electronic stopping power. One might have
naively hypothesized that excited hole generation (ionization)
is also maximized at this higher proton velocity. However, our
first-principles dynamics simulations show that this is not the
case. Instead, the hole generation is maximized at velocities
that are lower than the Bragg peak velocity for both proton and
a-particle.

Our work has revealed, for the first time, that ion beam
irradiation results in excited hole generation that is distinctively
different from X/y-rays, and it has also revealed how excited
hole generation does not directly correlate with the electronic
stopping power trends. Although we have made significant
progress in understanding the details of this complex process,
further work is needed for building a comprehensive
understanding of DNA damage under different types of
ionizing irradiation. An important future research direction lies
in the investigation of the subsequent relaxation dynamics of
the excited holes that are generated under proton and a-
particle irradiation. Determining the relaxation time scales of
excited holes in DNA represents a key next step in uncovering
the highly complex connection between electronic excitations
under ionizing radiation and the chemical, bond-breaking
mechanisms of DNA damage.

In the context of radiation oncology, the role of solvation, as
in biological conditions, needs to be investigated in a future
work. One might think that the ionization of DNA is enhanced
because electrons can be excited into liquid water. However,
our previous works’”*’ have shown that the effective charges
of protons/a-particles are significantly reduced in liquid water
and that these effective charges have a velocity dependence.
Even following from LR theory scaling on the charge, one can
reason that the excitations within DNA are significantly
suppressed when it is solvated. Given these competing effects,
detailed simulations based on first-principles theory will be
highly valuable for understanding the role of solvation.
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