








5 
 

customers was 500; number of special customers – 50; energy 
cap (or channel capacity) – 100; the probability to stay in the 
queue was p=1; the probability to change your queue status was 
p=0; battery capacity was 10 energy units.  Each user may 
request up to 1 energy unit.  The comparison was made for a 
specific probability to stay ON was p=0.5 and the probability to 
request energy if the user was at OFF state as, p=0.5. The cap 
for the solar energy source was 10 energy units.  

 
Table 2. A power network interfaced with a power storage): the comparison is 
made with and without optimization).  The main advantage for the optimized 
solution is the ability to accommodate more users in the queue and the 
decrease in the queueing time.  The time is measured in cycles (rounds, or 
time slots).  'Energy requested per round' includes new and queued energy 
requests – it becomes smaller for the overall optimized solution. 

 

V. OPTIMIZATION SCENARIOS – THE PATH OF ENERGY 
FLOW 

Optimization of the power flow should not only include time 
but also space (path).  It is difficult to divert energy in the 
currently deployed grid (albeit it is possible).  With distributed 
energy resources (DER) in mind we have considered a test bus 
system composed of a mixed generators sustainable sources and 
users.  In Figure 7 below, we present the statistics of connecting 
several alternative sources to several users using the IEEE 39 
test bus system.  The bus is made of sources (green nodes), users 
who receive energy (orange nodes), users who do not ask for 
energy (light yellow nodes), users who are in queue (red nodes), 
path-through users that do not tap into the energy flowing 
through them (blue nodes) and energy flow paths (light blue 
arrows).  The program searches for the minimal path (the 
Dijkstra's method) to determine which source will be used to 
which user.  There was no limit on the source or the path 
capacity, however, there was a limit of 5 users per source.  Extra 
users were directed to another source nearby.  The total energy 
delivered to the users could not be larger than the global system 

capacity.  For simplicity, an average energy loss of 6% per path 
was considered.   

The statistics changes at each request cycle (round, or time 
slot) and we present here a snapshot of a randomly chosen cycle.  
For simplicity, we included the probability of connecting the 
nodes but not their associated loss.  As we can see from the 
figure, the scenario is rather complex; some nodes forward 
energy, others consume it, and some nodes play several roles, 
such as generators and consumers.  Such scenarios may be 
important for a system with sustainable generators with storage 
elements; since the energy from such sources may change in 
time, the conventional grid and energy storage elements would 
supplement (even momentarily) the needed energy.  

VI. SUMMARY 
We have proposed a request-grant protocol to control energy 

networks.  It was shown that this protocol handles well energy 
demands by sending over-the-cap requests to a queue.  This 
paper outlined how to handle such queued requests.  While 
requiring an auxiliary power switching array, the Energy 
Network concept nonetheless mitigate power fluctuations and 
incorporates sustainable sources in a seamless fashion.  
Adaptation of such approach to the smart homes and to very 
large Internet of Things (IoT) is an exciting possibility.  
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Figure 7. (a) Simulating energy distribution in the IEEE 39 bus system.  This is a snapshot at some particular round.  Each number assigned to a dark gray arrow 
is the probability of a connected path.  Red nodes: Users waiting in the queue; Green nodes: Sources; Light Yellow nodes: Users not requesting energy; Orange 
nodes: Users receiving energy; Blue arrows: Energy Path; Blue nodes: Users where energy is flowing through without tapping into it. (b) A situation where no 
node is in the queue 

 


